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Classical accounts of biased competition (BC) require an input bias to resolve

the competition between neuronal ensembles driving downstream processing.

However, flexible and reliable selection of behaviorally-relevant ensembles can

occur with unbiased stimulation: striatal D1 and D2 medium spiny neurons

(MSNs) receive balanced cortical input, yet their activity determines the choice

between GO and NO-GO pathways in the basal ganglia. We present a corticos-

triatal model identifying three candidate mechanisms that rely on physiologi-

cal asymmetries to effect rate- and time-coded BC in the presence of balanced

inputs. First, tonic input strength determines which MSN phenotype exhibit

higher mean firing rate (FR). Second, low strength oscillatory inputs induce

higher FR in D2 MSNs but higher coherence between D1 MSNs. Third, high

strength inputs oscillating at distinct frequencies preferentially activate D1 or

D2 MSN populations. Of these candidate mechanisms, only the latter accom-

modates observed rhythmic activity supporting rule-based decision making in

prefrontal cortex.
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Biasing the competition between neuronal ensembles is essential for preferential processing

of relevant visual information (1). Two computational principles underlie biased competition,

as currently understood. First, stimulus-driven neuronal ensembles having distinct stimulus

selectivity suppress each other’s activity via mutual inhibition. Second, an external input pref-

erentially targets one of the competing ensembles, breaking the symmetry of the system. Com-

putational models of biased competition implementing these principles can differ in considering

either an asynchronous (2, 3, 4, 5) or a rhythmic (6) input bias, as well as in the impact of the

bias on neural circuit dynamics, which may increase firing rate (FR) (2, 3), coherence (4, 5), or

both (6).

In this work, we introduce an entirely different set of computational principles for biased

competition. In the absence of externally imposed (i.e. input) biases, we will show that bi-

ased competition is possible between neuronal ensembles endowed with distinct physiological

properties. We use corticostriatal processing as a model system for biased competition in the

absence of an input bias, because striatal input-output processing is mediated by competition

between two distinct GABAergic populations of medium spiny neurons (MSNs), preferentially

expressing either D1 or D2 dopamine receptors (7, 8, 9), that receive balanced cortical stimula-

tion (10).

The manifold differences between D1 and D2 MSNs span anatomical (11), network (12)

and intrinsic properties (13), and the two inhibitory populations interact in complex and asym-

metrical ways. Thus, it is difficult to predict which physiological asymmetries enable biased

competition, and under which conditions. Consequently, we addressed this question in a neural

circuit model of corticostriatal processing (Fig. 1A). In this model, D1 and D2 MSNs (which

we think of and refer to as ensembles, respectively representing to execute or hold an action)

receive balanced cortical stimulation (10), and exhibit the three main experimentally observed

physiological differences: (i) an asymmetric connectivity profile (Fig. 1A), in which there are
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about five times more connections from D2 to D1 MSNs, than vice-versa (11); (ii) distinct

GABAergic dynamics (Fig. 1B), with efferent synapses from D1 MSNs having higher maxi-

mum conductance but more rapid depression than those from D2 MSNs (12); and (iii) intrinsic

properties (Fig. 1C), such that outward calcium-dependent potassium currents are activated ear-

lier and more strongly in D2 MSNs (13).

Functionally, D1 and D2 MSNs represent the first relay of the direct (GO) and indirect

(NO-GO) pathways of the basal ganglia (Fig. 1A). GO and NO-GO pathways compete with

each other to either trigger or hold an action (14). Coactivation of D1 and D2 MSNs during

action initiation (15) imposes a limitation on winner-take-all competition in the striatum (16).

Recent modeling work proves, however, that even weak activity biases strongly influence down-

stream attractor dynamics subserving routing and decision making (17). Our corticostriatal

model is consistent with this view. While the time course of a selected action may depend on

complex interactions between basal ganglia nuclei (16, 18), a bias in the activity of D1 and D2

MSNs may be sufficient to determine that selection.

But, how can balanced input enable a flexible biasing of neuronal ensembles—i.e., one

that allows the reliable selection of either ensemble through variation in the properties of their

common input—, in the first place? We anticipated two potential candidate mechanisms each

exploiting one of two specific neural codes, based on either mean firing rate or precise spike

timing (coherence). First, due to a trade-off between network and intrinsic dynamics, tonic

input strength is able to induce a flexible bias, in which each neuronal ensemble is preferentially

activated by inputs within a characteristic range of intensities (Fig. 2C). This mechanism applies

even though the two ensembles have the same baseline activity (Fig. 2A and B). The fact that the

two ensembles are differentially activated by high and low intensity inputs results from a trade-

off between inhibition and activity-dependent hyperpolarization: higher GABAergic inhibition

targeting D1 MSNs predominates at low input strengths, leading to higher FR in D2 MSNS,
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whereas higher outward calcium-dependent potassium currents in D2 MSNs reverse this bias at

high input strengths (Fig. 1C). This turning point in relative excitability is not apparent for single

cells under single-cell stimulation because the network contribution mediated by inhibition is

not affected (Fig. 2C, inset).

Second, an oscillatory input can induce a coherence bias by preferentially activating the

resonant properties of a specific neuronal ensemble. By varying the frequency of a rhythmic

cortical input (Fig. 2D) to the striatal circuit in each of the two excitability regimes (i.e., os-

cillatory inputs of high and low input strengths), our model revealed two ways in which the

resonances of the two MSN ensembles diverge. At low input strength, D1 and D2 MSN popu-

lations both resonate at the same (low beta) frequency, but D1 MSNs are much more strongly

synchronized by rhythmic input (Fig. 2E), despite their lower FR. This divergence between rate

and coherence relies on synaptic inhibition. Higher inhibition decreases the overall FR, but

enhances spiking coherence, since cells are pushed closer to baseline by inhibition and thus

exhibit a more uniform state when inhibition wears off (19). At high input strengths, the res-

onant frequencies of D1 and D2 MSN populations both increase, and diverge from each other

(Fig. 2F). The increases in resonant frequency occur because the external input drives MSNs

faster than their network frequency in the low beta band (Fig. 2E). As a result, the resonant

frequencies of D1 and D2 MSNs shift beyond low beta, respectively to high and middle beta

frequencies, following their mean FR (Fig. 2C).

Thus, Figure 2 predicts three types of inputs supporting flexible biased competition under

balanced stimulation, confirmed in Figure 3 (top and middle panels): (i) a rate bias regulated

by high vs. low input strength (Fig. 3A and B); (ii) a coherence bias regulated by high strength

inputs oscillating at distinct beta bands (Fig. 3D and E); and (iii) coexisting rate and coherence

biases in the activity of D2 and D1 MSNs, respectively, resulting from low strength oscillatory

inputs at low beta frequency (Fig. 3C).
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How reliable is each bias at driving downstream action selection? To address this question

we ran the model output through two read-out decoders of striatal activity. The first decoder

was a spiking activity accumulator, with a slow integration timescale (τ = 100 ms). The second

decoder was a coincidence detector, with a fast integration timescale (τ = 5 ms). Our results

show that the nature of the striatal bias must fit the timescale of the decoder to guarantee reliable

downstream selection (Fig. 3). Thus, only the activity accumulator reliably selects either the

GO or the NO-GO pathway from the FR bias between D1 and D2 MSNs (Fig. 3A and B, bottom

panels), while only the coincidence detector flexibly selects either the GO or the NO-GO path-

way from the coherence bias between D1 and D2 MSNs (Fig. 3D and E, bottom panels). When

rate and coherence biases coexist, the selection between GO and NO-GO pathways depends on

the integration timescale of the decoder. Thus, a coincidence detector reads out the coherence

bias of D1 MSNs, whereas an activity accumulator reads out the rate bias of D2 MSNs. Flexible

action selection in this case requires adjusting the decoder integration timescale, so it behaves

as a coincidence detector or as an activity accumulator. One way to accomplish this may be

adjusting the amount of balanced inhibition targeting the decoder, which has been shown to

regulate temporal precision (20).

These mechanisms impose predictions that can be tested experimentally. According to the

striatal rate bias, action release must functionally correlate with higher FR of D1 over D2 MSNs

(Fig. 3B), whereas according to the striatal coherence bias, action release must functionally cor-

relate with a spike-field coherence peak at either high (Fig. 3D) or low (Fig. 3C) beta frequen-

cies. Note, however, that both rate and coherence biases may correlate with action release, even

when only one bias is functionally relevant (e.g., Fig. 3D). Contrasting experimentally short vs.

long response time trials (or correct vs. error trials) may help in discriminating the ultimate

mechanism supporting BC in the striatum. Thus, our model predicts that such a contrast should

be highest for the relevant bias, e.g., a larger rate difference between D1 and D2 MSNs for the
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rate bias to be relevant.

We have focused so far on the case in which D1 and D2 MSN ensembles compete for the

power to trigger or hold isolated actions, but most frequently goal-directed behaviors require

selecting the proper action from multiple available sensory-motor associations, such as in rule-

based decision tasks. Rule, category and stimulus selective neural activities have been reported

in prefrontal cortex (PFC) (21, 22, 23, 24) and striatum (25, 26), with coactivation of competing

ensembles in PFC, coactivating, in turn, competing pathways in the basal ganglia (27). Mod-

eling studies have proposed connectionist and rate coding mechanisms to describe routing of

sensory-motor responses according to rule biases (28, 29, 17); however, recent experimental

evidence highlights the central role of temporal dynamics. In particular, rhythmic activity at

high beta frequencies is observed in the interaction between PFC and striatum during category

learning (30), as well as within PFC while performing a rule-based decision task (31), where

beta phase-locking was higher for the neuronal ensemble encoding relevant information than

for its irrelevant competitors. In the same rule-based decision task, alpha-band prefrontal activ-

ity was suggested to mediate suppression of ensembles processing the dominant sensory-motor

responses during non-dominant trials, i.e., when these representations were irrelevant (31).

Our model sheds light on how high beta and alpha rhythms might affect downstream pro-

cessing in the basal ganglia during this task, suggesting a coherence bias as a mechanistic expla-

nation for rule-based action selection based on stronger high beta synchronization of relevant

ensembles in PFC. We hypothesize that while D1 and D2 MSN ensembles representing the

same categorical action receive balanced input, MSNs representing relevant categorical actions

receive more synchronized input at high beta frequency than MSNs representing irrelevant cat-

egorical actions (Fig. 4A top panel). Higher input synchrony produces more coherent striatal

firing (Fig. 4A middle panel), a bias that can be reliably read-out by a coincidence detector,

but not by an activity accumulator because the mean FR is the same for relevant and irrelevant
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MSN ensembles (Fig. 4A middle and bottom panel). Thus, higher beta coherence in PFC is

able to bias relevant over irrelevant GO pathways of the basal ganglia. Importantly, neither of

the other two biased competition mechanisms present in our model favored the relevant GO

pathway (fig. S1 and supplementary text).

In the basal ganglia, inhibitory control is mediated by the indirect (NO-GO) pathway. For an

alpha rhythm in PFC to play a role in downstream inhibitory control, it would have to bias the

activity of D2 over D1 MSNs. This is the case for the coherence bias mechanism: a balanced

cortical input oscillating at alpha frequencies (Fig. 4B top panel) leads to more coherent firing in

D2 MSNs (Fig. 2F and Fig. 4B middle panel), which can be reliably read-out by a coincidence

detector (Fig. 4B bottom panel). An activity accumulator, on the contrary, does not support an

alpha oscillatory input as an inhibitory control mechanism, since it reads out the higher mean

FR of D1 MSNs (Fig. 4B bottom panel). Thus, our model suggests a manner by which cortical

inputs oscillating at alpha frequencies synchronize the activity of D2 MSNs more strongly than

that of D1 MSNs, hence favoring the selection of the NO-GO pathway. Neither of the other two

biased competition mechanisms favored the NO-GO pathway (fig. S2 and supplementary text).

The results reported in this work reveal novel computational principles underlying biased

competition in support of goal-directed behaviors, such as action selection in the striatum.

These mechanisms extend previous approaches that considered unbalanced inputs as the source

of the bias between competing neuronal ensembles. In the context of corticostriatal processing,

such an approach (32) is challenged by the evidence of balanced cortical input to MSNs (10).

In contrast, our model predicts, to our knowledge for the first time, that flexibly biasing basal

ganglia dynamics toward activation of either the direct or the indirect pathway can be accom-

plished by tuning either the strength or the spectral properties of a balanced cortical input. Of

the candidate mechanisms in our model, only the coherence bias mechanism is consistent with

observed rhythmic activity in PFC in the context of rule-based decisions (31). In fact, our
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model of corticostriatal processing suggests a mechanistic explanation for how alpha and high

beta rhythms in PFC support, respectively, inhibitory control and rule-based action selection in

the basal ganglia.

The validity of these computational principles may extend beyond corticostriatal process-

ing. Thus, a rate bias may arise wherever a diference in relative excitability exists between

competing neuronal ensembles (33), and a coherence bias may be induced whenever competing

neuronal ensembles resonate at distinct frequencies (34). For both biases to exist simultane-

ously, there must be a trade-off between FR and coherence. In our model, this trade-off relies

on competing neuronal ensembles receiving different amounts of inhibition, internally gener-

ated within the striatal microcircuit, despite balanced cortical input. We suspect that the FR-

coherence trade-off may also be present when competing ensembles have different AMPA to

NMDA conductance ratios, resulting in different synaptic decay timescales: while more AMPA

excitation may enhance coherent dynamics (6), less NMDA excitation reduces the overall ex-

citability and, hence, decreases FR.

We analyzed biased competition between distinct neuronal ensembles receiving the same

inputs, the inverse condition of “classical” biased competition, which occurs between identical

ensembles receiving unbalanced input. In general, however, biased competition may occur be-

tween competing neuronal ensembles that differ both physiologically and in their input. While

this situation is more complex, it may also be more ubiquitous in the brain and, hence, important

to consider systematically. Our work provides a foundation from which to start addressing this

challenge.
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Figure 1 Ardid et al.
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Fig. 1. Corticostriatal circuit model. (A) The model of the striatum is composed of D1 and D2 medium
spiny neurons (MSNs) according to expressed dopamine receptor. Both phenotypes receive external,
balanced input from cortex. D1 and D2 MSNs respectively represent the first stage of the direct (GO)
and the indirect (NO-GO) pathways of the basal ganglia. There is an asymmetric connectivity between
D1 and D2 MSNs: about 5% of D1 MSNs target D2 MSNs, whereas other synaptic connections in
the microcircuit vary within the 20-35% range. (B) Distinct GABAergic dynamics between D1 and D2
MSNs. Synapses emerging from D1 MSNs have higher GABAergic conductance (see the difference in
amplitude of the first IPSC), but they get depressed more rapidly (see the evolution of IPSC amplitudes).
(C) Higher activation of outward calcium-dependent potassium currents in D2 MSNs. Top panel shows
the protocol of injected current that is applied to D1 and D2 MSNs in the model. Bottom panel shows
earlier and stronger activation of the channel for D2 MSNs.
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Figure 2 Ardid et al.
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Fig. 2. D1 and D2 MSNs respond differently to balanced input. (A) Raster plot of the spontaneous
activity of MSNs. (B) Instantaneous firing rate (iFR, average firing of the population varying in time)
of MSNs. (C) Averaged f-I curve of each neuronal ensemble (input-output transfer function between
injected current, as in Fig. 1C top panel, and time-averaged population firing rate). The higher excitability
of D2 MSNs is shaded in red. The higher excitability of D1 MSNs is shaded in blue. Inset plot: f-I curve
when the injected current is applied only to a single cell of each population. (D) Poisson rate of the
oscillatory input to the striatal circuit: when the stimulus is on (shaded in light gray), the Poisson rate
increases and oscillates at a given frequency (inverse of the period shaded in dark gray). (E) Resonance
of MSNs for low strength input. The resonance is quantified in terms of maximum iFR, a measure of
local population synchronization: across input frequencies (x-axis), the average of the peak iFR through
all cycles is computed (y-axis). (F) Resonance of MSNs for high strength input. Computed as in (E).
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Figure 3 Ardid et al.
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Fig. 3. Three successful mechanisms that flexibly bias the striatal circuit under balanced input.
(A vs. B) Biasing between GO vs NO-GO pathways may depend on the overall strength of the balanced
cortical input. Top panels: Poisson rate of the balanced, asynchronous input to the striatal circuit. Middle
panels: Population FR varying in time (iFR) Inset plot: raster activity of (n = 20) D1 and D2 MSNs
(time window indicated by the black frame in main plot). Bottom panels: Downstream readout of the
activity of MSNs using distinct integration timescale. Only slow timescale integration shows flexibility
in biasing between D1 and D2 MSNs (highlighted in yellow background). Response time is shaded in
light gray. Response threshold at 40 sp/s (solid horizontal line). (C) Biasing between GO vs NO-GO
pathways under balanced inputs of low strength may depend on resonant properties of MSNs and a
dynamic tuning of readout timescale. Top panel: Poisson rate of the balanced, oscillatory input to the
striatal circuit that matches the resonant frequency of MSNs (low beta). Middle panel: Population FR
varying in time (iFR, which amplitude is a measure of local population synchronization). Inset plot:
raster activity of (n = 20) D1 and D2 MSNs (time window indicated by the black frame in main plot).
Bottom panel: Downstream readout of the activity of MSNs using distinct integration timescale. On-the-
fly tuning of the readout timescale allows flexibility in biasing between D1 and D2 MSNs (highlighted
in yellow background). Response time is shaded in light gray. Response threshold at 40 sp/s (solid
horizontal line). (D vs. E) Biasing between GO vs NO-GO pathways under balanced inputs of high
strength may depend on resonant properties of MSNs and the spectral content of the balanced cortical
input. Top panels: Poisson rate of the balanced, oscillatory input to the striatal circuit that matches the
resonant frequency of either MSN type (high and middle beta, respectively). Middle panels: Population
FR varying in time (iFR, which amplitude is a measure of local population synchronization; note the
higher scale of (D) and (E) compared to (A)-(C)). Inset plot: raster activity of (n = 20) D1 and D2 MSNs
(time window indicated by the black frame in main plot). Bottom panels: Downstream readout of the
activity of MSNs using distinct integration timescale. Only fast timescale integration shows flexibility in
biasing between D1 and D2 MSNs (highlighted in yellow background). Response time is shaded in light
gray. Response threshold at 40 sp/s (solid horizontal line).
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Figure 4 Ardid et al.
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Fig. 4. Striatal processing of rhythmic cortical inputs involved in rule-based decisions. (A) Rule-
based biased competition between GO pathways: stimulus-driven high beta rhythmic input from PFC
biases action selection in the basal ganglia. Top panel: Poisson rate of the high beta oscillatory input
to the striatal circuit. The frequency (high beta) and distinct amplitude of the oscillatory input to MSNs
(higher for relevant MSNs; see vertical lines of inset plot) are constrained by reported synchronous ac-
tivity in PFC (see text for details). The input was balanced with respect to D1 and D2 MSNs. Middle
panels: Population FR varying in time (iFR, which amplitude is a measure of local population synchro-
nization). Inset plot: raster activity of (n = 20) relevant and irrelevant D1 MSNs (time window indicated
by the black frame in main plot). Bottom panels: Downstream readout of the activity of D1 MSNs us-
ing distinct integration timescale. Only fast timescale integration shows a reliable bias in favor of the
relevant D1 MSN ensemble (highlighted in yellow background). Response time is shaded in light gray.
Response threshold at 40 sp/s (solid horizontal line). (B) Striatal dynamics toward the NO-GO pathway
can be favored by an alpha oscillatory input, present in PFC ensembles in non-dominant trials (see text
for details). Top panels: Poisson rate of the balanced, alpha oscillatory input to the striatal circuit. Mid-
dle panels: Population FR varying in time (iFR). Inset plot: raster activity of (n = 20) D1 and D2 MSNs
(time window indicated by the black frame in main plot). Bottom panels: Downstream readout of the ac-
tivity of MSNs using distinct integration timescale. For the alpha rhythm to be associated with inhibitory
control, D2 MSN bias should prevail over D1 MSN bias. This is only the case through fast integration
timescale (highlighted in yellow background). Response time is shaded in light gray. Response threshold
at 40 sp/s (solid horizontal line).
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