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Abstract 28 

Attentional modulation of neuronal activity in sensory cortex could alter perception by 29 

enhancing the local representation of attended stimuli or its behavioral read-out 30 

downstream. We tested these hypotheses using a task in which mice are cued on 31 

interleaved trials to attend visual or auditory targets. Neurons in primary visual cortex 32 

(V1) that encode task stimuli have larger visually-evoked responses when attention is 33 

directed toward vision. To determine whether the attention-dependent changes in V1 34 

reflect changes in representation or read-out, we decoded task stimuli and choices from 35 

population activity. Surprisingly, both visual and auditory choices can be decoded from 36 

V1, but decoding takes advantage of unique activity patterns across modalities. 37 

Furthermore, decoding of choices, but not stimuli, is impaired when attention is directed 38 

toward the opposite modality. The specific effect on choice suggests behavioral 39 

improvements with attention are largely due to targeted read-out of the most informative 40 

V1 neurons.  41 

Introduction 42 

In a complex environment with competing incentives, animals must quickly 43 

integrate sensory stimuli and flexibly act in a way that depends on current goals. 44 

Animals can prioritize specific sensory information through goal-directed selective 45 

attention, enabling faster and more sensitive behavioral report of important signals at 46 

the expense of less relevant ones (Carrasco, 2011; Maunsell, 2015). Attention is 47 

thought to be supported, at least in part, by changes in the neuronal representation of 48 

stimuli during sensory processing. Indeed, changes in the firing rate and reliability of 49 

responses of visual cortical neurons have been observed during a variety of goal-50 

directed paradigms including spatial (McAdams and Maunsell, 1999; Mitchell et al., 51 

2007; Treue and Maunsell, 1996), feature (Treue and Martinez-Trujillo, 1999; Treue and 52 

Maunsell, 1996), and cross-modal attention (Mehta et al., 2000a, 2000b). 53 

Attention-mediated changes in the activity of individual sensory cortical neurons 54 

likely contribute to the behavioral effects of attention through their effects on population 55 

level cortical computations (Nienborg et al., 2012; Sapountzis and Gregoriou, 2018). 56 

Indeed, a major effect of attention is to alter the coordination of population activity 57 

(Cohen and Maunsell, 2009; Mitchell et al., 2009), thereby changing how the network 58 
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represents sensory stimuli across behavioral contexts (Cohen and Newsome, 2008; 59 

Lakatos et al., 2009; Raposo et al., 2014; Snyder et al., 2018; Zhang et al., 2011). 60 

However, changes in the representation of sensory information may not be sufficient to 61 

account for the observed behavioral effects of attention (Krauzlis et al., 2014; Ruff and 62 

Cohen, 2018). Instead, contextual changes in population activity may also alter the 63 

communication between sensory cortical areas and their downstream targets (Panzeri 64 

et al., 2017; Ruff and Cohen, 2016, 2018). Thus, the behavioral effects of attention 65 

could be due to changing how efficiently stimulus information is read-out out by 66 

downstream areas (e.g. by increasing the efficacy of transmission) in addition to 67 

changing the quality of the stimulus information encoded in sensory cortex (e.g. by 68 

enhancing the signal-to-noise).  69 

To investigate how attention affects sensory representations and their read-out 70 

we monitored populations of neurons in primary visual cortex (V1) of mice while they 71 

performed a cross-modal attention task. We find that mice can effectively use a cue at 72 

the start of each trial to anticipate either a visual or auditory target. During task 73 

performance, V1 neuronal activity is modulated on a trial-by-trial basis such that activity 74 

of neurons that encode task stimuli is preferentially enhanced when the mice attend to 75 

the visual stimuli. To understand whether changes in sensory responses of V1 neurons 76 

could support improved representation or read-out, we decoded the population activity 77 

in V1 to predict either the presented stimuli or the animal’s choices. We find that activity 78 

in V1 can predict the animal’s choice on both visual and auditory trials, but this 79 

prediction is optimized by relying on unique patterns of activity for each modality. 80 

Further, the prediction of choice, but not stimulus, is impaired when there is a mismatch 81 

between the attended modality and the presented stimulus. The divergence between 82 

how V1 represents stimuli and choices across attentional states argues that cross-83 

modal attention modulates which V1 neurons are most effective at driving downstream 84 

areas.  85 

 86 

Results 87 

Mice use a cue to attend to visual or auditory targets in a cross-modal detection 88 

task 89 
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 To understand how sensory cortex supports flexible behavior in a rapidly 90 

changing environment we developed a cross-modal detection task for mice. Head-fixed, 91 

water-restricted mice were cued on a trial-by-trial basis to expect the appearance of 92 

either a visual or auditory target stimulus (Figure 1a-c). Pressing a lever initiated the 93 

repeated presentation of a static, vertical (0º), sinusoidal grating (“distractor (D)”; 100 94 

ms duration, 250 ms inter-stimulus interval). The presence or absence of a tone (“cue”; 95 

6 kHz) presented with the first distractor stimulus indicated whether the trial would 96 

require the mouse to respond to the visual or auditory target. The presence of the cue 97 

indicated that the trial would contain a second target tone (“auditory target (TA)”; 10 98 

kHz); conversely, the absence of the cue indicated that the target would be an 99 

orientation change (“visual target (TV)”). On both trial types, there were at least 2, and 100 

up to 10, visual distractor presentations preceding the target. If the mouse released the 101 

lever during a short window (100-550 ms) following any target, it was considered a hit 102 

and the mouse received a liquid reward.  103 

We controlled task difficulty by varying the target orientation (8-90º) on visual 104 

trials or the amplitude of the target tone (0.03-100% of maximum amplitude) on auditory 105 

trials (Figure 1b-c). Probing the animals’ detection thresholds made the task 106 

challenging and incentivized the mice to use the cue to attend to the expected target 107 

modality. To test whether the mice used the cue to guide their behavior, we presented 108 

rare (2.4±0.13% of trials), invalidly-cued visual or auditory trials in which the cue 109 

incorrectly predicted the target modality (Figure 1d-e). For instance, on an invalidly-110 

cued visual trial, a tone accompanied the first stimulus presentation indicating that the 111 

mouse should expect an auditory target, however a visual target was presented (Figure 112 

1d). On these trials, lever releases within the reaction window following invalidly-cued 113 

targets were rewarded; however, if the mouse failed to detect the invalidly-cued target, 114 

the trial was allowed to continue and the mouse had the opportunity to detect a valid 115 

target.  116 

We compared hit rates for validly and invalidly-cued targets to determine whether 117 

the cue improved target detection of the expected modality. Across sessions, five out of 118 

eight mice had a significantly lower hit rate on invalidly-cued trials compared to validly-119 

cued trials of comparable difficulty (p<0.0001; binomial test; solid lines Figure 1d-f). 120 
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These effects were also consistent within sessions (mice with attention all p<0.001, 121 

paired t-test; Supplemental Figure 1). Moreover, the five mice with a lower hit rate on 122 

invalidly-cued trials had a lower hit rate for invalidly-cued trials of both modalities, 123 

consistent with bidirectional effects of the cue on behavior (visual: 4/5 mice p<0.05 (fifth 124 

mouse has trend, p= 0.12); auditory: 5/5 mice p<0.05; binomial test; Figure 1g). We 125 

considered only these five animals for further analyses. 126 

Factors other than expected target modality, such as sensory input, arousal, 127 

reward expectation, and motor planning, should be the same on auditory and visual 128 

trials during the interval between the cue and target presentation (“anticipation” phase). 129 

Indeed lapse rate (defined as 1 - hit rate for the easiest condition of each modality; 130 

visual: 0.076±0.011; auditory: 0.042±0.009; n = 5 mice; Figure 1g) and false alarm rate 131 

(FA: lever releases that occurred within the same reaction window as used for hits, but 132 

following a distractor; visual: 0.039±0.003; auditory: 0.083±0.009; Figure 1g) were low 133 

suggesting consistent levels of task engagement within sessions and across trial types. 134 

As a separate measure of task arousal and sensory input, we monitored pupil size and 135 

position as the mice performed the task (Supplemental Figure 2a; see Methods). 136 

There were slow changes in pupil size during the anticipation phase of the trial, 137 

however, there were no consistent differences between visual and auditory trials 138 

(p=0.80; paired t-test; Supplemental Figure 2b-c). Similarly, while there were eye 139 

movements at the start of the trial and at the time of the target, the deviation (range: 140 

0.05-2.0°) was much smaller than the size of a V1 receptive field (Bonin et al., 2011), 141 

and not consistently different between visual and auditory trials (anticipation: p=0.94; 142 

target: p=0.47; paired t-test; Supplemental Figure 2c-g). Thus, the cue and the 143 

subsequent shift of attention of the target modality are the major factors that differ 144 

during the anticipation phase across visual and auditory trials.  145 

 146 

V1 neurons are driven more strongly during the anticipation phase on visual trials 147 

To investigate how attention modulates activity in sensory cortex we used two-148 

photon calcium imaging to monitor the activity of layer 2/3 neurons in V1 virally 149 

expressing GCaMP6m as the mice performed the cross-modal detection task (Figure 150 

2a). Cells that responded to visual stimuli were selected from each recording session in 151 
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post-hoc analyses (n=1367 cells, 5 mice, 14 sessions; see Methods, Figure 2a-c). We 152 

focused our analyses on the anticipation phase of the trial, when sensory input and 153 

behavioral state are similar across trial types, but attention is directed toward visual or 154 

auditory stimuli. The dynamics of neuronal responses to the repeated distractor 155 

presentations were diverse (Figure 2b-c). Many neurons were significantly driven by 156 

the first distractor stimulus (n=418/1367 neurons; Figure 2b-c; example neuron 1), 157 

whereas others were only significantly driven late in the trial (n=245/1367 neurons; 158 

Figure 2b-c; example neuron 2) or only suppressed late in the trial (n=291/1367 159 

neurons, Figure 2b-c; example neuron 3). 160 

Because responses on auditory trials reflect the population activity that 161 

accompanies impaired detection on invalidly cued visual trials we compared neuronal 162 

activity on visual and auditory trials to determine how attention impacts visual responses 163 

in V1. Indeed, we found a reliable increase in visually-driven activity in V1 neurons 164 

when the visual stimulus was attended (Figure 2d, f). On average, we find that 165 

anticipation-responsive V1 neurons (i.e. responsive to the first stimulus or late in the 166 

trial) had greater responses on visual trials as compared to auditory trials, but only late 167 

in the trial (early window (0-1400 ms): p=0.54; late window (1400-2833 ms): p < 0.0001; 168 

paired t-test, n=663 neurons; Figure 2d). Differences across trial types during this late 169 

phase incorporate both time-locked, visually-driven responses as well as slower, 170 

sustained changes in activation. To quantify how visually-driven responses to the 171 

distractor change with attention, we aligned the onset of each distractor stimulus 172 

occurring late in the trial (fifth through last distractor before the target) and identified the 173 

subset of responsive cells that were reliably driven by these late distractors (“late-174 

responsive”; n = 347 cells; Figure 2f). Late-responsive neurons had greater visually-175 

driven responses on attend-vision trials (p<0.001, paired t-test; Figure 2f, top) and a 176 

mean visual-auditory selectivity index (SIVA; the difference between each neuron’s 177 

variance normalized average response on visual trials and auditory trials) that was 178 

significantly greater than zero (p<0.0001, Student’s t-test; Figure 2g). Thus, visually 179 

driven neuronal responses in V1 are enhanced when the mouse is attending to visual 180 

targets. 181 
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Differences in neuronal activity across trial modality cannot be explained by 182 

sensory effects of the auditory cue. To investigate the sensory contribution of the cue in 183 

the absence of attention, we imaged V1 neurons in a separate cohort of naïve mice as 184 

they passively viewed a movie of the cross-modal task. In these naïve mice, distractor-185 

driven V1 neuron responses were actually smaller on visual trials compared to auditory 186 

trials (n=393 neurons, p<0.001, paired t-test; Figure 2e). Similarly, in these mice, 187 

visually-driven responses were larger on auditory trials (n=242 neurons, p<0.0001, 188 

paired t-test; Figure 2f, bottom), and across neurons the average SIVA was less than 189 

zero (p<0.0001, Student’s t-test; Figure 2g). Moreover, while there were similar 190 

proportions of significantly modulated cells in behaving and naïve mice, we found that 191 

there were many more +SIVA neurons in the behaving mice (behavior – 15.0% 192 

modulated, 38/52 with +SIVA I; naïve – 16.1% modulated, 5/39 with +SIVA, 193 

Supplemental Figure 3a). Thus, observed increases in V1 neuron activity during the 194 

anticipation phase of the task are due to changes in selective attention, and may even 195 

be competing against the suppressive effects of multi-sensory interactions.  196 

Finally, we addressed the population of cells that were suppressed during the 197 

late phase of the anticipation period. In this population, we found no significant 198 

difference between attend-visual and attend-auditory trials during the late response 199 

window (dF/F visual: -2.3±0.1%; dF/F auditory: -2.2±0.1%; p=0.37, paired t-test, n=291 200 

cells; Supplemental Figure 4). There were neurons that were significantly modulated 201 

across attentional conditions (11.1% modulated), however there was a similar 202 

proportion of modulated suppressed cells in the naïve dataset (10.9% modulated) and 203 

the fraction of +SIVA and -SIVA cells were balanced within both groups (behaving: 16/35 204 

with +SIVA; naïve: 2/5 with +SIVA, Supplemental Figure 3a). Thus, we conclude that 205 

attention increases the activity of driven V1 neurons and has no net effect on the activity 206 

of suppressed cells.  207 

 208 

Visual attention increases activity in task-relevant neurons 209 

While distractor-responsive V1 neurons had a greater average response on 210 

visual trials, there was substantial diversity in the magnitude and direction of attentional 211 

modulation. Thus, we next sought to determine whether neurons’ functional properties 212 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 10, 2019. ; https://doi.org/10.1101/731398doi: bioRxiv preprint 

https://doi.org/10.1101/731398
http://creativecommons.org/licenses/by-nc-nd/4.0/


could explain this diversity in modulation. We hypothesized that attention may 213 

preferentially increase responses of V1 neurons that are useful for performing the task. 214 

Because orientation tuning is an important feature for differentiating targets and 215 

distractors, we next analyzed responses to drifting gratings presented in a passive 216 

session following the behavior. These experiments allowed us to measure each 217 

neuron’s full orientation tuning curve (0-180°) because task orientations were only 218 

varied between 0-90° (Figure 3a). We then binned late-responsive neurons by their 219 

preferred orientation (0°, n=41; 45°, n = 60; 90°, n = 81; 135°, n = 67) to test the 220 

hypothesis that attentional modulation is specific to task-informative neurons.  221 

Neurons’ attentional modulation depended on their orientation preference. On 222 

average, only neurons with orientation preference that matched the task stimuli (i.e. 0°-, 223 

45°-, and 90°-preferring neurons) had a significantly positive attentional modulation 224 

(average SIVA, 0°: p<0.01; 45°: p<0.01; 90°: p<0.05; 135°: p=0.53; Student’s t-test, 225 

Figure 3b-c). This difference in the magnitude of attention modulation was largely 226 

explained by the fraction of neurons with positive or negative selectivity within each 227 

group. Zero-preferring neurons had significantly more positively than negatively 228 

modulated neurons and 45°- and 90°-preferring neurons showed the same trend (0°: 229 

p<0.05; 45°: p=0.14; 90°: p=34; 135°: p=0.86, Chi-squared test; Figure 3d). The 230 

magnitude of selectivity was similar across orientation preference groups when positive 231 

and negative selectivity neurons were assessed independently (positive- p=0.36; 232 

negative- p=0.87; one-way ANOVA; Figure 3e). Thus, neurons that prefer task 233 

orientations are more likely to be positively modulated by attention than those that 234 

prefer orientations not used in the task. 235 

 236 

Information about visual and auditory stimuli and choices is present in V1 237 

Two major (non-mutually exclusive) hypotheses for the neuronal basis of 238 

attention posit that its behavioral effects could be due to enhancement in 1) the signal-239 

to-noise of the sensory cortex population response or 2) the efficiency of the 240 

downstream decoder in reading out that activity. The observed attentional modulation of 241 

the activity of task-relevant V1 neurons might support either hypothesis, either through 242 

direct impact on the stimulus representation or read-out of V1, or by reflecting changes 243 
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in the downstream decoder. Thus, we took a regression-based approach to test how 244 

attention-dependent changes in V1 neuronal activity alter representation and read-out of 245 

sensory stimuli. Specifically, we assessed the accuracy of representation in V1 by 246 

decoding the activity of simultaneously recorded populations of neurons in response to 247 

single stimulus presentations during behavior to predict the whether the stimulus was a 248 

target or distractor (“stimulus model,” Figure 4a-b). We also used the same neuronal 249 

population responses to predict whether the choice was yes or no (“choice model,” 250 

Figure 4a, c) as a measure of the accuracy of read-out. Differences in the performance 251 

of these models across visual and auditory trials reflect differences in how task 252 

information can be extracted from V1 neurons and can thus reveal how modulation of 253 

V1 neuron populations might support changes in attention across modalities.  254 

For both models, we selected a subpopulation of strongly task-driven (i.e. target- 255 

or distractor-responsive), orientation tuned neurons from each imaging session, trained 256 

a generalized linear model to discriminate the stimulus or choice for all but one 257 

presentation, and then used the fit weights to test held-out presentations (see Methods). 258 

The population of V1 neurons performed well above chance at predicting the type of 259 

visual trial stimulus (distractor (D) or target (T), AllV- p<0.0001; Student’s t-test; n = 5 260 

mice, 14 sessions; Figure 4d). The model performed above chance for all visual 261 

stimulus types (Distractor (DV): p<0.0001; Hard Target (HTV): p<0.05; Easy Target 262 

(ETV): p<0.0001; Student’s t-test) but significantly worse on hard visual targets (one-way 263 

ANOVA (p<0.001) with post-hoc Tukey test: hard target compared to all others: p<0.01). 264 

In naïve mice (untrained animals, passively viewing task stimuli), the stimulus model 265 

performed well above chance across all presentations (p<0.0001; Student’s t-test; 266 

Figure 4d), but performed at chance at detecting hard visual targets (DV: p<0.0001; 267 

HTV: p=0.98; ETV: p<0.0001; Student’s t-test). Thus, there is information in V1 about 268 

whether the stimulus is a visual target or distractor. Further, information about the 269 

stimulus is enhanced in the behaving condition. 270 

We also found that there is information in V1 that can be used to predict the 271 

mouse’s choice on visual trials: whether it responded yes (i.e. hits and false alarms) or 272 

no (i.e. misses and correct rejects; AllV- p< 0.0001; Student’s t-test, Figure 4c, f). 273 

Similar to the stimulus model, the choice model performed well on visual distractor 274 
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(p<0.0001) and easy visual target (p<0.0001) test stimuli, but performed worse on hard 275 

visual targets (p=0.029 compared to chance, Student’s t-test; one-way ANOVA (p<0.01) 276 

with post-hoc Tukey test: hard target compared to others: p<0.05). This demonstrates 277 

that fluctuations in V1 neuron activity are tightly linked to perception of the visual 278 

stimulus.  279 

To address how these population representations might change across 280 

attentional conditions, we next trained a model to discriminate the auditory distractor 281 

(DA) from target (TA) stimuli. Notably, since the visual stimuli accompanying auditory 282 

distractors and targets are identical (i.e. vertical gratings), and V1 neurons are not 283 

known to explicitly represent auditory stimuli, we did not expect that there would be 284 

information in V1 for discriminating auditory targets from distractors. Thus, it was 285 

surprising that we were still able to discriminate auditory targets and distractors above 286 

chance on auditory trials (AllA- p<0.0001, Student’s t-test; Figure 4g), and the model 287 

performed only slightly better at predicting auditory targets than distractors (paired t-test, 288 

p<0.05). Unlike the visual condition, data from naïve animals could not be used identify 289 

auditory stimuli (p=0.18; Student’s t-test; Figure 4h). This suggests that behaving or 290 

training in this task gates the propagation of information about the auditory stimulus into 291 

V1.  292 

As with visual trials, we also found that there is information in V1 about the 293 

mouse’s choices on auditory trials (AllA: p<0.0001; DA: p<0.01; ETA: p<0.001; Student’s 294 

t-test; Figure 4i). The ability to predict choice cannot simply be explained by signals in 295 

V1 reflecting whether the mouse was rewarded or not, since many of the presentations 296 

in which the mouse responded “yes” were not rewarded (i.e. correct rejects). However, 297 

a trivial explanation for these signals could be a motor feedback signal, since all “yes” 298 

responses involve releasing the lever. To address this possibility, we analyzed the 299 

performance for each stimulus and choice model in varying time windows following 300 

stimulus presentation. For both the visual and auditory trials, both stimulus and choice 301 

information could be predicted before the earliest allowed reaction time (minimum 302 

reaction time: visual = 200ms, auditory=150ms; time when model performance is above 303 

55% correct: 52±6ms, visual detect: 60±10ms, auditory target: 98±14ms, auditory 304 

detect: 110±15ms; n=14 sessions; Supplemental Figure 4). Thus, neuronal activity in 305 
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V1 is sufficient to predict both the stimulus presented and the animal’s choice on both 306 

visual and auditory trials. Moreover, the model is likely using sensory signals, and other 307 

signals that precede the decision, rather than motor or reward-related activity to 308 

discriminate choice. 309 

 310 

Linearly separable codes for visual and auditory stimuli and choices in V1 311 

 The presence of a population code in V1 for auditory stimuli and choices is only 312 

surprising if it is truly independent from the population code for visual stimuli and 313 

choices.  While our analysis argues against a contribution of reward or motor-related 314 

signals, there are other shared sensory signals that might contribute to the prediction of 315 

auditory information from V1 activity. For instance, efferent copy or reward prediction 316 

signals might significantly precede the movement. In addition, visual and auditory 317 

distractors are identical (i.e. both are vertical gratings without an auditory tone), and 318 

therefore information supporting the identification of visual distractors might contribute 319 

to the identification of auditory distractors. If the discrimination of auditory stimuli and 320 

choices were due to such shared signals, then we would expect a strong correlation 321 

between the weights of each neuron for predicting visual or auditory information. 322 

However, auditory and visual weights were only weakly correlated with each other when 323 

predicting either the stimulus or the choice (stimulus: explains 0.95% of the variance; 324 

R=0.097, p<0.05; Figure 5a; choice: explains 4.8% of variance; R=0.22, p<0.0001; 325 

Pearson correlation; Figure 5b). To further measure the independence of weights 326 

across modalities, we measured the vector angle across visual and auditory weights for 327 

both stimulus and choice models. If the weights were significantly correlated, then we 328 

would expect a peak at π/4 (where auditory and visual weights are equal). However, the 329 

distribution of vector weights was relatively flat, suggesting that weights are 330 

independent across modalities (Figure 5c-d). One possible explanation for this weak 331 

correlation would be if there are many possible solutions to the regression. However, 332 

this is not the case since we find that the weights for stimuli and choices were both 333 

highly correlated within modality (visual- R=0.63; auditory- R=0.80; Supplemental 334 

Figure 5a-b). This suggests that there are separable codes in V1 for visual and auditory 335 

stimuli and choices. 336 
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If the codes are truly separable, then the weights derived from training on one 337 

modality should be unable to predict the opposite modality. Indeed, neither model could 338 

predict the opposite modality’s stimuli or choices above chance (train visual, test 339 

auditory: stimulus – p=0.069, choice – p=0.40; train auditory, test visual: stimulus – 340 

p=0.074, choice – p=0.48; Student’s t-test; Figure 5e-f). We also tested the 341 

independence of these models by comparing the visual or auditory trained model to a 342 

model trained on a combination of auditory and visual trials. The neuronal weights in the 343 

single modality models were greater than in the combination models (one-way ANOVA 344 

with Tukey’s post-hoc tests; stimulus (p<0.0001): combination vs. all others – p<0.01; 345 

choice (p<0.0001): combination vs. visual only – p<0.0001, trend for combination vs. 346 

auditory only – p=0.10; Supplemental Figure 5c-f), suggesting that neurons are less 347 

predictive in the combination model due to a decrease in signal-to-noise. Taken 348 

together, these results demonstrate that visual and auditory stimuli and choices are 349 

represented by unique combinations of the populations of V1 neurons.  350 

 351 

Model performance on invalidly-cued trials suggests attention alters decoding 352 

and not encoding of visual signals 353 

 We find that V1 has separable codes representing both stimuli and choices on 354 

visual and auditory trials. Thus, our data are potentially consistent with both proposed 355 

hypotheses for how attention alters behavior (i.e. through effects on either 356 

representation or read-out). To test whether there are effects of attention on both 357 

representation and read-out, we investigated how each of these models performed 358 

when tested with the same modality target across attentional states. Specifically, we 359 

used invalidly-cued visual trials to test if the models performed differently on expected 360 

versus unexpected targets (Figure 6a). There were too few invalidly-cued visual trials to 361 

train a new model; instead, we trained the models on stimuli from the validly-cued visual 362 

or auditory trials and then tested with stimuli from the invalidly-cued trials.  363 

When the stimulus model was trained on validly-cued visual trials, the model 364 

performed equally well on held-out validly- and invalidly-cued visual stimuli (p=0.82, n=5 365 

mice, 9 sessions; paired t-test; Figure 6b). In comparison, invalidly-cued visual stimuli 366 

could not be predicted from a model trained on validly-cued auditory trials (p=0.78, 367 
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Student’s t-test, Figure 6b). Thus, the stimulus models can only discriminate within-368 

modality stimuli irrespective of attentional state. Moreover, the lack of change in 369 

performance on validly- compared to invalidly-cued visual trials suggests that the 370 

representation of visual targets and distractors in V1 is not improved with attention. 371 

 Unlike the stimulus model, when the choice model was trained on validly-cued 372 

visual trials, it was significantly worse at predicting choices on invalidly-cued trials than 373 

held-out validly-cued trials (p<0.05, paired t-test; Figure 6c). Yet, when the choice 374 

model was trained on validly-cued auditory trials and tested with invalidly-cued visual 375 

trials, it performed similarly to the visual model at predicting choices on validly-cued 376 

visual trials (p=0.35, paired t-test). Thus, the population code that best discriminates the 377 

animal’s choice depends on attentional state, not modality. Moreover, since the 378 

representation of choice in V1 depends on the interaction between V1 and its targets, 379 

our data suggests that the major effect of attention is to change which population of V1 380 

neurons effectively drives downstream areas to make a decision. 381 

Discussion 382 

 Goal-directed attention changes the activity of sensory neurons, but it is unclear 383 

whether these changes in activity relate more to improvements in the encoding of 384 

stimuli or to changes in the behavioral read-out of those stimuli.  Here, we have 385 

developed a task to probe the neuronal correlates of attention in mouse V1. We find 386 

that, in addition to altering the magnitude of visually-driven responses of V1 neurons, 387 

attention alters how populations in the visual cortex encode choice from trial-to-trial. 388 

This supports a model whereby attention acts by changing the population of V1 neurons 389 

being read-out by downstream areas.  390 

 Our cross-modal detection task was designed to resemble the classic selective 391 

attention paradigms typically used in human (Ciaramitaro et al., 2007; Posner et al., 392 

1980) and non-human primate studies (Cohen and Maunsell, 2009; McAdams and 393 

Maunsell, 1999; Mehta et al., 2000a). The use of head-fixed mice enables tight control 394 

of stimulus presentation and the ability to monitor eye position. In addition, the similarity 395 

of task structure across attention conditions rules out the contribution of non-specific 396 

cognitive contributions such as changes in arousal, engagement or reward expectation.  397 
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  Consistent with previous studies (Ciaramitaro et al., 2007; Hembrook-Short et 398 

al., 2017; Karns and Knight, 2008; McAdams and Maunsell, 1999; Mehta et al., 2000a), 399 

we find that attention towards the visual stimulus increases responses of V1 neurons. 400 

There was diversity in the direction of modulation, and neurons that were tuned for task 401 

stimuli tended to be more strongly driven on visual trials. Since we could not explore the 402 

full tuning curve of neurons across attention conditions, we cannot directly test whether 403 

this observed increase in visual responses on visual trials is due to a gain change, as 404 

has been seen in other visual attention paradigms (Lee and Maunsell, 2010; McAdams 405 

and Maunsell, 1999). However, while task-tuned neurons were more likely to increase 406 

their activity with attention, many neurons actually decreased their activity with attention. 407 

Further, differences in attentional modulation as a function of orientation preference 408 

were due to differences in the number of modulated neurons, not the magnitude of 409 

modulation as would be expected from a gain change. Instead, our results support a 410 

model whereby attention selectively modulates the activity of informative cells 411 

(Hembrook-Short et al., 2017; Verghese et al., 2012). Additionally, tuning-specific 412 

modulation of V1 neurons is unlikely to be explained by modulation of the relatively 413 

untuned lateral geniculate nucleus of the thalamus, as has been seen in a cross-modal 414 

sensory selection task (Nakajima et al., 2019; Wimmer et al., 2015). How the activity of 415 

V1 and other areas is modulated by attention may be specific to task-design: unlike the 416 

sensory selection task, the mice in our task are incentivized to respond to any target 417 

regardless of modality or cue.     418 

 The difference in decoding of V1 population activity across task modalities 419 

provides additional evidence that neurons are specifically modulated across attention 420 

conditions. Consistent with other studies of the relationship between neuronal activity 421 

and behavior (Choe et al., 2014; Nienborg et al., 2012; Ruff and Cohen, 2018; Yang et 422 

al., 2015), we find that the activity of V1 neurons is tightly linked to both the sensory 423 

stimulus and the mouse’s choice. However, while the weights for stimulus and choice 424 

within a modality are highly correlated, the weights across modality are nearly 425 

uncorrelated. The lack of correlation across stimulus weights is consistent as the 426 

sensory stimuli differ across conditions; however, the lack of correlation across choice 427 

weights suggests that read-out of V1 activity is changing with attention from trial-to-trial. 428 
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Indeed, while V1 neurons are equally good at encoding visual stimuli across attention 429 

states, they are less good at representing visual choices in the unattended condition. 430 

Similar effects of attention on the read-out of visual cortical activity have been 431 

suggested to occur in humans and non-human primates (Gregoriou et al., 2009; Pestilli 432 

et al., 2011; Ruff and Cohen, 2018), potentially mediated by changes in functional 433 

connectivity within (Cohen and Newsome, 2008; Hembrook-Short et al., 2019; Ruff and 434 

Cohen, 2014) and between cortical areas (Lakatos et al., 2009; Ruff and Cohen, 2016).  435 

 We found a strong representation of auditory stimuli and choices in V1. There is 436 

a robust projection from primary auditory cortex to V1 (Charbonneau et al., 2012), and 437 

auditory stimuli can modulate visual responses in V1 (Ibrahim et al., 2016; Iurilli et al., 438 

2012; McClure and Polack, 2019). However, our finding that auditory stimuli could only 439 

be predicted from V1 in behaving animals has also been reported in humans (Cate et 440 

al., 2009; Matusz et al., 2016), making it unlikely that the presence of auditory signals in 441 

V1 could be explained by passive sensory transmission. Instead, representation of 442 

auditory stimuli in V1 may reflect the presence of auditory choice signals since these 443 

are closely related and highly correlated. This is also consistent with the observation 444 

that choice-related activity is broadly distributed across the brain (Katz et al., 2016; 445 

Pitkow et al., 2015; Runyan et al., 2017). Even so, it is surprising that despite the 446 

pervasive representation of choice, visual and auditory choices do not share the same 447 

neuronal code. We argue that this separable representation of choice across attentional 448 

states reflects differences in the read-out of visual cortical activity. Our data comparing 449 

validly and invalidly-cued choices further argue that attention biases downstream areas 450 

toward monitoring the most informative V1 neurons.       451 

 The reliable changes read-out with attentional state that suggest that modest 452 

changes in individual neuron activity can have larger effects on behavior when the 453 

entire population is considered. There are a number of functional mechanisms that 454 

could explain the observed changes in read-out across attentional states. One 455 

possibility is that the attention-dependent changes in V1 activity might alter the feed-456 

forward functional connectivity between V1 and the downstream decoder, thereby 457 

engaging separable populations of neurons in the decision (Ruff and Cohen, 2018). 458 

Alternatively, cross-modal attention may involve switching between two decoders that 459 
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each monitor unique populations of V1 neurons. Finally, the observed choice-related 460 

activity in V1 may be due to changes in feedback into V1 (Bondy et al., 2018; Yang et 461 

al., 2015). Importantly, all of these mechanisms support a model whereby attention 462 

alters the activity of specific populations of V1 neurons to enhance the read-out rather 463 

than representation of V1 activity.  464 

Methods  465 

Animals 466 

 All experimental procedures were carried out under a protocol approved by Duke 467 

University’s Institutional Animal Care and Use Committee. 17 adult male and female 468 

mice were used in this study (>P45, under a regular 12-hour light/dark cycle). All mice 469 

used for behavior (n=8) were the F1 offspring of C57/B6J (Jackson Labs #000664) and 470 

CBA/CaJ (Jackson Labs #000654). Mice used in naïve experiments (n=9) were either 471 

Ai93 (tm93.1(tetO-GCaMP6f)Hze, Jackson Labs #024103; n=5) crossed to EMX1-472 

IRES-Cre (Jackson Labs #005628) and CaMK2a-tTA (Jackson Labs #003010) 473 

backcrossed to CBA/CaJ (25-45% CBA), or the F1 offspring of C57/B6J and CBA/CaJ 474 

(n=4). Ai93 mice were fed Doxycycline chow (200 mg/mL) (from onset of pregnancy 475 

until postnatal day 45 (P45)) to suppress calcium indicator expression and decrease the 476 

likelihood of seizures (Steinmetz et al., 2017). 477 

 478 

Cranial window implant 479 

Mice were implanted with chronic cranial windows as previously described 480 

(Goldey et al., 2014). Prior to surgery (3-16 hours), mice were injected with 481 

dexamethasone (3.2 mg/kg, subcutaneously (SC), Bimedia) to reduce brain swelling 482 

during the craniotomy. Immediately before surgery, mice were given prophylactic 483 

analgesia (2.5 mg/kg meloxicam, SC) and anesthesia was induced with a combination 484 

of ketamine and xylazine (200 mg/kg and 30 mg/kg, intraperitoneally (IP)) and 4% 485 

isoflurane. Stable anesthesia was maintained at 1-1.5% isoflurane for the duration of 486 

the surgery. A titanium headplate was attached to the skull with dental cement (C&B 487 

Metabond, Parkell) and a 5 mm craniotomy was drilled centered on the left visual cortex 488 

(3.1 mm lateral and 1.6 mm anterior from lambda). The craniotomy was sealed with a 489 
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glass window (an 8 mm coverslip bonded to two 5 mm coverslips (Warner no. 1) using a 490 

refractive index matched adhesive (no. 17, Norland)) using dental cement. After 491 

surgery, mice were recovered on a warm heating pad and given analgesics 492 

(buprenorphine, 0.5 mg/kg, SC) and antibiotics (cefazolin, 50 mg/kg, SC) for 48 hours. 493 

 494 

Sensory Stimulation 495 

 Visual stimuli were presented on a calibrated (i1 Display Pro, X-Rite) 144 Hz 496 

LCD monitor (Asus) placed 21 cm from the right eye (contralateral to the craniotomy) 497 

perpendicular to the mouse.  All visual stimuli during the behavioral task were static, 498 

sinusoidal gabor patches (30-50° diameter, 0.1 cycles per degree, 100% contrast, 60 499 

cd/m2 mean luminance). Auditory stimuli were either pure tones (task cue and target 500 

stimuli), white noise (feedback on error trials), or multiple tones (feedback on correct 501 

trials) and were delivered via speakers placed behind the mouse (max amplitude ~90 502 

decibels). After each behavioral session, drifting gratings (2 Hz, 8 or 16 directions in 45° 503 

or 22.5° increments) were presented to the passively viewing mouse at the same 504 

position, size and spatial frequency as the task stimuli. All sensory stimuli were 505 

delivered, and synced to imaging acquisition when applicable, via custom software 506 

created in MWorks (http://mworks-project.org).  507 

 508 

Retinotopic Mapping 509 

 After at least 1 week of recovery from surgery and habituation to head restraint, 510 

visual cortex was retinotopically mapped by wide-field imaging of intrinsic 511 

autofluorescence or GCaMP signals through the cranial window (Andermann et al., 512 

2011). While head-restrained on a running wheel, mice passively viewed vertical (0°) 513 

drifting gratings at 2-4 retinotopic locations (30° diameter; 5° and 35° in azimuth and 514 

either 15° or ±15° elevation). For intrinsic autofluorescence imaging, stimuli were 515 

presented for 10 s, with 10 s of mean luminance between each presentation. Changes 516 

fluorescence were monitored by illuminating the cortex with blue light (white light (Exfo) 517 

or 473 nm LED (Thorlabs) with a 462±15 nm band filter (Edmund Optics)) and collecting 518 

emitted green and red light (500 nm longpass filter), monitored with a CCD camera 519 

(Rolera EMC-2, Qimaging) at 2 Hz through a 5x air immersion objective (0.14 numerical 520 
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aperture (NA), Mitutoyo), using Micromanager acquisition software (NIH). Visually-521 

driven changes in cortical activity were measured by calculating the normalized change 522 

in fluorescence (dF/F), where F is the average fluorescence of the whole movie, during 523 

stimulus presentation for each position. For GCaMP imaging, the setup was the same, 524 

except the stimulus was presented for 5 s, with a 5 s inter-stimulus interval, and the 525 

emitted light was collected via a green bandpass filter (530±15 nm, Edmund Optics).  526 

 527 

Virus Expression 528 

 For all behaving mice, we targeted injections of 529 

AAV1.Syn.GCaMP6m.WPRE.SV40 (titer: 1.1-2.2x1013 GC/ml) into lateral V1 using the 530 

intrinsic signal retinotopic map and vasculature pattern as a guide. Naïve wildtype mice 531 

received injections of GCaMP6m, or AAV1.Syn.NES-jRGECO1a.WPRE.AV40 (titer: 532 

~6.5x1012 GC/ml) into V1. Virus was diluted 3:1 with Texas Red dye (10 mM in saline, 533 

Life Technologies) and loaded into a glass pipette (World Precision Instruments (WPI)) 534 

with a broken, beveled tip ~20 µm in diameter. The pipette was inserted into a Hamilton 535 

syringe which was mounted in a syringe pump (WPI). Following removal of the glass 536 

window, the pipette was lowered into the craniotomy and 100 nl of virus was injected at 537 

two depths (250 and 450 μm) at a rate of 100 nl/minute. The pipette was left in the 538 

tissue for 5-10 minutes and the dye was visualized to check for diffusion into the tissue. 539 

Finally, a new glass window was replaced into the craniotomy and sealed with cement. 540 

 541 

Behavioral task 542 

 All behaving mice were either water (n=7 mice) or food (n=1) scheduled. Water 543 

scheduled mice received 0.1M saccharine water (Acros Organics) and food scheduled 544 

mice received liquid nutritional shake as reward (Ensure, vanilla flavor). Mice were 545 

supplemented with plain water or food pellets if they did not receive all of their allotted 546 

water or calories for the day during training. The behavior training and testing occurred 547 

during the light cycle. 548 

Mice were trained to perform the cross-modal detection task in the following 549 

steps. On the first day of training, mice were head-restrained in a custom-built 550 

behavioral rig (parts from Thorlabs, Newport, Digikey and Standa (Histed et al., 2012)). 551 
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To earn reward, mice were required to press and hold the lever for at least 400 ms and 552 

no longer than 10 s. At the time of lever press, a 6 kHz tone was played (this would later 553 

be the cue for auditory trials), and if the mouse continued to hold the lever for 400 ms, a 554 

10 kHz target tone was played indicating the onset of the reaction window. After the 555 

target presentation, mice were allowed up to 10 seconds to release the lever. Releasing 556 

the lever within this window resulted in reward delivery and auditory feedback indicating 557 

a correct response. Releasing the lever before the target tone (early release), or failure 558 

to release the lever within the reaction window (miss) resulted in auditory feedback 559 

(white noise) indicating an error and a timeout (1-6 s). Each trial was interleaved with 560 

inter-trial interval (ITI; 4-6 s) during which a new trial could not be initiated. Once mice 561 

began to reliably release the lever after the target tone we followed several steps to 562 

gradually make the task more difficult, roughly in chronological order: 1) increasing the 563 

random delay between the cue and the target up to four seconds so that the mice could 564 

not use a timing strategy to detect target tones 2) decreasing the allowed reaction time 565 

from 10 seconds to 550 ms, and 3) adding more difficult targets (lower amplitudes) 566 

around the animal’s threshold. Mice were considered to have learned the auditory task if 567 

they performed better than 90% correct on easy targets. This paradigm was continued 568 

for two to three weeks then the mouse was switched to learning the visual task in a 569 

similarly structured paradigm (even if the mouse was not yet fully trained on the auditory 570 

task).  571 

While mice already knew how to use the lever to earn reward, all mice needed to 572 

be retrained to detect visual stimuli, suggesting that they do not generalize across 573 

modalities. Thus, we used the same paradigm to train the mice to detect target gratings 574 

as we had for target tones. On the first day of visual training, a full-field, vertical grating 575 

appeared upon trial initiation. If the mouse held the lever for 400 ms, the grating 576 

changed 90° to a target orientation. The target grating then stayed on the screen until 577 

the mouse either released the lever or the reaction window ended. Mice typically began 578 

reliably releasing the lever during the target stimulus within approximately five sessions. 579 

To make the task more difficult we gradually 1) increased the random required hold 580 

time, 2) decreased the reaction time, 3) decreased the size of the stimulus, 4) moved 581 

the stimulus to the right (to be closer to the retinotopic location of the future injection 582 
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site), 5) added a mean luminance inter-stimulus interval (ISI) during the anticipation 583 

period to mask the motion signal in the transition from distractor to target, and finally, 6) 584 

increased the difficulty by reducing the difference between the distractor (0°, vertical 585 

grating) and targets (any stimulus that is not vertical).  586 

After the mice were proficient at the visual task, they were trained on the visual 587 

and auditory tasks on interleaved days until they consistently 1) got at least 90% correct 588 

on the easiest trials, and 2) less than 50% of trials were early releases. Finally, we 589 

randomly interleaved visual and auditory trials within the same session. At this point, the 590 

visual distractor stimulus was added to the auditory trials.  591 

In the final form of the task (Figure 1a-c), each trial was initiated when the ITI 592 

ended and the mouse had pressed the lever. The trial start triggered the presentation of 593 

a 100 ms, vertical, sinusoidal gabor patch (30° or 50° in diameter, 15 to 30° in azimuth, 594 

0° in elevation; one mouse had a 200 ms stimulus for some sessions) followed by a 250 595 

ms ISI. On each trial, a target was presented after a variable number of distractor 596 

presentations (2-10, flat distribution). On auditory trials, the first visual distractor 597 

stimulus was paired with a 6 kHz tone which cued the mouse to expect an auditory 598 

target (a 10 kHz tone paired with a visual distractor stimulus). The absence of a tone on 599 

the first distractor cued the mouse to expect a visual target (any non-vertical stimulus). 600 

Mice received reward if they released the lever within 100-550 ms (sometimes extended 601 

to 1000 ms) after a target occurred. For behavioral and neuronal analyses, a narrower 602 

reaction window (visual: 200-550 ms, auditory: 150-450 ms) was used to ensure that 603 

the majority of releases in this window were due to stimulus-driven behaviors and have 604 

independent reaction windows for each stimulus presentation within the trial.  605 

Invalidly cued visual or auditory targets (Figure 1d-g, Figure 6), in which the trial 606 

was cued as one modality but the target delivered was of the opposite modality, were 607 

delivered on 2.4± 0.13% of trials. Invalidly cued targets could appear after 1-9 distractor 608 

presentations, as they always appeared between the cue and the validly cued target. In 609 

the case that the mouse failed to respond to an invalidly cued target, the trial continued 610 

and the mouse had the opportunity to detect a validly cued target. For analyses where 611 

attention was tested across valid and invalidly cued trials (Figure 1d-f), all invalid hits 612 

were rewarded.  613 
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Two of the 5 mice with attention were trained and imaged without rewarding 614 

invalid hits and were tested with rewarded invalid trials in later sessions. These mice 615 

had a greater effect of attention when tested with rewarded invalid trials (hit rate across 616 

mice on invalid trials normalized to valid trials: training rewarded – 79.5±0.2%, training 617 

not rewarded – 57.2±5%, mean ± S.E.M across experiments). However, the fraction of 618 

attention modulated V1 neurons was similar for these two groups (fraction of late 619 

responsive neurons significantly modulated by attention: training rewarded – 0.16±0.04, 620 

training not rewarded – 0.15±0.04, mean ± S.E.M across experiments). Thus, we 621 

considered all 5 mice together for imaging analyses. 622 

During imaging sessions, the position of the visual stimulus was optimized to 623 

best activate the imaged neurons by performing a brief retinotopy experiment at the 624 

beginning of each session. The same position was used for both the behavior and 625 

passive tuning experiments. Behavior sessions during imaging were on average 49±3 626 

minutes (range: 30-60 minutes, 2-4 sessions per mouse, 309±20 (range: 180-434) trials 627 

per session). Naïve imaging sessions were on average 53±3 minutes (range: 30-66 628 

minutes, 1-3 sessions per mouse, 379±30 trials (range: 190-500)). 629 

 630 

Two-photon Imaging 631 

Fluorescence of genetically encoded calcium indicators was monitored in 632 

populations of neurons with a two-photon microscope (Neurolabware) and collected 633 

with Scanbox acquisition software. Excitation laser light (Mai Tai eHP DeepSee, 634 

Newport; tuned to 920 nm for GCaMP or 1020-1040 nm for jRGECO) was raster 635 

scanned with a resonant galvonometer (8 kHz, Cambridge Technologies) onto the brain 636 

via a 16x or 25x (0.8 or 1.1 NA, Nikon) water-immersion objective into a rectangular 637 

plane 582±54 by 273±34 μm in size (X by Y; range: X: 278-1030 μm, Y: 117-581 μm) 638 

and 257±7 μm  below the pial surface (range: 198-303 μm). Laser power out of the 639 

objective ranged from 30 to 80 mW. Emitted light was passed to a dichroic mirror (562 640 

nm cut-off (Semrock)) and directed toward GaAsP photomultiplier tubes (H10770B-40, 641 

Hamamatsu) via either a green (510±42 nm (Semrock)) or red (607±35 nm (Semrock)) 642 

bandpass filter. Images were acquired at 30 Hz and aligned to behavioral and visual 643 

variables.   644 
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 645 

Pupil Imaging 646 

 Partially scattered infrared light from the two-photon excitation was emitted from 647 

the pupil and collected with a Genie Nano CMOS (Teledyne DALSA) camera using a 648 

longpass filter (695 nm) at 30 Hz. Pupil data was collected simultaneously with two-649 

photon imaging in three mice; for two mice, pupil data was collected in a separate set of 650 

experiments. 651 

 652 

Data Processing and Analysis  653 

All analyses were performed with custom code written in MATLAB (Mathworks). 654 

Behavior 655 

 Behavioral sessions were manually cropped to include only stable periods of 656 

performance by removing periods within a session with high lapse rates (misses on the 657 

easiest target conditions) or early release rates (lever releases before the target 658 

appears). Sessions included for analysis were further restricted to have 1) at least 90% 659 

correct on one of the two easiest levels on both auditory and visual trials, 2) at most 660 

35% of trials be early releases. Thus, 29±4 sessions (range: 8-40) and 7586±1610 trials 661 

(range: 2043-13203) were included for each mouse.  662 

Each stimulus presentation following the 2nd distractor in each trial was 663 

categorized as either a hit, miss, false alarm (FA), or correct reject (CR) based on the 664 

time of release relative to a target or distractor onset. Lever releases between 200 and 665 

550 ms after a target on visual trials and 150 and 450 ms after a target on auditory trials 666 

were hits. Conversely, failure to release by the end of these windows was considered a 667 

miss. Releases, or failure to release, during similar windows following a distractor was 668 

considered a FA or a CR.  669 

 Behavioral performance was primarily analyzed by pooling across all test 670 

sessions (Figure 1, Supplemental Figures 6, 2) and but also evaluated on a session 671 

by session basis (Supplemental Figure 1) to measure the effect of the cue on 672 

performance. To account for small differences in target difficulty levels used for each 673 

session, targets were binned into six logarithmically spaced groups that spanned the 674 

minimum and maximum target values (visual: 8° to 90°, auditory: 0.03 to 100% of max 675 
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amplitude). Hit rate was computed from each session from the number of hits and 676 

misses for each target type:  677 

��� ���� �
	���

	��� 
 	����

. 

 678 

Lapse rate was measured as 1 – Hit rate for the easiest target of a session (within each 679 

modality) and FA rate was computed from each session from the number of FAs and 680 

CRs (Figure 1g):  681 

�
 ���� �
	��

	�� 
  	�	

. 

 682 

Within each modality, hit rates across target difficulties and the FA rate (representing a 683 

0° or 0% amplitude target) were fit with a Weibull function to determine discrimination 684 

thresholds (50% of the upper asymptote to account for lapse rate).  685 

Reaction time was calculated as the mean time of lever release from target onset 686 

for the target type in question (Supplemental Figure 6). We did not observe any 687 

consistent effect of the cue on reaction time (validly-cued vs invalidly-cued - visual: 688 

p=0.39; auditory: p=0.07; paired t-test; Supplemental Figure 6a-b). However, since 689 

only visual trial reaction times depended on trial difficultly (visual: p<0.01; auditory: 690 

p=0.48; one-way ANOVA, Supplemental Figure 6c-e), we may be limited in our ability 691 

to resolve reaction time differences across attentional states.  692 

 To test attention toward the cued modality we compared each mouse’s response 693 

to validly and invalidly cued targets. Mice were considered to have an effect of attention 694 

if the hit rate on validly cued targets was statistically greater than hit rate on invalidly 695 

cued targets (matched for target difficulty) across both modalities (Figure 1f, left). To 696 

match target types, the proportion of each invalid target type (by difficulty and modality 697 

type) was determined and valid trials were randomly subsampled for each stimulus type 698 

to match that distribution.  699 

 700 

Pupil tracking 701 

 The size and position of the pupil was extracted from each frame using the native 702 

MATLAB function imfindcircles. Pupil size was quantified as the fraction of change from 703 
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baseline (one second before trial start) then re-normalized by subtraction relative to the 704 

start of each trial or target presentation. Pupil position was quantified as the change in 705 

the horizontal and vertical position of the center of the pupil from baseline (one second 706 

before the start of each trial or target presentation). Analysis windows were chosen to 707 

match two-photon imaging analysis windows during the anticipation phase of the trial 708 

(1400-2833 ms after the start) or after the target (100-200 ms after the target). Changes 709 

in pupil position were converted to degrees of visual angle with a 1:25 degrees to μm 710 

scale (Park et al., 2012).  711 

 712 

Two-photon Imaging 713 

Registration and segmentation. Image stacks were registered for x-y motion to one 714 

stable, 100-frame average reference image, using Fourier domain subpixel 2D rigid 715 

body registration. dF/F was calculated on a trial-by-trial basis by defining F as the 716 

average fluorescence one second prior to trial start. Maximum (Max) dF/F images were 717 

found by finding the maximum pixel value across specific task windows (trial start, late 718 

anticipation, or target aligned) or passive direction stimulus types. Max dF/F images 719 

were used to manually segment and create masks of cell body ROIs. The same masks 720 

were used for the behavior and passive tuning experiments.  721 

Pixels within a cell mask were averaged for each registered frame to get the 722 

time-course of activity for each cell. Neuropil contamination for each ROI was calculated 723 

by first creating a buffer ring of 4 pixels around each cell body, creating a neuropil ring 6 724 

pixels around the buffer that excluded other ROIs, estimating the scaling factor (by 725 

maximizing the skew of the subtraction between the cell and neuropil time-course), and 726 

finally, subtracting the weighted neuropil time-course from the cell’s time-course. Finally, 727 

remaining contamination from brain motion was removed by discarding trials with large, 728 

fast changes in dF/F across all cells, which could only be due to changes in the imaging 729 

plane and not task-driven neuronal responses. 730 

 731 

Passive orientation tuning. We generated orientation tuning curves for each cell from 732 

responses to passively viewed drifting grating. Single trial responses for each cell were 733 

measured as the mean dF/F 0-1333 ms after stimulus onset. Stimuli moving in opposite 734 
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directions were treated as the same orientation, and average responses to each 735 

orientation were found for each cell. Responses below zero were set to zero and these 736 

response distributions were fit with a von Mises function to get orientation tuning curves 737 

 738 

� 
 ��
ĸ��
���� ������� 

 739 

where B is the baseline response, R is the modulation rate, κ is the concentration, and μ 740 

is the preferred orientation. 741 

To determine the reliability of this tuning we bootstrapped the fit by resampling 742 

trials 1000 times. A cell was considered to be reliably tuned if the resampled peak of the 743 

fit was within 30° of the actual fit 90% of the time. Tuned cells were then grouped into 744 

four orientation preference bins (0°, 45°, 90°, and 135°) by finding the closest 745 

orientation to the cell’s fit peak. 746 

 747 

Task neuronal activity. Short-latency, visually-evoked responses to task stimuli (i.e. first 748 

distractor, late distractor (5th-10th), or target) were measured as the average response 749 

100-200 ms after stimulus onset. Long-latency, visually-evoked responses to the 750 

anticipation period were measured as the average response 1400-2833 ms after trial 751 

start on trials with at least 8 distractor stimuli. Cells were considered significantly 752 

responsive if the mean dF/F during the response window was statistically greater than 753 

baseline window (-33-67 ms before the task event) using a one-sided paired t-test 754 

across trials. Cells were considered target responsive if their response to either easy 755 

(>32°), hard (8°-32°), or all targets was significantly greater than baseline (Bonferroni 756 

corrected paired t-test). Cells were considered suppressed if the average response 757 

1400-2833 ms during the anticipation phase was significantly below baseline. Both 758 

visual and auditory trials were used to find distractor responsive and suppressed cells, 759 

whereas only visual trials were used to find target responsive cells. All analyses were 760 

performed on responses from hit or miss trials. 761 

Attention modulation was measured as a selectivity index (SI) between visual 762 

and auditory trials for late distractor responsive neurons (Poort et al., 2015). The 763 

difference in mean response (��) between visual (�) and auditory (
) trials was 764 
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normalized by the standard deviation of pooled visual and auditory responses (���) to 765 

account for variable responses across trials, where: 766 

 767 

�� �
��� � ���

���

. 

 768 

Cells were considered significantly modulated if their SI was consistently positive or 769 

negative across 95% of bootstrapped SI (Supplemental Figure 3a). For suppressed 770 

cells attention modulation was calculated during a late window of the anticipation phase 771 

(1400-2833 ms after trial start). 772 

 773 

Modeling. Each experiment was considered separately for the predicting either the 774 

stimulus presented (stimulus model) or animal’s choice to hold or release the lever 775 

(choice model) from the single trial responses of simultaneously recorded populations of 776 

neurons. For each experiment both models were fit with the same data: the responses 777 

of a population of neurons to distractor and target presentations. The only difference 778 

between the two model types was how each stimulus presentation was labeled 779 

(stimulus model: target or distractor, choice model: yes or no). To process and select 780 

the data that went into the models, the following steps were taken. First, all stimulus 781 

responses were z-scored. Next, to reduce bias toward representation of one stimulus 782 

type in the response distributions we balanced the number of target and distractor 783 

stimuli in each model by random selection – responses used were 50% distractors, 25% 784 

hard targets, and 25% easy targets (in many datasets, there were no hard auditory trials 785 

and therefore we selected 50% targets and distractors). Finally, to avoid over-786 

parameterizing the model, we limited the number of neurons used (maximum 15 787 

neurons). We specifically selected neurons that were either target or late distractor 788 

responsive and sharply tuned (90% of the resampled estimates of preferred orientation 789 

were within 11.25° of the original estimate). If more than 15 neurons met these criteria, 790 

15 neurons were randomly selected (average number of neurons per dataset: 13±1, 791 

range: 8-15). Three naïve experiments did not have enough neurons under these 792 

conditions and therefore the tuning criteria was dropped. However, differences in tuning 793 
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could not explain the differences we observed between behaving and naïve models for 794 

predicting hard targets (Figure 4d-e; average performance of experiments that pass 795 

strict criteria: 44±2%, p=0.99, n=8 experiments, Student’s t-test). Three other naïve 796 

experiments did not have enough task-responsive neurons and therefore were not 797 

included in this analysis (minimum 8 neurons). To train the combination-modality model 798 

we randomly selected half of the visual trials and half of the auditory trials 799 

(Supplemental Figure 5c-f). 800 

 Using the stimulus responses of these simultaneously recorded neurons, we 801 

trained a logistic regression to discriminate between task stimuli or choices (using 802 

MATLAB’s glmfit routine) and extracted a weight for each neuron. Fraction correct was 803 

determined by applying the neuronal weights from each model to previously untrained 804 

population responses from the same neurons. Performance of the within-modality 805 

models was tested by performing a hold-one-out analysis across all selected trials used 806 

in that model. Cross-modality model tests were performed with all selected trials from 807 

the opposite modality. No invalidly-cued stimuli were used to train the models and could 808 

thus be directly tested. Finally, the combination-modality model was tested with the half 809 

of trials of each modality that was left out of the model fitting procedure. Decision criteria 810 

were calculated for each experiment as the fraction of trials of the predicted variable 811 

(e.g. the stimulus model decision criterion was 0.5 for each experiment since half of the 812 

trials were targets).  813 

 To calculate a stimulus and choice weight for each neuron in the dataset, we 814 

took a bootstrapping approach. For each experiment, we randomly sampled 15 neurons 815 

and calculated their weight for stimulus or choice 1000 times. Thus, each neuron was 816 

sampled 153±2 times and the average bootstrapped weight was used for analyses in 817 

Figure 5a-b and Supplemental Figure 5e-f.  818 

 819 

Experimental Design and Statistical Analysis 820 

Sample sizes were not predetermined by statistical methods, but our sample 821 

sizes of the neurons and animals are similar to other studies. The numbers of cells, 822 

animals or experiments are provided in the corresponding text, figures and figure 823 

legends. All error values in the text are standard error of the mean and all tests for 824 
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significance are two-tailed unless otherwise specified. Data collection and analysis were 825 

not performed blind to experimental conditions, but all visual presentation conditions 826 

were randomized.  827 

 828 

Data and code availability 829 

 Data will be made available by reasonable request to the corresponding author. 830 

Custom code written in MATLAB for data analysis is available on Github: 831 

https://github.com/Glickfeld-And-Hull-Laboratories/Manuscripts/CrossModalAttentionV1 832 
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Figure Legends 978 

Figure 1 – Cues improve detection on a cross-modal change detection task. a) 979 

Schematic of task structure. Left: Head-restricted mice face an LCD monitor and use a 980 

lever to initiate trials and detect targets. Each stimulus (100 ms) is separated by a 250 981 

ms inter-stimulus interval (ISI). Right: Validly-cued visual and auditory trials are 982 

presented with equal probability along with very rare invalidly-cued trials. b) Top: 983 

Schematic of visual trial structure. Upon trial initiation, 2-10 vertical distractor gratings 984 

(“Anticipation”) and an orientation change (“Target,” between 8 and 90 degrees) are 985 

presented. Mice must hold the lever through the distractors and release the lever within 986 

a brief window following target to receive a reward. Bottom: Weibull functions fit to the 987 

hit rate on visual trials as a function of target orientation for all mice trained on this task 988 

(n = 8). c) Same as b for auditory trials. Trial structure is the same, except the first 989 

distractor is accompanied by a tone (“cue”, 6 kHz), and the target is a second tone (10 990 

kHz). Weibull functions are fit to the hit rate on auditory trials as a function of tone 991 

amplitude. d) Top: Schematic of an invalidly-cued visual trial. The trial is cued as 992 

auditory (tone accompanies first distractor), but a visual target is presented. Lever 993 

releases in response to either invalidly- or validly-cued targets are rewarded (see 994 

Methods). Bottom: Hit rate across valid (black) and invalid (purple) visual targets for an 995 

example mouse. Target orientations are binned by difficulty. Hit rate error is 95% C.I.; 996 

target orientation error is S.E.M. e) Same as d for invalidly cued auditory trials. f) Hit 997 

rate on valid and invalid trials for each mouse, and average across mice with a 998 

significant difference (n = 5). Hit rate was calculated across valid and invalid trials 999 

matched for difficulty across all (left), visual (middle), or auditory (right) trials. Solid lines 1000 

indicate that hit rate was significantly different across all valid and invalid trials (p < 0.05, 1001 

binomial test). Error is S.E.M. across mice. g) Lapse rate (left; p=0.28, paired t-test) and 1002 

false alarm rates (p<0.001) on visual and auditory trials. Only mice with a significant 1003 

effect of attention cue included in average. Error is S.E.M. across mice.  1004 

 1005 

Figure 2 - V1 neurons are modulated by attentional state. a) Top: mouse performs 1006 

the attention task during two-photon (2P) imaging. Middle: field of view image of 1007 

maximum change in fluorescence (max dF/F) during the anticipation phase of the trial. 1008 
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Bottom: max dF/F image from target phase of the trial. Overlay of selected cell masks in 1009 

cyan. b) Left: Time-course of activity during the anticipation phase for all trials with at 1010 

least 8 distractors (left), all first distractor (middle), or all late distractor stimuli (5th-10th, 1011 

right) for three example V1 neurons. Shaded error is S.E.M. across trials. c) Heatmap of 1012 

dF/F during the anticipation period for trials with at least 8 distractors for all neurons (n = 1013 

1367, 5 mice) recorded during behavior sorted by response amplitude during the late 1014 

anticipation period. Tick marks indicate anticipation responsive cells; #1-3 are the cells 1015 

in b. d) Average time-course of anticipation responsive neurons on visual (black) and 1016 

auditory (purple) trials with at least 8 distractors. Only neurons from experiments with 1017 

100 ms stimulus duration are shown (1096/1367, see Methods). Shaded gray area is 1018 

analysis window. Significance is tested across all neurons (663/1367); *p<0.0001, 1019 

paired t-test. Error is S.E.M. across cells. e) Same as d, for a separate cohort of naïve 1020 

mice (n=393/633, 9 mice); *p<0.001, paired t-test. f) Top: average time-course of all late 1021 

anticipation responsive neurons to all late distractor stimuli for behaving mice 1022 

(n=347/1367). Shaded gray area is analysis window. Bottom: Same as top, for naive 1023 

mice (n=376/633). *p<0.001, paired t-test. g) Cumulative distribution of visual minus 1024 

auditory selectivity index (SIVA) of responsive neurons from behaving or naïve mice 1025 

calculated from late distractor stimuli shown in f. Arrows indicate mean SIVA for 1026 

behaving and naïve mice. *p<0.0001, Kolmogorov-Smirnov test.  1027 

 1028 

Figure 3 – Attention modulation depends on orientation tuning. a) Schematic of 1029 

passive orientation tuning experiment and orientation tuning of two example neurons. 1030 

Curves are von Mises fits. Error is S.E.M. across trials. b) Average time-course of late 1031 

distractor response to for the same groups of neurons in. Error is S.E.M. across cells. c) 1032 

Mean SIVA for each group shown in c. *p<0.05, Student’s t-test. Error is S.E.M. across 1033 

cells. d) Fraction of cells in each orientation preference group with positive or negative 1034 

SIVA. e) Mean positive or negative SIVA for each orientation preference group. 1035 

 1036 

Figure 4 – Stimuli and choices on both visual and auditory trials can be predicted 1037 

from V1 population activity. a) Linear models were trained to discriminate between 1038 

targets (T) and distractors (D) (“Stimulus Model”, blue) or yeses (Y) and noes (N) 1039 
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(“Choice Model”, red) using responses (R1-Rn) from populations of neurons (N1-Nn), 1040 

assigning a weight (W1-Wn) to each for predicting which type of stimulus or choice 1041 

occurred (logP). b) Average response of modeled neurons from an example session to 1042 

visual (left) or auditory (right) distractors (RD) and targets (RT), sorted by weight in the 1043 

visual stimulus model. Neurons are color-coded and have the same number ID (Nn) 1044 

across visual and auditory stimulus models. Shaded error is S.E.M. across trials. c) 1045 

Same as b for responses to noes (Rno) or yeses (Ryes), sorted by weight in the visual 1046 

choice model. Neurons have the same number ID (Nn) across stimulus and choice 1047 

models. d) Fraction of stimuli correctly identified when trained and tested on visual 1048 

trials, binned by stimulus type (distractors (DV), Hard Targets (8-32°, HTV), and Easy 1049 

Targets (33-90°, ETV)) or combined across all trials. Solid gray lines connect data from 1050 

individual imaging sessions (n=14). Colored points indicate that the model performed 1051 

significantly better than chance (0.5) across experiments; all points: p<0.05. Error is 1052 

S.E.M. across experiments. e) Performance of the visual stimulus model when trained 1053 

with neurons from naïve mice (n=11 sessions). Colored points: p<0.0001. f) Same as d, 1054 

for the predicting the animal’s choice on visual trials. Colored points: p<0.0001. g-i) 1055 

Same as c-f for stimulus (all points: p<0.001), naïve stimulus, and choice (all points: 1056 

p<0.001) models trained and tested auditory trials.  Note that HTA were not tested due 1057 

to low numbers in some experiments.  1058 

 1059 

Figure 5 –The neural code for stimulus and choice is separable across modalities. 1060 

a) Comparison of weight for each task-responsive neuron (late distractor or target 1061 

responsive) in the stimulus model when trained with visual or auditory trials. Line is 1062 

linear fit across all points (R=0.097, p<0.05). b) Same as a for the choice model 1063 

(R=0.22,p<0.0001). c) Histogram of the angle (θ) between visual and auditory stimulus 1064 

weights (WV and WA), transformed to lie between 0 and 1.6 (π/2) radians (Rad.). 1065 

Neurons with θ near 0 have larger WV, near 1.6 have larger WA, and near 0.8 (π/4) have 1066 

equivalent weights. Inset: equation to calculate θ. d) Same as c for choice weights. 1067 

Inset: example neuron weights transformed to θ.  e) Left: Performance of stimulus 1068 

model trained with visual trials when tested with visual or auditory trials. Right: 1069 

Performance of stimulus model trained on auditory trials when tested with visual or 1070 
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auditory trials. Colored circles indicate performance above chance (p<0.0001) and error 1071 

is S.E.M. across experiments. f) Same as e, for the choice model. Colored points: 1072 

p<0.0001.  1073 

 1074 

Figure 6 – Attention improves the read-out, but not the representation, of visual 1075 

stimuli in V1. a) Schematic of example visual (top) and invalid visual (bottom) trials. b) 1076 

Performance of the stimulus model when trained with either visual or auditory trials and 1077 

tested with valid (left) or invalid (middle) visual or valid auditory (right) trials. Colored 1078 

points: p<0.01 compared to chance, Student’s t-test. c) Same as b, for the choice 1079 

model; all points: p<0.05 compared to chance. *p<0.05, paired t-test. 1080 

 1081 

Supplemental Figure 1 - Mice used in imaging analysis have attention effect 1082 

across sessions. a) Hit rate (HR) for each session (gray) and average across sessions 1083 

(black) for matched valid and invalid trials for each mouse with attention; p<0.001, 1084 

paired t-test. Mouse 668 is the same mouse shown in Figure 1 d-e. Error is S.E.M. 1085 

across sessions. b) Same as a, for mice that did not have a significant effect of 1086 

attention; 670: p=0.72, 672: p=0.20, 682: p=0.89.   1087 

 1088 

Supplemental Figure 2 - Pupil size and position do not vary across visual and 1089 

auditory trials. a) Top: Schematic of infrared (IR) illumination of the pupil via two-1090 

photon excitation; bottom: IR image from example session with tracked pupil outlined 1091 

(red). b) Top: Pupil radius from example session across visual and auditory trials 1092 

aligned to the trial start. Shaded gray region is the analysis window during the late 1093 

anticipation period in Figure 2d-e. Bottom: Average normalized pupil diameter during 1094 

the shaded analysis window for individual mice (gray) and across all mice (black); 1095 

p=0.80, n = 5 mice, paired t-test. Error is S.E.M. across mice. c-d) Same as b, for 1096 

change in horizontal (c, p=0.84) or vertical (d, p=0.99) pupil position. e-g) Same as b-d 1097 

aligned to trial target (e, p=0.90; f, p=0.20; g, p=0.65). 1098 

 1099 
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Supplemental Figure 3 - Attentional modulation of responsive or suppressed 1100 

neurons in   behaving and naive mice. a) Fraction of neurons that were significantly 1101 

positively (black) or negatively (purple) modulated on visual trials in behaving (solid) and 1102 

naïve (dashed) mice. b) Average time-course of suppressed neurons on visual (black) 1103 

and auditory (purple) trials aligned to trial start for trials with at least 8 distractor stimuli. 1104 

Only neurons from experiments with 100 ms stimuli included. Response late in 1105 

anticipation period (gray shaded region) is not significantly different across visual and 1106 

auditory trials (p=0.37, paired t-test). Error is S.E.M. across cells. c) Cumulative 1107 

distribution of SI of suppressed neurons across late trial window. Average SI (filled 1108 

triangle) is not significantly different from zero (p=0.31, n=316, Student's t-test).  1109 

 1110 

Supplemental Figure 4 - Stimuli and choices can be predicted before rewards 1111 

occur in both visual and auditory models. a) Performance of the stimulus model 1112 

trained on visual trials for different 100 ms response windows relative to the time the 1113 

stimulus comes on the screen. Each gray line is one experiment; black is average and 1114 

error is S.E.M. across experiments. Gray shaded region indicates the window used for 1115 

all other analyses. Triangle indicates minimum reaction time on visual trials. Blue line 1116 

and shaded region indicates average time from target when the model performed better 1117 

than 0.55. b) Same as a, for the auditory stimulus model. c-d) Same as a-b, for the 1118 

choice models.  1119 

 1120 

Supplemental Figure 5 - Stimulus and choice weights are correlated within single-1121 

modality models, but are smaller in a combination model. a) Visual stimulus and 1122 

choice weights for all late-distractor responsive neurons (determined by bootstrapping 1123 

model, R=0.63, p<0.0001). b) Same as a, for auditory weights (R=0.80, p<0.0001). c) 1124 

Stimulus model was trained with a single modality or both modalities together and 1125 

tested on visual (left) or auditory (right) trials. Each gray line is one experiment. Colored 1126 

circles are above chance; Error is S.E.M. across sessions; p<0.05, paired t-test. d) 1127 

Same as c, for the choice model. e) Weight magnitude (absolute value of the 1128 

bootstrapped weight for each neuron) for visual (left), auditory (middle) and combination 1129 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 10, 2019. ; https://doi.org/10.1101/731398doi: bioRxiv preprint 

https://doi.org/10.1101/731398
http://creativecommons.org/licenses/by-nc-nd/4.0/


(right) stimulus models. One-way ANOVA with Tukey's post-hoc tests, p<0.01. f) Same 1130 

as e, for the choice models. p<0.0001.  1131 

 1132 

Supplemental Figure 6 - Attention does not affect reaction time. a) Reaction times 1133 

for mice with attention across valid and invalid visual trials matched for difficulty for each 1134 

mouse; p=0.46, paired t-test. Error is S.E.M. across mice. b) Same as a, for auditory 1135 

trials; p=0.068, paired t-test. c) Reaction time across easy (black) and hard (gray) valid 1136 

visual and auditory trials; *p<0.05, paired t-test. d) Visual trial reaction time across 1137 

binned target orientation; p<0.01, one-way ANOVA. e) Same as d, for auditory trials 1138 

across binned target amplitudes; p=0.66, one-way ANOVA.   1139 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 10, 2019. ; https://doi.org/10.1101/731398doi: bioRxiv preprint 

https://doi.org/10.1101/731398
http://creativecommons.org/licenses/by-nc-nd/4.0/


Anticipation Target

Invalid Auditory:

...

Invalid Visual:

...

}
Hit

}
HitInvalid

Hit

}}}

a Stim: 100ms
ISI: 250ms

Trial Probability Within Session:

~48.5% Visual
~48.5% Auditory
~3% Invalid

x97-705
Trials

d e

Auditory Trial:

...

b cVisual Trial:

}
Hit

...

700 - 4200 ms

Lever position

}React Window

Anticipation Target

n = 8 mice

11.3 22.5 45   90   
0.0

0.8

1.0

H
it 

R
a
te 0.6

0.4

0.2

Orientation Change (°)

0.0

0.8

1.0

H
it 

R
a
te 0.6

0.4

0.2

0.1 1 10010
Tone Amplitude (% Max)

g

0.0

0.8

1.0

H
it 

R
a
te 0.6

0.4

0.2

f

0.0

0.8

1.0

H
it 

R
a
te 0.6

0.4

0.2

0.1 1 10010
Tone Amplitude (% Max)

example
mouse

11.3 22.5 45   90   
0.0

0.8

1.0

H
it 

R
a
te 0.6

0.4

0.2

Orientation Change (deg)

Valid
Invalid

Figure 1

Vis. Aud. Vis. Aud.

R
a
te

0.00

0.08

0.06

0.04

0.02

0.10

0.12 *

Lapse FA
Modality:

Cue:
All
Val. Inv.

All Vis.
Val.

Vis.
Inv.

Aud.
Val.

Aud.
Inv.

n.s.

Figure 1 – Cues improve detection on a cross-modal 

change detection task. a) Schematic of task structure. Left: 

Head-restricted mice face an LCD monitor and use a lever to 

initiate trials and detect targets. Each stimulus (100 ms) is 

separated by a 250 ms inter-stimulus interval (ISI). Right: 

Validly-cued visual and auditory trials are presented with 

equal probability along with very rare invalidly-cued trials. b) 

Top: Schematic of visual trial structure. Upon trial initiation, 2-

10 vertical distractor gratings (“Anticipation”) and an 

orientation change (“Target,” between 8 and 90 degrees) are 

presented. Mice must hold the lever through the distractors 

and release the lever within a brief window following target to 

receive a reward. Bottom: Weibull functions fit to the hit rate 

on visual trials as a function of target orientation for all mice 

trained on this task (n = 8). c) Same as b for auditory trials. 

Trial structure is the same, except the first distractor is 

accompanied by a tone (“cue”, 6 kHz), and the target is a 

second tone (10 kHz). Weibull functions are fit to the hit rate 

on auditory trials as a function of tone amplitude. d) Top: 

Schematic of an invalidly-cued visual trial. The trial is cued as 

auditory (tone accompanies first distractor), but a visual 

target is presented. Lever releases in response to either 

invalidly- or validly-cued targets are rewarded (see 

Methods). Bottom: Hit rate across valid (black) and invalid 

(purple) visual targets for an example mouse. Target 

orientations are binned by difficulty. Hit rate error is 95% C.I.; 

target orientation error is S.E.M. e) Same as d for invalidly 

cued auditory trials. f) Hit rate on valid and invalid trials for 

each mouse, and average across mice with a significant 

difference (n = 5). Hit rate was calculated across valid and 

invalid trials matched for difficulty across all (left), visual 

(middle), or auditory (right) trials. Solid lines indicate that hit 

rate was significantly different across all valid and invalid 

trials (p < 0.05, binomial test). Error is S.E.M. across mice. g) 

Lapse rate (left; p=0.28, paired t-test) and false alarm rates 

(p<0.001) on visual and auditory trials. Only mice with a 

significant effect of attention cue included in average. Error is 

S.E.M. across mice. 
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Figure 2 - V1 neurons are modulated by attentional state. a) Top: mouse performs the attention task during two-

photon (2P) imaging. Middle: field of view image of maximum change in fluorescence (max dF/F) during the anticipation 

phase of the trial. Bottom: max dF/F image from target phase of the trial. Overlay of selected cell masks in cyan. b) Left: 

Time-course of activity during the anticipation phase for all trials with at least 8 distractors (left), all first distractor 
th th(middle), or all late distractor stimuli (5 -10 , right) for three example V1 neurons. Shaded error is S.E.M. across trials. c) 

Heatmap of dF/F during the anticipation period for trials with at least 8 distractors for all neurons (n = 1367, 5 mice) 

recorded during behavior sorted by response amplitude during the late anticipation period. Tick marks indicate 

anticipation responsive cells; #1-3 are the cells in b. d) Average time-course of anticipation responsive neurons on 

visual (black) and auditory (purple) trials with at least 8 distractors. Only neurons from experiments with 100 ms stimulus 

duration are shown (1096/1367, see Methods). Shaded gray area is analysis window. Significance is tested across all 

neurons (663/1367); *p<0.0001, paired t-test. Error is S.E.M. across cells. e) Same as d, for a separate cohort of naïve 

mice (n=393/633, 9 mice); *p<0.001, paired t-test. f) Top: average time-course of all late anticipation responsive 

neurons to all late distractor stimuli for behaving mice (n=347/1367). Shaded gray area is analysis window. Bottom: 

Same as top, for naive mice (n=376/633). *p<0.001, paired t-test. g) Cumulative distribution of visual minus auditory 

selectivity index (SI ) of responsive neurons from behaving or naïve mice calculated from late distractor stimuli shown VA

in f. Arrows indicate mean SI  for behaving and naïve mice. *p<0.0001, Kolmogorov-Smirnov test. VA

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 10, 2019. ; https://doi.org/10.1101/731398doi: bioRxiv preprint 

https://doi.org/10.1101/731398
http://creativecommons.org/licenses/by-nc-nd/4.0/


Neuron 2

0

5

10

15

0 90
Ori. (°)

180

Neuron 1

0

20

40

60

80

d
F

/F
 (

%
)

Passive Tuning:

...
0°

............
0°90° 45° 135°

0 90
Ori. (°)

180

a

Figure 3
V

is
. 
- 
A

u
d
. 
S

e
le

ct
iv

ity
 I
n
d
e
x

2.0

1.0

0.0

-1.0
0 45 90135

Pref. Ori. (°)

3.0

*
*

*

0.0

0.2

0.4

0.6

0.8

1.0

F
ra

ct
io

n
 o

f 
C

e
lls

-SI

+SI

0 45 90135
Pref. Ori. (°)

V
is

. 
- 
A

u
d
. 
S

e
le

ct
iv

ity
 I
n
d
e
x

2.0

0.0

-2.0

-4.0
0 45 90135

Pref. Ori. (°)

4.0

-SI

+SI

c d f

Late Distractor Stim. Aligned

100 ms

1%
dF/F

b
Pref.

0°
Pref.
45°

Pref.
90°

Pref.
135°

Figure 3 – Attention modulation depends on orientation tuning. a) Schematic of passive orientation tuning 

experiment and orientation tuning of two example neurons. Curves are von Mises fits. Error is S.E.M. across trials. b) 

Average time-course of late distractor response to for the same groups of neurons in. Error is S.E.M. across cells. c) 

Mean SI  for each group shown in c. *p<0.05, Student's t-test. Error is S.E.M. across cells. d) Fraction of cells in each VA

orientation preference group with positive or negative SI . e) Mean positive or negative SI  for each orientation VA VA

preference group.
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Figure 4 – Stimuli and choices on both visual and auditory trials can be predicted from V1 population activity. a) 

Linear models were trained to discriminate between targets (T) and distractors (D) (“Stimulus Model”, blue) or yeses (Y) and 

noes (N) (“Choice Model”, red) using responses (R -R ) from populations of neurons (N -N ), assigning a weight (W -W ) to 1 n 1 n 1 n

each for predicting which type of stimulus or choice occurred (logP). b) Average response of modeled neurons from an 

example session to visual (left) or auditory (right) distractors (R ) and targets (R ), sorted by weight in the visual stimulus D T

model. Neurons are color-coded and have the same number ID (N ) across visual and auditory stimulus models. Shaded n

error is S.E.M. across trials. c) Same as b for responses to noes (R ) or yeses (R ), sorted by weight in the visual choice no yes

model. Neurons have the same number ID (N ) across stimulus and choice models. d) Fraction of stimuli correctly identified n

when trained and tested on visual trials, binned by stimulus type (distractors (D ), Hard Targets (8-32°, HT ), and Easy V V

Targets (33-90°, ET )) or combined across all trials. Solid gray lines connect data from individual imaging sessions (n=14). V

Colored points indicate that the model performed significantly better than chance (0.5) across experiments; all points: 

p<0.05. Error is S.E.M. across experiments. e) Performance of the visual stimulus model when trained with neurons from 

naïve mice (n=11 sessions). Colored points: p<0.0001. f) Same as d, for the predicting the animal's choice on visual trials. 

Colored points: p<0.0001. g-i) Same as c-f for stimulus (all points: p<0.001), naïve stimulus, and choice (all points: p<0.001) 

models trained and tested auditory trials.  Note that HT  were not tested due to low numbers in some experiments. A
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Figure 5 –The neural code for stimulus and choice is separable across modalities. a) Comparison of weight for each 

task-responsive neuron (late distractor or target responsive) in the stimulus model when trained with visual or auditory 

trials. Line is linear fit across all points (R=0.097, p<0.05). b) Same as a for the choice model (R=0.22,p<0.0001). c) 

Histogram of the angle (θ) between visual and auditory stimulus weights (W  and W ), transformed to lie between 0 and V A

1.6 (/2) radians (Rad.). Neurons with θ near 0 have larger W , near 1.6 have larger W , and near 0.8 (/4) have equivalent V A

weights. Inset: equation to calculate θ. d) Same as c for choice weights. Inset: example neuron weights transformed to θ.  

e) Left: Performance of stimulus model trained with visual trials when tested with visual or auditory trials. Right: 

Performance of stimulus model trained on auditory trials when tested with visual or auditory trials. Colored circles indicate 

performance above chance (p<0.0001) and error is S.E.M. across experiments. f) Same as e, for the choice model. 

Colored points: p<0.0001. 
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Figure 6 – Attention improves the read-out, but not the representation, of visual stimuli in V1. a) Schematic of 

example visual (top) and invalid visual (bottom) trials. b) Performance of the stimulus model when trained with either 

visual or auditory trials and tested with valid (left) or invalid (middle) visual or valid auditory (right) trials. Colored 

points: p<0.01 compared to chance, Student's t-test. c) Same as b, for the choice model; all points: p<0.05 

compared to chance. *p<0.05, paired t-test.
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Supplemental Figure 1

Supplemental Figure 1 - Mice used in imaging analysis have attention effect across sessions. a) 

Hit rate (HR) for each session (gray) and average across sessions (black) for matched valid and invalid 

trials for each mouse with attention; p<0.001, paired t-test. Mouse 668 is the same mouse shown in 

Figure 1 d-e. Error is S.E.M. across sessions. b) Same as a, for mice that did not have a significant 

effect of attention; 670: p=0.72, 672: p=0.20, 682: p=0.89.  
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Supplemental Figure 2 - Pupil 

size and position do not vary 

across visual and auditory 

trials. a) Top: Schematic of 

infrared (IR) illumination of the 

pupil via two-photon excitation; 

bottom: IR image from example 

session with tracked pupil outlined 

(red). b) Top: Pupil radius from 

example session across visual 

and auditory trials aligned to the 

trial start. Shaded gray region is 

the analysis window during the 

late anticipation period in Figure 

2d-e. Bottom: Average normalized 

pupil diameter during the shaded 

analysis window for individual 

mice (gray) and across all mice 

(black); p=0.80, n = 5 mice, paired 

t-test. Error is S.E.M. across mice. 

c-d) Same as b, for change in 

horizontal (c, p=0.84) or vertical 

(d, p=0.99) pupil position. e-g) 

Same as b-d aligned to trial target 

(e, p=0.90; f, p=0.20; g, p=0.65).
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Supplemental Figure 3

Supplemental Figure 3 - Attentional modulation of responsive or suppressed neurons in   

behaving and naive mice. a) Fraction of neurons that were significantly positively (black) or 

negatively (purple) modulated on visual trials in behaving (solid) and naïve (dashed) mice. b) Average 

time-course of suppressed neurons on visual (black) and auditory (purple) trials aligned to trial start for 

trials with at least 8 distractor stimuli. Only neurons from experiments with 100 ms stimuli included. 

Response late in anticipation period (gray shaded region) is not significantly different across visual and 

auditory trials (p=0.37, paired t-test). Error is S.E.M. across cells. c) Cumulative distribution of SI of 

suppressed neurons across late trial window. Average SI (filled triangle) is not significantly different 

from zero (p=0.31, n=316, Student's t-test). 
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Supplemental Figure 4 - Stimuli and choices can be predicted before rewards occur in both 

visual and auditory models. a) Performance of the stimulus model trained on visual trials for different 

100 ms response windows relative to the time the stimulus comes on the screen. Each gray line is one 

experiment; black is average and error is S.E.M. across experiments. Gray shaded region indicates the 

window used for all other analyses. Triangle indicates minimum reaction time on visual trials. Blue line 

and shaded region indicates average time from target when the model performed better than 0.55. b) 

Same as a, for the auditory stimulus model. c-d) Same as a-b, for the choice models. 
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Supplemental Figure 5

Supplemental Figure 5 - Stimulus and choice weights are correlated within single-modality 

models, but are smaller in a combination model. a) Visual stimulus and choice weights for all late-

distractor responsive neurons (determined by bootstrapping model, R=0.63, p<0.0001). b) Same as 

a, for auditory weights (R=0.80, p<0.0001). c) Stimulus model was trained with a single modality or 

both modalities together and tested on visual (left) or auditory (right) trials. Each gray line is one 

experiment. Colored circles are above chance; Error is S.E.M. across sessions; p<0.05, paired t-test. 

d) Same as c, for the choice model. e) Weight magnitude (absolute value of the bootstrapped weight 

for each neuron) for visual (left), auditory (middle) and combination (right) stimulus models. One-way 

ANOVA with Tukey's post-hoc tests, p<0.01. f) Same as e, for the choice models. p<0.0001. 
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Supplemental Figure 6

Supplemental Figure 6 - Attention does not affect reaction time. a) Reaction times for mice with 

attention across valid and invalid visual trials matched for difficulty for each mouse; p=0.46, paired t-

test. Error is S.E.M. across mice. b) Same as a, for auditory trials; p=0.068, paired t-test. c) Reaction 

time across easy (black) and hard (gray) valid visual and auditory trials; *p<0.05, paired t-test. d) 

Visual trial reaction time across binned target orientation; p<0.01, one-way ANOVA. e) Same as d, for 

auditory trials across binned target amplitudes; p=0.66, one-way ANOVA.  
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