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#### Abstract

The factors guiding retrotransposon insertion site preference are not well understood. Different types of retrotransposons share common replication machinery and yet occupy distinct genomic domains. Autonomous long interspersed elements accumulate in gene-poor domains and their non-autonomous short interspersed elements accumulate in gene-rich domains. To determine genomic factors that contribute to this discrepancy we analysed the distribution of retrotransposons within the framework of chromosomal domains and regulatory elements. Using comparative genomics, we identified large-scale conserved patterns of retrotransposon accumulation across several mammalian genomes. Importantly, retrotransposons that were active after our sample-species diverged accumulated in orthologous regions. This suggested a conserved interaction between retrotransposon activity and conserved genome architecture. In addition, we found that retrotransposons accumulated at regulatory element boundaries in open chromatin, where accumulation of particular retrotransposon types depended on insertion size and local regulatory element density. From our results, we propose a model where density and distribution of genes and regulatory elements canalise the accumulation of retrotransposons. Through conservation of synteny, gene regulation and nuclear organisation, we have found that mammalian genomes follow similar evolutionary trajectories.


## Introduction

An understanding of the dynamics of evolutionary changes in mammalian genomes is critical for understanding the diversity of mammalian biology. Most work on mammalian molecular evolution is on protein coding genes, based on the assumed centrality of their roles and because of the lack of appropriate methods to identify the evolutionary conservation of apparently non-conserved, non-coding sequences. Consequently, this approach addresses only a tiny fraction (less than $2 \%$ ) of a species' genome, leaving significant gaps in our understanding of evolutionary processes $[1,2]$. In this report we describe how large scale positional conservation of non-coding, repetitive DNA sheds light on the possible conservation of mechanisms of genome evolution, particularly with respect to the acquisition of new DNA sequences.

Mammalian genomes are hierarchically organised into compositionally distinct hetero- or euchromatic large structural domains [3]. These domains are largely composed of mobile selfreplicating non-long terminal repeat (non-LTR) retrotransposons; with Long INterspersed Elements (LINEs) in heterochromatic regions and Short INterspersed Elements (SINEs) in euchromatic regions [4]. The predominant LINE in most mammals is the $\sim 6 \mathrm{~kb}$ long L1. This
autonomously replicating element is responsible for the mobilisation of an associated nonautonomous SINE, usually $\sim 300$ bp long. Together, LINEs and SINEs occupy approximately $30 \%$ of the human genome [2], replicate via a well characterised RNA-mediated copy-and-paste mechanism [5] and co-evolve with host genomes [6-8].

The accumulation of L1s and their associated SINEs into distinct genomic regions depends on at least one of two factors. 1) Each element's insertion preference for particular genomic regions and 2) the ability of particular genomic regions to tolerate insertions. According to the current retrotransposon accumulation model, both L1s and SINEs likely share the same insertion patterns constrained by local sequence composition. Therefore, their accumulation in distinct genomic regions is a result of region specific tolerance to insertions. Because L1s are believed to have a greater capacity than SINEs to disrupt gene regulatory structures, they are evolutionarily purged from gene-rich euchromatic domains at a higher rate than SINEs. Consequently, this selection asymmetry in euchromatic gene-rich regions causes L1s to become enriched in gene-poor heterochromatic domains [2, 9-11].

An important genomic feature, not explored in the accumulation model, is the chromatin structure that surrounds potential retrotransposon insertion sites. Retrotransposons preferentially insert into open chromatin [12,13], which is usually found overlapping gene regulatory elements. As disruption of regulatory elements can often be harmful, this creates a fundamental evolutionary conflict for retrotransposons: their immediate replication may be costly to the overall fitness of the genome in which they reside. Therefore, rather than local sequence composition and/or tolerance to insertion alone, retrotransposon accumulation is more likely to be constrained by an interaction between retrotransposon expression, openness of chromatin, susceptibility of a particular site to alter gene regulation, and the capacity of an insertion to impact on fitness.

To investigate the relationship between retrotransposon activity and genome evolution, we began by characterising the distribution and accumulation of non-LTR retrotransposons within placental mammalian genomes. Next, we compared retrotransposon accumulation patterns in five separate evolutionary paths by humanising the repeat content (see methods) of the chimpanzee, rhesus macaque, mouse and dog genomes. Finally, we analysed human retrotransposon accumulation in large hetero- and euchromatic structural domains, focussing on regions surrounding genes, exons and regulatory elements. Our results suggested that accumulation of particular retrotransposon families follows from insertion into open chromatin found adjacent to regulatory elements and depends on local gene and regulatory element density. From this we propose a refined retrotransposon accumulation model in which random insertion of retrotransposons is primarily constrained by chromatin structure rather than local sequence composition.

## Results

## Species selection and retrotransposon classification

We selected human, chimpanzee, rhesus macaque, mouse and dog as representative placental species because of their similar non-LTR retrotransposon composition (Fig. S1-S2) and phylogenetic relationships. Retrotransposon coordinates were obtained from the UCSC repeat masker tables $[14,15]$ and non-LTR retrotransposon families were grouped according to repeat type and period of activity as determined by genome-wide defragmentation [16]. Retrotransposons were placed into the following groups; new L1s, old L1s, new SINEs and ancient elements (for families in each group see Fig. S2). New L1s and new SINEs are retrotransposon families with high clade specificity and activity, while old L1s and ancient elements (SINE MIRs and LINE L2s) are retrotransposon families shared across taxa. We measured sequence similarity within retrotransposon families as percentage mismatch from family consensus sequences [17] and confirmed that our classification of retrotransposon
groups agreed with ancestral and clade-specific periods of retrotransposon activity (Fig. S3).

## Genomic distributions of retrotransposons

To analyse the large scale distribution of retrotransposons, we segmented each species genome into adjacent 1 Mb regions, tallied retrotransposon distributions, performed principal component analysis (PCA) and pairwise correlation analysis (see methods). From the PCA, we found that new SINEs and ancient elements strongly associated with the two major principal components (PC1 and PC2). Depending on this association we identified PC1 and PC2 as "New SINE PC" and "Ancient PC" respectively, or the converse (Fig. 1a). This showed that retrotransposon families from the same group accumulated in the same genomic regions. For all species examined, new SINEs were enriched in regions with few new L1s, and in all species except mouse - where ancient elements and old L1s were co-located - ancient elements were enriched in regions with few old L1s (Fig. 1a, S4). This mouse discordance has probably resulted from the increased genome turnover seen in the rodent lineage [18] disrupting the distribution of ancestral retrotransposon families (Fig. S1-S2). As the relationship between mouse clade-specific new retrotransposons is maintained, this discordance does not impact on downstream analyses. These results show that most genomic context associations between retrotransposon families are conserved across our sample species.

## Retrotransposon accumulation and chromatin environment

In human and mouse, LINEs and SINEs differentially associate with distinct chromatin environments [19]. To determine how our retrotransposon groups associate with chromatin accessibility, we obtained cell line Repli-Seq data [20] from the UCSC genome browser. RepliSeq measures the timing of genome replication during S-phase, where accessible euchromatic domains replicate early and inaccessible heterochromatic domains replicate late. Across our segmented human genome, we found a high degree of covariation between mean replication timing in HUVEC cells and New SINE PC scores (Fig. 1c), new SINEs associated with early replication and new L1s associated with late replication. This result is probably not specific to HUVEC cells alone, since early and late replicating regions from various independent cell lines exhibit a high degree of overlap (Fig. S5). In addition, by splitting L1s into old and new groups, we observed a strong association between replication timing and retrotransposon age that was not reported in previous analyses [21]. To confirm these results, we analysed retrotransposon accumulation at the boundaries of previously identified replication domains (RDs) [22]. We focused primarily on early replicating domain (ERD) boundaries rather than late replicating domain (LRD) boundaries. ERD boundaries mark the transition from open chromatin states to closed chromatin states and overlap with topologically associated domain (TAD) boundaries [21]. Consistent with our earlier results, significant density fluctuations at ERD boundaries were only observed for new L1s and new SINEs (Fig. 1c). Because RD timing and genomic distributions of clade-specific retrotransposons are both largely conserved across human and mouse [23], these results suggest that the relationship between retrotransposon accumulation and RD timing may be conserved across mammals.

## The genomic distribution of retrotransposons is conserved across species

Our results showed that the genomic distribution of retrotransposons was similar across species (Fig 1a). To determine whether our observations resulted from retrotransposon insertion into orthologous regions, we used coordinate mappings between species to humanise retrotransposon family distributions and PC scores (see methods). From this, we found that retrotransposon families in different species that identified as the same group, accumulated
in regions with shared common ancestry (Fig. S6-S9). In addition, humanised genome segments from the $20 \%$ tails of the New SINE and Ancient PC score distributions showed high degrees of genomic overlap and associated with human RDs as described above (Fig. 1b). With regard to sequence conservation and retrotransposon accumulation, regions enriched for ancient elements shared the highest degree of pairwise similarity across our species (Fig. S10-S11). This demonstrates that regions enriched for ancient elements have likely been preserved throughout mammalian evolution [24,25]. Our results are consistent with retrotransposon accumulation overlying a conserved ancient genome architecture.

## Retrotransposon insertion in open chromatin surrounding regulatory elements

Retrotransposons preferentially insert into open chromatin, yet open chromatin usually overlaps gene regulatory elements. As stated above, this creates a fundamental evolutionary conflict for retrotransposons: their immediate replication may be costly to the overall fitness of the genome in which they reside. To investigate retrotransposon insertion/accumulation dynamics at open chromatin regions, we analysed DNase1 hypersensitive activity across 15 cell lines in both ERDs and LRDs. DNase1 hypersensitive sites obtained from the UCSC genome browser [1] were merged into DNase1 clusters and DNase1 clusters overlapping exons were excluded. As replication is sometimes cell type-specific we also constructed a set of constitutive ERDs and LRDs (cERDs and cLRDs) (see methods). Based on previous analyses, cERDs and cLRDs likely capture RD states present during developmental periods of heritable retrotransposition [26]. Our cERDs and cLRDs capture approximately $50 \%$ of the genome and contain regions representative of genome-wide intron and intergenic genome structure (Fig. S12). In both cERDs and cLRDs, we measured DNase1 cluster activity by counting the number of DNase1 peaks that overlapped each cluster. We found that DNase1 clusters in cERDs were much more active than DNase1 clusters in cLRDs (Fig. 2a). Next, we analysed retrotransposon accumulation both within and at the boundaries of DNase1 clusters. Consistent with disruption of gne regulation by retrotransposon insertion, non-ancient retrotransposon groups were depleted from DNase1 clusters (Fig. 2b). Intriguingly, ancient element density in DNase1 clusters remained relatively high, suggesting that some ancient elements may have been exapted. At DNase1 cluster boundaries after removing interval size bias (Fig. S13-S14) (see methods), retrotransposon density remained highly enriched in cERDs and close to expected levels in cLRDs (Fig. 2c). This suggests that chromatin is likely to be open at highly active cluster boundaries where insertion of retrotransposons is less likely to disrupt regulatory elements. These results are consistent with an interaction between retrotransposon insertion, open chromatin and regulatory activity, where insertions into open chromatin only persist if they do not interrupt regulatory elements.

## Retrotransposon insertion size and regulatory element density

L1s and their associated SINEs differ in size by an order of magnitude, retrotranspose via the L1-encoded chromatin sensitive L1ORF2P and accumulate in compositionally distinct genomic domains $[12,13]$. This suggests that retrotransposon insertion size determines observed accumulation patterns. L1 and Alu insertions occur via target-primed reverse transcription which is initiated at the $3^{\prime}$ end of each element. With L1 insertion, this process often results in $5^{\prime}$ truncation, causing extensive insertion size variation and an over representation of new L1 $3^{\prime}$ ends, not seen with Alu elements (Fig. 3a). When we compared insertion size variation across cERDs and cLRDs we observed that smaller new L1s were enriched in cERDs and Alu elements showed no RD insertion size preference (Fig. 3b). The effect of insertion size on retrotransposon accumulation was estimated by comparing insertion rates of each retrotransposon group at DNase1 cluster boundaries in cERDs and cLRDs. We found that $A l u$ insertion rates at DNase1 cluster boundaries were similarly
above expected levels both in cERDs and cLRDs (Fig. 3c), whereas new L1 insertion rates at DNase1 cluster boundaries were further above expected levels in cERDs than cLRDs (Fig. 3d). By comparing the insertion rate of new L1s - retrotransposons that exhibited RD specific insertion size variation - we found a negative correlation between element insertion size and gene/regulatory element density. Thus smaller elements, such as Alu elements, accumulate more in cERDs than do larger elements, such as new L1s, suggesting that smaller elements are more tolerated.

## Retrotransposon insertion within gene and exon structures

Regulatory element organisation is largely shaped by gene and exon/intron structure which likely impacts the retrotransposon component of genome architecture. Therefore, we analysed retrotransposons and DNase1 clusters (exon overlapping and not exon overlapping) at the boundaries of genes and exons. Human RefSeq gene models were obtained from the UCSC genome browser and both intergenic and intronic regions were extracted (Table S4). At gene (Fig. 4a) and exon (Fig. 4b) boundaries, we found a high density of exon overlapping DNase1 clusters and depletion of retrotransposons. This created a depleted retrotransposon boundary zone (DRBZ) specific for each retrotransposon group, a region extending from the gene or exon boundary to the point where retrotransposon levels begin to increase. The size of each DRBZ correlated with the average insertion size of each retrotransposon group, suggesting larger retrotransposons may have a greater capacity to disrupt important structural and regulatory genomic features. We also found that in cERDs the $5^{\prime}$ gene boundary Alu DRBZ was larger than the $3^{\prime}$ gene boundary Alu DRBZ. This difference was associated with increased exon overlapping DNase1 cluster density at $5^{\prime}$ gene boundaries in cERDs (Fig. 4a), emphasising the importance of evolutionary constraints on promoter architecture. For ancient elements, their interval size corrected density approximately 1 kb from the $5^{\prime}$ gene boundary was significantly higher than expected. This increase is consistent with exaptation of ancient elements into regulatory roles [27] (Fig. S15-S18). Moreover, the density peak corresponding to uncorrected ancient elements also overlapped with that of not exon overlapping DNase1 clusters (Fig. 4a). Collectively, these results demonstrate the evolutionary importance of maintaining gene structure and regulation and how this in turn has canalised similar patterns of accumulation and distribution of retrotransposon families in different species over time.

## Discussion

In our study, we compared several mammalian genomes and analysed chromatin structure at both small and large scales to better characterise retrotransposon accumulation. Our genome-wide comparisons across species were consistent with previous analyses that reported high levels of positional conservation for L1s and their associated SINEs [28, 29]. Because new L1s and new SINEs underwent periods of activity after each of our sample species diverged form a common ancestor [16], our observations are likely the result of a conserved interaction between retrotransposon activity and genome architecture. Previous analyses have attempted to capture this interaction through various retrotransposon accumulation models [2]. Based on large-scale conservation of genome architecture and GC content [28, 29], the current model of retrotransposon accumulation suggests that random insertion of L1s and SINEs are similarly constrained by local sequence composition, where L1s are quickly purged from gene-rich regions via purifying selection at a higher rate than SINEs [9-11]. However, this model fails to account for the demonstrated impact of chromatin structure on insertion site preference [12,13].

From analysing retrotransposon architecture and local chromatin structure we found that 1) following preferential insertion into open chromatin domains, retrotransposons were 64 6 6
tolerated adjacent to regulatory elements where they were less likely to cause harm; 2) element insertion size was a key factor affecting retrotransposon accumulation, where large elements accumulated in gene poor regions where they were less likely to perturb gene regulation; and 3) insertion patterns surrounding regulatory elements were persistent at the gene level. Based on these results, we propose a significant change to the current retrotransposon accumulation model; rather than random insertion constrained by local sequence composition, we propose that insertion is instead primarily constrained by local chromatin structure. Following this, L1s and SINEs both preferentially insert into gene/regulatory element rich euchromatic domains, where L1s with their relatively high mutational burden are quickly eliminated via purifying selection at a much higher rate than SINEs. Over time this results in an enrichment of SINEs in euchromatic domains and an enrichment of L1s in heterochromatic domains.

## Conclusions

In conjunction with large scale conservation of synteny [30], gene regulation [31] and the structure of RDs/TADs [23,32], our findings suggest that large scale positional conservation of old and new non-LTR retrotransposons results from their association with the regulatory activity of large genomic domains. From this, we conclude that similar constraints on insertion and accumulation of retrotransposons in different species can define common trajectories for genome evolution.

## Methods

## Within species comparisons of retrotransposon genome distributions

Retrotransposon coordinates for each species were initially identified using RepeatMasker and obtained from UCSC genome browser (Table S1) [14, 15]. We grouped retrotransposon elements based on repeat IDs used in Giordano et al [16]. Retrotransposon coordinates were extracted from hg19, mm9, panTro4, rheMac3, and canFam3 assemblies. Each species genome was segmented into 1 Mb regions and the density of each retrotransposon family for each segment was calculated. From this, each species was organised into an $n$-by- $p$ data matrix of $n$ genomic segments and $p$ retrotransposon families. Genome distributions of retrotransposons were then analysed using principle component analysis (PCA) and correlation analysis. For correlation analysis, for each retrotransposon family we calculated Pearson's correlation coefficient for each retrotransposon family across our genome segments.

## Across species comparisons of retrotransposon genome distributions

To compare genome distributions across species, we humanised a query species genome using mapping coordinates extracted from net AXT alignment files located on the UCSC genome browser (Table S1). First, genomes were filtered by discarding segments below a minimum mapping fraction threshold, removing poorly represented regions (Fig S19a). Next, we used mapping coordinates to match fragments of query species segments to their corresponding human segments (Fig S19b). From this, the retrotransposon content and PC scores of the matched query segments were humanised following equation 1 (Fig S19c).

$$
\begin{equation*}
c_{i}^{*}=\frac{\sum_{j} c_{i j} l_{j}^{Q} / q_{j}}{\sum_{j} l_{j}^{R} / r} \tag{1}
\end{equation*}
$$

where $c_{i j}$ is the density of retrotransposon family $i$ in query segment $j, l_{j}^{Q}$ is the total length of the matched fragments between query segment $j$ and the reference segment, $l_{j}^{R}$ is the total length of the reference segment fragments that match query segment $j, q_{j}$ is the total length
of the query segment $j$, and $r$ is the total length of the reference segment. The result $c_{i}^{*}$ is the humanised coverage fraction of retrotransposon family $i$ that can now be compared to a specific reference segment. Once genomes were humanised, Pearson's correlation coefficient was used to determine the conservation between retrotransposon genomic distributions (Fig S19d). Using the Kolmogorov-Smirnov test, we measured the effect of humanising by comparing the humanised query retrotransposon density distribution to the query filtered retrotransposon density distribution (Fig S19e). The same was done to measure the effect of filtering by comparing the segmented human retrotransposon density distribution to the human filtered retrotransposon density distribution (Fig S19f). Spatial correlations and the P -values from measuring the effects of humanising and filtering were integrated into a heatmap (Fig S19g). The entire process was repeated several times at different minimum mapping fraction thresholds to optimally represent each retrotransposon families genomic distribution in a humanised genome (fig S20).

## Replication timing boundaries and constitutive replication timing domains

ERDs, LRDs, and timing transition regions (TTRs) for each dataset were previously identified using a deep neural network hidden Markov model (Table S2) [22]. To determine RD boundary fluctuations of retrotransposon density, we defined ERD boundaries as the boundary of a TTR adjacent to an ERD. ERD boundaries from across each sample were pooled and retrotransposon density was calculated for 50 kb intervals from regions flanking each boundary 1 Mb upstream and downstream. Expected density and standard deviation for each retrotransposon group was derived from a background distribution generated by calculating the mean of 500 randomly sampled 50 kb genomic bins within 2000 kb of each ERD boundary, replicated 10000 times. We also obtained Repli-Seq replication timing profiles from the UCSC genome browser as a wavelet signal (Table S2) [33]. For each of our 50 kb intervals we calculated the mean replication timing from across each Repli-Seq sample. To identify cERDs and cLRDs, ERDs and LRDs classified by Liu et al [22] across each cell type were split into 1 kb intervals to find the intersection. If the classification of 12 out of 16 samples agreed at a certain region, we classified that region as belonging to a cERDs or a cLRDs, depending on that region's majority classification.

## DNase1 cluster identification and activity

DNase1 sites across 15 cell lines were found using DNase-seq and DNase-chip as part of the open chromatin synthesis dataset for ENCODE (Table S3) [1]. Regions where P-values of contiguous base pairs were below 0.05 were identified as significant DNase1 hypersensitive sites [1]. From this we extracted significant DNase1 hypersensitive sites from each sample and pooled them. DNase1 hypersensitive sites were then merged into DNase1 clusters. Cluster activity was calculated as the number of total overlapping pooled DNase1 hypersensitive sites. We also extracted intervals between adjacent DNase1 clusters to look for enrichment of retrotransposons at DNase1 cluster boundaries.

## Extraction of intergenic and intron intervals

hg19 RefSeq gene annotations obtained from UCSC genome browser were used to extract a set of introns and intergenic intervals (Table S4). RefSeq gene annotations were merged and intergenic regions were classified as regions between the start and end of merged gene models. We used the strandedness of gene model boundaries to classify adjacent intergenic region boundaries as upstream or downstream. We discarded intergenic intervals adjacent to gene models where gene boundaries were annotated as both + and - strand. Regions between adjacent RefSeq exons within a single gene model were classified as introns. Introns
interrupted by exons in alternatively spliced transcripts and introns overlapped by other gene models were excluded. Upstream and downstream intron boundaries were then annotated depending on the strandedness of the gene they were extracted from.

## Interval boundary density of retrotransposons

Intervals were split in half and positions were reckoned relative to the feature adjacent boundary, where the feature was either a gene, exon, or DNase1 cluster (Fig S21). To calculate the retrotransposon density at each position, we measured the fraction of bases at each position annotated as a retrotransposon. Next, we smoothed retrotransposon densities by calculating the mean and standard deviation of retrotransposon densities within an expanding window, where window size grew as a function of distance from the boundary as position depth decreased. This made it possible to accurately compare the retrotransposon density at positions where retrotransposon insertions were sparse and density levels at each position fluctuated drastically. At positions with a high base pair density a small window was used and at positions with a low base pair density a large window was used Expected retrotransposon density $p$ was calculated as the total proportion of bases covered by retrotransposons across all intervals. Standard deviation at each position was calculated as $\sqrt{n p q}$, where $n$ is the total number of bases at a given position and $q$ is equal to $1-p$.

## Interval size bias correction of retrotransposon densities

Interval boundary density is sensitive to retrotransposon insertion preferences into intervals of a certain size (Fig S22). To determine interval size retrotransposon density bias, we grouped intervals according to size and measured the retrotransposon density of each interval size group. Retrotransposon density bias was calculated as the observed retrotransposon density of an interval size group divided by the expected retrotransposon density, where the expected retrotransposon density is the total retrotransposon density across all intervals Next, using the intervals that contribute to the position depth at each position adjacent to feature boundaries, we calculated the mean interval size. From this we corrected retrotransposon density at each position by dividing the observed retrotransposon density by the retrotransposon density bias that corresponded with that position's mean interval size.

## Software and data analysis

All statistical analyses were performed using R [34] with the packages GenomicRanges [35] and rtracklayer [36]. R scripts used to perform analyses can be found at: https://github.com/AdelaideBioinfo/retrotransposonAccumulation .
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## Figures



Figure 1. Large-scale genome distributions of retrotransposons are strongly associated with replication timing and conserved in distant mammalian species. a, PCA of non-human genome retrotransposon content, each vector loading has been coloured according to the retrotransposon group it represents. PC1 and PC2 have been renamed according to the retrotransposon group whose variance they principally account for. $\mathbf{b}, \mathrm{PCA}$ of human retrotransposon content and mean genome replication timing in HUVEC cells. $\mathbf{c}$, Retrotransposon density per non-overlapping 50 kb intervals from a pooled set of ERD boundaries across all 16 cell lines. Black dashed lines indicate 2 standard deviations from the mean (solid horizontal black line). Red line indicates mean replication timing across all samples. d, $20 \%$ tails of New SINE and Ancient PC scores of humanised genomes plotted against human, large ERDs ( $>2 \mathrm{Mb}$ ) from HUVEC cells are marked in red. Species from centre are human, chimpanzee, rhesus macaque, mouse and dog.


Figure 2. Retrotransposon accumulation occurs in open chromatin near regulatory regions. a, The activity of DNase1 clusters in cERDs and cLRDs. DNase1 clusters were identified by merging DNase1 hypersensitive sites across 15 tissues. Their activity levels were measured by the number of DNase1 hypersensitive sites overlapping each DNase1 cluster. b, Retrotransposon density of non-exonic regions and DNase1 clusters in cERDs and cLRDs. c, Observed minus expected retrotransposon density at the boundary of DNase1 clusters corrected for interval size bias (see methods). Expected retrotransposon density was calculated as each group's non-exonic total retrotransposon density across cERDs and cLRDs. A confidence interval of 3 standard deviations from expected retrotransposon density was also calculated, however the level of variation was negligible.
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Figure 3. Retrotransposon insertion size is inversely proportional to local regulatory element density. a, Observed to expected ratio of retrotransposon position coverage depth measured from consensus $3^{\prime}$ end. Expected retrotransposon position coverage depth was calculated as total retrotransposon coverage over consensus element length. We used 6 kb as the consensus new L1 length and 300 bp as the consensus Alu length. b, New L1 and Alu position density ratio (cERDs:cLRDs). c, Alu and d, new L1 observed over expected retrotransposon insertion rates at DNase1 cluster boundaries in cERDs and cLRDs. Insertion rates were measured by prevalence of $3^{\prime}$ ends and expected levels were calculated as the per Mb insertion rate across cERDs and cLRDs.


Figure 4. Retrotransposon accumulation within intergenic and intronic regions correlates with the distribution of DNase1 clusters. Density of DNase1 clusters and retrotransposons at each position upstream and downstream of genes and exons in a, intergenic and b, intronic regions. For DNase1 clusters, dotted lines represent exon overlapping clusters and solid lines represent not exon overlapping clusters. For retrotransposons, solid lines represent the uncorrected retrotransposon density at exon and gene boundaries. Bar plots show expected retrotransposon density across cERDs and cLRDs. Highlighted regions outline DRBZs, regions extending from the gene or exon boundary to the point where retrotransposon levels begin to increase.

