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Abstract

Processing of airborne vibration signals in the auditory system is essential for honeybee 1

communication through the waggle dance language. Properties of neurons in the honeybee 2

primary auditory center suggest a circuitry of excitatory and inhibitory neurons encoding 3

these communication signals. To test this assumption, we simulated this network and 4

analyzed the predicted responses for different types of inputs. In particular, we investigated 5

the effect of specific inhibitory connections in the network. The results indicate that the 6

experimentally observed responses of certain interneuron types are compatible with an 7

inhibitory network of vibration processing in the primary auditory center of the honeybee. 8

Introduction 9

Waggle dance and the honeybee primary auditory center 10

One of many fascinating behaviors of the honeybee is the “Waggle Dance”, which is used 11

by returning forager honeybees to advertise the location of beneficial resources like food, 12

water and pollen among hive mates (Von Frisch 1967). The waggle dance consists of the 13

“waggle phase” during which the honeybee walks in a specific direction wagging its body 14

and flapping its wings, and a “return phase” during which it returns along a curved path to 15

the start of the waggle phase. The waggle phase represents the flight path of the bee from 16

the hive to resource, encoding the distance and direction of the resource in its duration 17

and orientation, respectively. During the waggle phase, body and wing movements of the 18

dancer honeybee produce pulses of air vibrations of specific frequency (≈265 Hz), duration 19

(≈16 ms) and inter-pulse-interval (≈33 ms) (Wenner 1962). These “sounds” are 20

important for successful recruitment of foragers (Barth et al. 2005; Michelsen 2003) and 21

are sensed by follower bees using the Johnston’s Organ (JO) in their antennae. Sensory 22

neurons in the JO transduce air vibrations into neural signals (Tsujiuchi et al. 2007) and 23

convey them to the honeybee brain, specifically to the Dorsal Lobe (DL), the dorsal Sub 24

Esophageal ganglion (dSEG) and the medial Posterior Protocerebral Lobe (mPPL) (Ai 25

et al. 2009), the regions forming the primary auditory center (PAC) of the honeybee brain. 26
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Experimental results about PAC neurons 27

Experimental studies have identified several vibration-sensitive neurons in the honeybee 28

PAC and characterized their morphological projections and physiological responses along 29

with those of the JO sensory afferents (Ai et al. 2009; Ai et al. 2016; Ai et al. in prep.). 30

The JO sensory afferents that project into the DL responded to sinusoidal vibration stimuli 31

by producing spikes with high probability at a fixed phase of the input (unpublished data). 32

DL-Int-1, a local inhibitory interneuron that arborizes in the DL, dSEG and mPPL, showed 33

close proximity to JO sensory afferents (Ai and Hagio 2013) and responded to 34

one-second-long continuous sinusoidal vibration with on-phasic excitation and tonic 35

inhibition followed by post-inhibitory rebound (Ai et al. 2009). DL-Int-2, an excitatory 36

output neuron that arborizes in the DL, dSEG, central PPL and the lateral protocerebrum 37

(LP), also showed close proximity to JO sensory afferents (Ai and Hagio 2013). It 38

responded to one-second-long continuous sinusoidal vibration with on-phasic and tonic 39

excitation. For stimulation with trains of vibration pulses with different pulse duration and 40

inter-pulse-interval (IPI) values (Ai et al. 2016; Ai et al. in prep.), DL-Int-1 showed a 41

reduced spiking rate caused by strong inhibition for pulse trains of IPI shorter than 33 ms, 42

which gradually increased for stimulus trains of higher IPIs. In contrast, DL-Int-2 showed 43

higher spiking rates for pulse trains of IPI up to 33 ms, which reduced for pulse trains of 44

higher IPI. 45

Putative Network model 46

The response properties, together with projection patterns and immunohistochemistry, 47

suggested a disinhibitory network involving DL-Int-1 and DL-Int-2 (Fig 1A; Ai et al. in 48

prep.). In this model, sensory afferents from the JO are assumed to form excitatory 49

synapses onto both DL-Int-1 and DL-Int-2. The delayed tonic inhibition shown by 50

DL-Int-1 is assumed to be the result of a local inhibitory neuron that is driven by JO 51

sensory afferents. Since DL-Int-1 is GABAergic and has boutons in the DL and dSEG 52

where DL-Int-2 arborizes (Ai et al. 2009), an inhibitory synapse is assumed from DL-Int-1 53

to DL-Int-2. 54

To test these assumptions and investigate the role of inhibition and disinhibition in 55

vibration processing in the honeybee, we used phenomenological neuron models of 56

DL-Int-1 and DL-Int-2 and simulated different interneuron circuits with variants of 57

inhibitory connections. 58

Methods 59

Choice of neuron and synapse models 60

Since very little is known about the membrane properties of DL-Int-1 and DL-Int-2, point 61

neuron models were chosen instead of more detailed models. The AdExp model is well 62

understood (Touboul and Brette 2008) and can replicate a wide variety of neural responses 63

with few parameters (Rossant et al. 2011; Kremer et al. 2011; Vogels et al. 2011). The 64

double-exponential synaptic conductance model (Carnevale and Hines 2006) is a good 65

approximation for experimentally observed synaptic traces (e.g.: Häusser and Roth 1997; 66

Zsiros and Hestrin 2005). It provides parameters to independently control the rise and fall 67

time constants and synaptic strength, which was specifically useful to implement the 68

single-neuron properties of DL-Int-1 and DL-Int-2. 69
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Figure 1. A, The network model used for the simulation. DL-Int-1 and DL-Int-2 were mod-

eled as point neurons using the Adaptive Exponential Model and the synaptic conductances

were modeled as difference of exponentials. B, Example simulation traces for a continuous

sinusoidal stimulus of length 30 ms and frequency 265 Hz. The membrane potential traces

for DL-Int-1 and DL-Int-2 are shown in the left column with their excitatory and inhibitory

synaptic currents in the right column.

Model implementation 70

JO sensory neurons were assumed to spike at the positive peak of the input sinusoidal 71

vibration stimulus. DL-Int-1 and DL-Int-2 were modeled as point neurons with their 72

membrane potentials simulated using the Adaptive Exponential Integrate-and-fire (AdExp) 73

model (Naud et al. 2008) (Fig 2). These membrane potential calculations included 74

synaptic input currents, which which were calculated from their conductances. Synaptic 75

conductances were simulated using difference of exponentials functions, based on the 76

Exp2Syn model of the simulator NEURON (Carnevale and Hines 2006; RRID:SCR 005393) 77
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(Fig 3). 78

Simulation setup and stimuli used 79

The network model described above was implemented using the simulator Brian version 80

2.0.1 (Stimberg et al. 2014;RRID:SCR 002998) in Python. An integration step size of 81

0.1 ms was used and all simulation runs had a “settling time” of 600 ms, after which 82

stimuli were applied. Similar to experimental studies (Ai et al. 2009; Ai et al. 2016; Ai 83

et al. in prep.), continuous sinusoidal stimuli with stimulus frequency 265 Hz and different 84

stimulus durations were used, along with trains of sinusoidal pulses of stimulus frequency 85

265 Hz and different combinations of pulse durations and IPI values. The pulse parameters 86

were chosen around the waggle dance parameters of 16ms pulse duration and 33 ms IPI. 87

The code used to simulate this network is available on Github at 88

https://github.com/wachtlerlab/HB-PAC˙disinhibitory˙network. 89

Tuning model parameters 90
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Figure 2. A, Equations of the Adaptive Exponential integrate-and-fire (AdExp) point

neuron model used for DL-Int-1 and DL-Int-2. B, Description of the parameters of the

equations in A. C, The set of parameters that were used in the simulations.

Parameters of the DL-Int-1 model and its inputs synapses were chosen to qualitatively 91

reproduce the response characteristics of DL-Int-1. In particular, membrane and 92

adaptation parameters of DL-Int-1 were tuned to produce non-zero spontaneous firing 93

rate. The temporal dynamics of excitatory and inhibitory input synapses were adjusted by 94

controlling their rise and fall time constants and their delays to qualitatively reproduce the 95

temporal pattern of DL-Int-1’s response to continuous sinusoidal pulses, i.e., its on-phasic 96

excitation, tonic inhibition and rebound. Further, the strengths of input synapses along 97

with the parameters that affect the neuron’s excitability, viz., gL and a, were adjusted to 98

4/10

certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was notthis version posted July 5, 2017. ; https://doi.org/10.1101/159533doi: bioRxiv preprint 

https://scicrunch.org/resources/Any/record/nlx_144509-1/4d547f41-0f87-50c7-a54f-d79345036e27/search?q=SCR_002998
https://github.com/wachtlerlab/HB-PAC_disinhibitory_network
https://doi.org/10.1101/159533
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Figure 3. A, Equations of the difference of exponentials synaptic conductance model used

for the excitatory and inhibitory synapses. B, Description of the model parameters. C,

The set of parameters that were used for simulations.

qualitatively reproduce the response patterns of DL-Int-1 to trains of vibration pulses while 99

retaining its tuned response to continuous pulses. Parameters of DL-Int-2 were assumed 100

to be same as DL-Int-1 except for one adaptation parameter, τw , which was adjusted to 101

account for the zero spontaneous firing rate and on-phasic and tonic excitation properties 102

of this neuron type. The excitatory input synapse of DL-Int-2 had the same temporal 103

dynamics as those of DL-Int-1, while its inhibitory input synapse was modified to have 104

faster dynamics. The strengths of these synapses were tuned to qualitatively replicate 105

DL-Int-2’s response properties to trains of vibration pulses. All tuning parameters are listed 106

along with their descriptions in Figs. 2 (neuron parameters) and 3 (synapse parameters). 107
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Results 108

Qualitative replication of experimental results 109

Results for simulations of the neurons with a continuous sinusoidal vibration stimulus of 110

1 s are shown in Fig 4. The simulated membrane potential traces of DL-Int-1 showed 111

non-zero spontaneous activity, on-phasic excitation, tonic inhibition and rebound, 112

qualitatively very similar to experimental traces (see Figs 6 and 7 of Ai et al. 2009). The 113

simulated membrane potential changes of DL-Int-2 showed zero spontaneous activity, 114

on-phasic and tonic inhibition. 115

Figure 4. Responses of DL-Int-1 and DL-Int-2 to continuous sinusoidal vibration stimuli

of frequency 265Hz. DL-Int-1 showed non-zero spontaneous activity, on-phasic excitation

and tonic inhibition followed by post inhibitory rebound. DL-Int-2 showed zero spontanous

activity, on-phasic and tonic excitation.

Membrane potential traces of DL-Int-1 for different trains of sinusoidal pulses are 116

summarized in Fig. 5. Simulations showed low spiking rates for pulse trains of IPI shorter 117

than 33 ms and increasingly higher spike rates for pulse trains with IPIs above 33 ms. 118

Significance of Inhibitory synapse from DL-Int-1 to DL-Int-2 119

A summary of simulated membrane potential traces of DL-Int-2 in response to pulse trains 120

with different pulse parameters is shown in Fig. 6 (blue). DL-Int-2 responded to pulse 121

trains with IPIs shorter than 33 ms with high spike rates, which reduced for trains with 122

longer IPIs. The significance of the inhibitory connection from DL-Int-1 to DL-Int-2 was 123

tested by silencing this inhibitory input in the model. With the inhibitory input from 124

DL-Int-1 absent, DL-Int-2 showed high firing rates for all pulse parameters (Fig6, red). 125

Since DL-Int-1 had low firing rate for pulse trains with short intervals, it did not affect the 126

response of DL-Int-2 for these input parameters. However, DL-Int-1 showed higher spiking 127

rate for pulse trains of IPI greater than 33 ms and hence could affect the response of 128

DL-Int-2. 129
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Figure 5. Simulated responses of DL-Int-1 to trains of vibration pulses of different pulse

durations and pulse intervals. Spikes corresponding to the blue membrane potential traces

are shown using short blue vertical lines. The model showed very low spiking rates for lower

pulse intervals and higher spiking rates for higher pulse intervals. Increasingly stronger

sub-threshold oscillations were observed for increasing pulse interval values.

Discussion 130

In this study, we simulated a hypothesized network of interneurons in the honeybee primary 131

auditory center to test its consistency with experimentally observed responses. Simulations 132

qualitatively reproduced the membrane potential traces of the interneurons to continuous 133

vibration stimuli as well as trains of vibration pulses, suggesting that the hypothesized 134

network model could underlie the experimental observations. 135

Since the simulation results of this study are only qualitative, and in particular the 136

parameters of the model neurons were not directly measured experimentally, the results 137

confirm the consistency, but do not imply the necessity, of the assumed circuitry. For 138

example, the same behavior might potentially be observed in a network with different 139

circuitry, possibly requiring different neuron properties. However, building and testing such 140

models would require more experimental data. 141

This simulation study is a first step towards understanding the neural circuitry that 142

underlies auditory processing in the honeybee. Although the simulated model provides 143

instructive insights like the level of required excitability of the interneurons and the 144

interplay between excitatory and inhibitory synaptic currents for producing the observed 145

experimental traces, they do no explain all the observed features of experimental responses 146
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Figure 6. Simulated responses of DL-Int-2 to trains of vibration pulses of different pulse

intervals and durations for the cases where the inhibition from DL-Int-1 is present (blue)

and absent (red). Spikes corresponding to the membrane potential traces are shown using

short vertical lines of corresponding colors. With the DL-Int-1 inhibition present (blue), the

model showed high firing rate for short pulse intervals which gradually reduced for higher

pulse intervals, consistent with experimental observations. Such a reduction in firing rate

for higher pulse intervals is not seen for the case without DL-Int-2 inhibition (red).

to all the stimulus patterns used. More extensive testing and comparison of more complex 147

models would be required, which however would require more information about synaptic 148

connectivity and individual membrane properties of the interneurons of the honeybee 149

primary auditory center. 150

Conclusion 151

We have simulated a network model of identified neurons in the primary auditory center of 152

the honeybee brain, to investigate the potential role of inhibitory connections and in 153

particular to test the assumption of a disihibitory network of auditory processing in the 154

honeybee. The results show that such a network model is compatible with the 155

experimental data. The principles underlying the network model could help to better 156

understand auditory processing in the honeybee brain. 157
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