Analog nitrogen sensing in *Escherichia coli* enables high fidelity information processing
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Abstract

The molecular reaction networks that coordinate the response of an organism to changing environmental conditions are central for survival and reproduction. *Escherichia coli* employs an accurate and flexible signalling system that is capable of processing ambient nitrogen availability rapidly and with high accuracy. Carefully orchestrated post-translational modifications of PII and the glutamine synthetase allow *E. coli* to trace nitrogen availability in a continuous, decidedly non-digital fashion. We measure the dynamic proteomic and metabolomic responses to trace the analog computations, and use an information theoretical framework to characterize the information capacity of *E. coli*’s nitrogen sensing network: we find that this system can transmit up to 9 bits of information about the nitrogen state. This allows cells to respond rapidly and accurately even to small differences in metabolite concentrations.

Supplementary Information is available at http://sysbiosig.org/download/ansecoli/.

INTRODUCTION

Post-translational modifications (PTMs) play a pivotal role in cell signalling, allowing rapid responses through reversible modifications of proteins. Reversible covalent modifications at specific protein residues allow for rapid (and low-metabolic burden) signalling and regulation (Khoury *et al.*, 2011). One of the best-studied bacterial PTM systems is the bicyclic nucleotidylation cascade of PII and glutamine synthetase (GS) that regulates responses to environmental nitrogen concentrations in *Escherichia coli*. Nitrogen-status-dependent uridylylation of PII controls GS adenylylation and activity (Fig. 1A) (van Heeswijk *et al.*, 2013). Glutamine (GLN) signals nitrogen sufficiency through binding to the bifunctional uridylyl–transferase/removase (UT/UR), stimulating the de-uridylylation of PII-UMP. PII acts on the bifunctional adenyl–transferase/removase (AT/AR) of GS, where PII stimulates the transfer and PII-UMP the removase functions of AT/AR. αKetagluturatal (αKG) binds to PII, changing its regulatory capacity so that the GS adenylylation state depends on both GLN and αKG, which together define the nitrogen status. In response to changes in the nitrogen status PII also regulates the two-component nitrogen regulators NtrB/NtrC (Bueno *et al.*, 1985; Wedel *et al.*, 1990), thereby directly controlling transcription of 45 genes in response to nitrogen starvation, including the gene coding for GS, *glnA* (Zimmer *et al.*, 2000). While the whole system can be qualitatively understood on the basis of the regulatory connections (Fig. 1A), mathematical approaches are needed to allow us to quantitatively understand and model how the system responds to different nitrogen levels (Bruggeman *et al.*, 2005; Yuan *et al.*, 2009; Ma *et al.*, 2009; Okano *et al.*, 2010; Hart *et al.*, 2011; Lodeiro & Melgarejo, 2008). Such models provide a mechanistic and testable description of the dynamics at the level of populations of cells.
Studies that quantify information capacity of bacterial signalling circuits beyond chemotaxis (Kollmann et al., 2005; Endres & Wingreen, 2009) and quorum sensing (Mehta et al., 2009) are not available. Particularly, none of the PTM systems have been analysed in this context.

Experiments on mammalian single cells (Cheong et al., 2011; Uda et al., 2013) reveal that their signalling machinery is capable of transmitting the information needed to take binary decisions.

Quantitative measurements of modification states of signal transduction proteins are only rarely available. In particular, we lack experimental techniques to obtain measurements of metabolite changes and/or molecular noise at the level of single bacterial cells. Therefore, if we wish to investigate how molecular responses to environmental changes are orchestrated we either have to rely on partial single cell measurements of a few selected molecular protein species but without access to PTMs or metabolite abundances; or we use comprehensive population-level experimental measurements and analyse the resulting mechanistic model of the stress response. Here we opt for the latter and integrate population measurements with available knowledge regarding noise in similar systems to show that the bacterial PTM system has the potential to precisely and rapidly process information and to distinguish quantitatively different signals in order to infer the ambient nutrient availability.

We use a combination of experimental methods to provide quantitative data to parameterize the models, including targeted proteomics and NMR analysis of metabolites. We directly measure the absolute amounts of PII, PII-UMP, GS, GS-AMP, GLN, and αKG in responses to perturbations in nitrogen availability in vivo, and use the data to probe the dynamics within this biological control system.

This molecular machinery allows the cell to process information in a way that can be cast in the language of Bayesian inference. We demonstrate that a direct relation between signalling and Bayesian statistical methodology provides a general conceptual, quantitative and computational framework for the analysis of information processing in biochemical circuits, and derive widely applicable insights into how biological organisms can achieve (near-)optimal signal transduction using solely molecular interactions and reactions.

RESULTS
Experimental Setup

The nitrogen status of Escherichia coli is predominantly given by the abundances of assimilated nitrogen in the form of glutamine (GLN), and of the Krebs cycle metabolite α-ketoglutarate (αKG). In order to capture the PTM changes of PII and GS in response to changes in nitrogen status, we grew wild-type E. coli (NCM3722) in batch culture in defined minimal media with an initial 3 mM NH₄Cl concentration (Fig. 2A) (Schumacher et al., 2013). This concentration gives a nitrogen replete-condition at the beginning of growth, but as cells multiply the NH₄⁺ is increasingly consumed, resulting in nitrogen limitation and then starvation (run out). Following 40 minutes of starvation, fresh NH₄Cl (3 mM) is added (spike). We sampled at nine time points across this process (with the timing of the spike defining the t=0 time point) in order to capture the complete transition from NH₄Cl-replete to NH₄Cl starvation, and back to nitrogen-replete status (Fig. 2A), and then measured these samples for key metabolite and protein concentrations.

Simultaneous measurements of metabolites and post-translational states of signalling proteins reveals sensitivity of the pathway

LC-MRM-MS can be used to directly measure targeted post-translational modifications, including phosphorylation, acetylation, methylation and ubiquitination (Picotti & Aebersold, 2012). The precise quantification of post-translational modifications in complex biological samples remains challenging for a combination of reasons, including the instability of modified peptides, incomplete protein extraction, incomplete proteolysis and artifactual protein modifications (Aebersold et al., 2013). Here we use a recently reported robust sample preparation protocol for LC-MRM-MS using labelled whole proteins as internal standards rather than individual peptides or polypeptides (protein standard absolute quantification, PSAQ), which to a large degree avoids these problems (Schumacher et al., 2013). We can directly and reproducibly measure the abundance of both the modified and un-modified PII and GS peptides (see Supplementary Information) and thus calculate the number of PII and GS molecules per cell (Fig. 2B). We also calculate...
the numbers of GLN and αKG molecules per cell based on NMR measurements. As expected (Ninfa et al., 2000; Yuan et al., 2009), PII uridylylation levels are inversely correlated with both intracellular GLN concentrations and the levels of GS adenylylation. To probe the model depicted in Figs. 1. and 3, and to capture the coupling of PII uridylylation with GS adenylylation in vivo, we generated a NCM3722ΔglnD knock-out mutant (glnD codes for UT/UR), which shows that when PII uridylylation is lost, GS adenylylation is no longer dependent on GLN levels (Fig. 2C). The rapid changes in protein PTMs, clearly related to metabolite changes, not only indicate the wide range of PII and GS PTM states that can be measured under our experimental conditions, but also demonstrate that our sampling and analysis pipeline provides high-quality data without substantial losses of PTMs.

To determine the responsiveness of PII and GS PTMs to changes in GLN and αKG levels, we calculate the levels of PII and GS PTMs, taking into account the total PII and GS concentrations. As expected, for the constitutively transcribed glnB (glnB codes for PII), PII levels remain constant over the time course. GS levels increase by approximately 2.3 fold over the course of the experiments, as NH₄⁺ starvation induces glnA expression. The relative PII-UMP and GS-AMP levels are a function of the intracellular GLN concentration and the GLN/αKG ratio, since the fraction of PII-UMP should exclusively depend on GLN, whereas the relative GS-AMP levels depend on the GLN/αKG ratio. We observe an inverted sigmoidal relationship between GLN and PII-UMP levels (Fig. 2D), with a responsive range between 0.2 mM and 0.85 mM GLN (1.2×10⁴ – 5.1×10⁴ molecules per cell). GS-AMP is responsive at higher GLN concentrations (0.4 mM), with a clear sigmoidal dependency both with regards to GLN levels and the GLN/αKG ratio, providing evidence of an underlying cooperative mechanism of GS. In the NCM3722ΔglnD mutant, GLN sensing is uncoupled and these dependencies are lost; nevertheless we still find higher GS-AMP levels in samples with low αKG levels, indicating that in NCM3722ΔglnD, un-uridylylated PII bound to αKG can modulate the AT/AR activity (Fig. 2C).

The limited dynamic range of the PTMs as a function of GLN (or GLN/αKG ratio) is noteworthy: the relative PII-UMP and GS-AMP levels are confined to the 100%-30% and 0-35% ranges, respectively (Fig. 2D). Naively we might expect that precise sensing would exploit the whole range (Tkacik et al., 2009). Here, however, the same enzyme, UT/UR, carries out both uridylylation and deuridylylation of PII; equally, AT/AR adenylylates and deadenylylates GS. The steady states at high GLN concentrations are thus obtained dynamically by balancing the relative functionalities of the two enzymes. This dynamic tension allows rapid response to decreasing GLN availability (Kim et al., 2012): if GLN decreases deuridylylation and adenylylation cease, and the fractions of uridylylated PII and de-adenylated GS increase rapidly because uridylylation and deadenylation are already ongoing.

The analog nature of nitrogen availability sensing

Direct comparison of the growth curve (Fig. 2A) with the modification states of the signalling proteins (Fig. 2B) indicates that the bicyclic system senses scarcity well before NH₄⁺ depletion. Growth stops abruptly after the run-out of NH₄⁺ and the onset of nitrogen starvation (~40 minutes in Fig. 2C), and we observe a relatively constant ratio of GLN/αKG; during this phase PII is mostly uridylylated and GS essentially de-adenylated. At time 0, NH₄Cl is introduced again into the medium, which results in the rapid depletion of αKG as nitrogen is assimilated, and a reversal in the abundances of PII–UMP and GS–AMP (Fig. 2B). Interestingly, within 30 seconds after the NH₄⁺ spike, GLN levels consistently peak at their maximum (αKG levels drop by similar absolute amounts), probably due to the very high levels of fully active GS that is assimilating GLN (Okano et al., 2010) before GS becomes deactivated through adenylylation within roughly 1 minute following NH₄⁺ addition. Several minutes post spike a dynamic steady state equilibrium is regained, and all molecules of the bicyclic system return towards the initial state (Hart et al., 2011).

E. coli growth experiments performed under nitrogen starvation show that the doubling time of the cells increases long before all of the available nitrogen as ammonium has been consumed (Fig. 2A). This growth characteristic together with the PTM dynamics clearly indicates that the amount of nitrogen available to the cell is not sensed in a simple binary or digital (PRESENT/ABSENT) manner but rather as an essentially continuous or analog signal. What has been unknown to date is how much information is or can be processed by such a system, i.e. how accurately can cells sense their nitrogen status in vivo.
Analog information processing can be more nuanced than digital information processing (Daniel et al., 2013). In particular, it tends to be easier to implement differentiation and integration of signals using analog logic building blocks; as a rule it is also less energy consuming (Sarpeshkar, 2014). Both of the above observations are also true for physical and engineering systems, even though digital computation has come to predominate primarily due to the availability of small, cheap and reliable electronic components. Thus analog information processing can be distinctly advantageous for detecting subtle variations in an environmental signal (Sarpeshkar, 1998; 2014).

**Probabilistic model of nitrogen sensing**

When considering signal transduction processes we can make use of Shannon’s concept of a communication channel which links input and output (Fig. 1B) (Cover & Thomas, 2012). This simple relationship is difficult to reconcile with the more complex process depicted in Fig. 1A, where we have two inputs, GLN and αKG, and two outputs, uridylylated PII and non-adenylylated, active, GS. These outputs feed back to the protein complexes and molecules making up the information channels (e.g. uridylylated PII activates the adenyllyl removase that deactivates adenylylated GS). Information flow in the nitrogen status sensing mechanism of *E. coli* thus more resembles the diagram shown in Fig. 1C, where inputs and outputs can affect the information processing (i.e. channels) directly and indirectly and in a variety of ways (Jiang et al., 1998; 2007).

In order to mathematically model the complexity of the information transmission process we consider the stimuli that signal availability of nitrogen, $X = (X_1, X_2)^T$, where $X_1$ and $X_2$ denote GLN and αKG respectively, and which are jointly distributed according to probability distribution $P(X_1, X_2)$. The levels of uridylylated PII-U and unmodified GS (as numbers of molecules), which signal nitrogen starvation, are denoted by $Y_1^*$ and $Y_2^*$, respectively. The forms that signal nitrogen abundance, unmodified PII and GS-A, are denoted by $Y_1$ and $Y_2$. The output of the system is therefore given as $Y = (Y_1^*, Y_1^*, Y_2, Y_2^*)^T$. In order to capture the essentially probabilistic aspect of information transmission we considered the joint probability distribution over the abundances of $Y_1^*$ and $Y_2^*$, and thus represent the network performance in terms of the conditional probability, $P(Y|X)$.

When considering fidelity of signal transduction processes the state of the art method (Cheong et al., 2011; Tkacik et al., 2008; Selimkhanov et al., 2014) is to reconstruct $P(Y|X)$ based on single cell measurements. Alternatively a model of $P(Y|X)$ can be used and the two approaches are complementary.

Single cell experiments usually induce additional variability resulting from fluorescence quantification, reporter copy number variation, perturbations introduced by reporter genes or variable antibody staining efficiency. Moreover, such experiments usually measure single input – single output relations and neglect many of the factors that contribute actively to cell to cell variability, which, for individual cells, may be means of adaptation and cannot be interpreted as noise. These may include differences in cell cycle progression, differences in auto- and para-crine signalling due to non-uniform distribution of cells on a culture-plate, variability in gap junction formation with the neighbouring cells etc.. As a result such experiments are likely to underestimate fidelity of signal transduction systems.

These potential problems can largely be avoided by modelling the noise appropriately. It comes at the cost of analysing an idealized model of signalling pathway, where we have to make assumptions about the ways in which noise enters the dynamics. Both the direct experimental route and the model-based approaches have their own drawbacks and, given current experimental capabilities at the single cell level, both perspectives need to be pursued understand information flow processes in signal transduction pathways.

In order to examine the roles of PTMs in information processing we only have access to population measurements and therefore must use a model based approach as noise measurements are currently not obtainable at single cell level. In order to construct a model of $P(Y|X)$ we first consider the functional relationship between nitrogen-related stimuli and the enzyme activities provided by solutions to equations that describe the temporal evolution of $Y = (Y_1, Y_1^*, Y_2, Y_2^*)^T$ (Fig. 3). Using the quantitative protein and metabolite data, we obtain estimates for the kinetic parameters that capture the functional relationships between GLN and αKG and their corresponding enzymes GS and PII. We use our Bayesian framework
(Liepe et al., 2014; Toni et al., 2009) to estimate the parameters directly from the time-resolved metabolomic and proteomic data. Simulations of the deterministic model, shown by sampling parameters from the inferred posterior distributions (shown in Fig. Supp. 5), are in excellent agreement with the available data (Fig. 2B).

Given these parameter estimates we can calculate the probabilistic distribution of outputs given inputs, $P(Y|X)$, as modelled by the chemical master equation. However, given the high number of PII and GS molecules involved (approximately 2300, and 20000-40000, respectively), we can also use the linear noise approximation (Van Kampen, 2011; Komorowski et al., 2009) to describe $P(Y|X)$ without any significant loss of accuracy (Wallace et al., 2012). The probability distribution, $P(Y|X)$, constructed in this way provides the stochastic version of the model in Fig. 3 (see also Supplementary Information). It allows us to describe the action of the information channel (Fig. 1B,C). In order to quantify its information capacity we develop a theoretical framework outlined below. We can thus quantify the mutual information (Cover & Thomas, 2012) – the canonical measure for the information shared between two variables – characteristic for *E. coli* nitrogen sensing.

### An Optimality Criterion for Information Transmission

In an information-theoretical context – including the situation considered above – the central quantity of interest is the amount of information that can flow through an information channel. Typically it is measured via Shannon’s mutual information (Cover & Thomas, 2012) between input, $X$, and output, $Y$,

$$I(X, Y) = H(X) - H(X|Y),$$

where $H(X)$ and $H(X|Y)$ are the entropy of the distribution over input $X$, and the average conditional entropy of $X$ given $Y$, respectively. $I(X, Y)$ is generally interpreted as the reduction in uncertainty about $X$ once the value of $Y$ is known; this is often also seen as a more general measure of correlation between two random variables $X$ and $Y$. Importantly, $I(X, Y)$ depends on matching between the $P(Y|X)$ and $P(X)$. The maximum amount of information that can flow through an information channel, $P(Y|X)$, is known as channel capacity (Cover & Thomas, 2012)

$$C = \max_{P(X)} I(X, Y)$$

This measures the efficiency of a communication channel; in this case, the ability of *E. coli* to sense and respond to changes in ambient nitrogen availability. In order to calculate the maximal achievable $I(X, Y)$, i.e. the channel capacity, we need to determine which input $P(X)$ the system $P(Y|X)$ is best adapted to.

We consider the conditional probability $P(X|Y)$ as the inference that the cell draws about the environment (here as the ambient nitrogen abundances encoded by GLN and αKG). If this estimate of the input $X$ is unbiased then its variance, $\sigma^2_X$, must obey $\sigma^2_X \geq 1/FI(X)$, where $FI(X)$ is the Fisher information (Brunel & Nadal, 1998; Komorowski et al., 2011) for given $X$,

$$FI(X) = \int_{\Omega} \left( \frac{\partial \log(P(Y|X))}{\partial X} \right)^2 P(Y|X) dY,$$

where $\Omega$ is the space of possible signals. In the asymptotic setting the variance of the estimate is given precisely by the inverse of the Fisher information, $\sigma^2_X = 1/FI(X)$.

Under very general conditions

$$P^*(X) \propto \sqrt{|FI(X)|}$$

is the distribution that maximizes the mutual information, $I(X, Y)$, between inputs, $X$, and outputs, $Y$ and allows us to calculate the channel capacity (Brunel & Nadal, 1998). In Bayesian inference this distribution is also known as the reference prior. This relationship nontrivially connects the mutual information and the Fisher information. Given the asymptotic interpretation $\sigma^2_X = 1/FI(X)$, this criterion states that frequent inputs should be recognized/processed with high confidence (see below), whereas more rarely occurring signals (states of the random variable $X$) need not be inferred with similarly high accuracy. By balancing the frequency of inputs with the constraints of the system we find that the input distribution,
Quantifying the information processing capacity of the nitrogen-sensing system of *E. coli*

In order to illustrate our information-theoretic perspective on signalling of nitrogen status we first consider the case of GLN sensed through PII (Yuan *et al.*, 2009; van Heeswijk *et al.*, 2013), the left-hand part of the system depicted in Fig. 1A; this conforms to the classical simple communication channel in Fig. 1B. In Fig. 5A we show the derived input-output relationships for GLN and PII-U, and we can derive the Fisher Information from the stochastic model (Komorowski *et al.*, 2011; 2012), which provides us with the optimal input distribution (Fig. 5B). By sampling from the parameter posteriors obtained from the data, we then obtain a posterior over the channel capacity, which is centred around a capacity of \(C \approx 4.15\) bits (Fig. 5C). The capacity, \(C\), depends on kinetic rates that define \(P(Y|X)\). Averaging over posterior distributions takes into account uncertainty regarding these rates.

The above description captures only the information transmitted via the PII part of the nitrogen signalling system. In Fig. 5D-F we repeat the same analysis but consider both inputs simultaneously with their two corresponding outputs (Yuan *et al.*, 2009; van Heeswijk *et al.*, 2013), which is an example of the more complicated information processing network shown in Fig. 1C. The input-output relationship and optimal distribution are shown in Fig. 5D and Fig. 5E, respectively. By sampling from the parameter posterior, we find that the maximum amount of information that can be transmitted is approximately 9 bits. In light of recent estimates of the channel capacity in mammalian signal transduction (Cheong *et al.*, 2011; Uda *et al.*, 2013) this might seem surprisingly high. Our approach, however, incorporates from the outset a probabilistic model to describe the biochemical reactions, which allows us to directly describe the information content between inputs and outputs. Here, of course, we consider the system isolated from sources of noise that typically affect single cell data. Moreover, the high capacity is a result of the high abundances of GS and PII, as well as the dynamics of the joint signalling system, which is characterized by fast PTM processes, that are capable of tracing the nitrogen state with high accuracy.

Together with the optimality criterion discussed before, Figs. 5B and 5E reveal that the PTM system underlying nitrogen sensing in *E. coli* senses GLN and αKG with high fidelity at low abundances, and with reduced fidelity at high abundances. We would expect high levels of selection pressure for systems for sensing the availability and uptake of a key nutrient such as nitrogen. Intuitively, it makes sense that the information signalling system has been selected to give the highest precision for low levels of nutrient abundance, and that lower precision would suffice when ample levels of nutrients are available. In light of this we can revisit the results shown in Fig. 2: under low GLN conditions, sensing and response are high-precision as PII uridylylation and GS adenylylation change sensitively in this range. These results also suggest that one major physiological role of GS adenylylation is to finely tune nitrogen assimilation fluxes and not necessarily just to prevent a glutamate depletion upon a rapid ammonium upshift as previously proposed (Kustu *et al.*, 1984).

Our study suggests that the nitrogen sensing PTM system (consisting of GS and PII and their associated (de)activating enzymes), as well as other PTM systems, may serve to perform reliable analogue information processing *in vivo*. The model, together with the optimality criterion derived here, explains how careful tuning and matching of signal levels to the sensing machinery allows molecular mechanisms to achieve high fidelity of signalling and information processing. The experimental and theoretical methodology presented here is general and can be readily transferred to study other signalling systems. In contrast to other studies of biological information processing, we used population data to reconstruct dynamics and noise characteristics.
of signalling, because technology to measure input-output relationships in a metabolite sensing systems at the level of single bacterial cells does not currently exist.

Our model assumes (i) that within our experimental conditions the PII homologue GlnK does not influence the adenylylation state of GS; and that (ii) PII uridylylation depends exclusively on UT/UR in response to glutamine levels (Schumacher et al, 2013; Jiang et al, 2007; van Heeswijk et al, 2013). We validated both assumptions by conducting similar time course experiments as above and showing that in a glnK knock-out strain GS adenylylation was not significantly changed and that in a UT/UR (glnD) knock-out PII was 100% non-uridylylated (Fig. Supp. 3).

DISCUSSION

An organism’s survival depends on its ability to sense and interact appropriately with its environment. At the cellular level such processing of information is marshalled by molecular interaction networks. These take up cues from the environment and the cell’s physiological state, and transduce this information to the relevant cellular response machinery, which includes regulators of protein activity and transcriptional activators, as well as their down-stream targets. The precise way in which biological information is being processed is still largely unknown for most important signalling networks: while the connections for many signal transduction and stress-response pathways are known, or at least partly known (Huvet et al, 2011), the details and the dynamics of information flow are only beginning to be understood (Mc Mahon et al, 2014) (Cheong et al, 2011; Uda et al, 2013). In particular, the ability of signal transduction networks to distinguish between quantitatively different signals, such as for instance ambient levels of different nutrients, is typically not well understood. Even for the better understood signal transduction networks (Clausznitzer et al, 2010; Kollmann et al, 2005) we have only sketchy knowledge of the way information is processed, or how information is mapped by the molecular machineries in order to allow the organism to deal with changing environmental conditions.

The channel capacities that we found for the nitrogen sensing system are high, especially when compared to other systems that have recently been analyzed in a similar framework (Tkacik et al, 2008; 2009; Cheong et al, 2011; Kollmann et al, 2005). (These studies were performed on single cells, with a number of advantages, but also possible disadvantages, e.g. fluorescent reporters may introduce additional sources of biochemical variability and substantial measurement noise) As techniques for single cell measurements of PTMs or metabolite abundances are not (yet) available, we took the approach of making population measurements, and then reconstructing noise levels based on biophysical predictions of stochasticity in biochemical signalling.) However, they are consistent with recent theoretical predictions e.g. (Ziv et al, 2007; Sarpeshkar, 2014), and provide an important indication that currently available lower bounds on information capacity of biochemical signalling pathways may be substantially underestimated. Most previous studies have investigated signalling capacities that act at the level of protein expression or nuclear translocation, while the PII-GS PTM signalling system considered here directly acts on the metabolic level by regulating GS enzyme activity. The high cellular abundances of PII and GS are partly responsible for the high information processing capacity that we found; and there are good biological reasons for why this system should perform with such a high fidelity (Endres & Wingreen, 2008; Kentner & Sourjik, 2009): E. coli processes the environmental nitrogen state with high accuracy so that metabolic fluxes can be finely tuned to cellular needs and nutrient availability. For microbes (as opposed to previous studies on isolated mammalian cells), there is a very direct link between sensing levels of environmental nutrients and evolutionary fitness (Klumpp & Hwa, 2014), especially given the large numbers of genomes and rapid generation times of bacteria, and so even subtle improvements in the fidelity of signal transduction will afford a fitness advantage (Lynch, 2012).

Nitrogen assimilation through GS is a high-throughput metabolic pathway, with approximately one million glutamate + NH₄⁺ conversions into glutamine per cell per second during exponential growth (Schumacher et al, 2013). Here we have focussed on the two key components of the nitrogen sensing machinery. We find that the response tracks the availability of ambient nitrogen faithfully, continuously and with high fidelity – the machinery is not simply switched ON or OFF in response to changes in nitrogen availability, but is instead poised in a state of optimal sensitivity: at nitrogen concentrations that are encountered frequently, the concentrations of the nitrogen currencies GLN and αKG are reflected accurately by the activity levels of...
GS and PII. This is, of course, entirely reasonable as a less accurate regulation of such a major metabolic pathway would carry a fitness penalty.

The accuracy of nitrogen sensing appears to be reduced as the abundances of GLN and αKG enter regimes that should be rarely if ever encountered. This also makes perfect sense from both an information-theoretical as well as an evolutionary perspective. GS, PII and their associated (de-)adenylylating and (de-)
uridylylating enzymes form the information channels along which input (GLN and αKG states) is transmitted, processed and returned as output (GS-A and PII-U). Shannon’s noisy channel coding theorem (Cover & Thomas, 2012) tells us that the channel capacity is the maximum information that can flow through a channel. This will be precisely the case if the most frequent signals are transmitted with high fidelity (Fig. 4), and the Fisher information strikes the necessary balance between input frequency and information processing fidelity. This outcome is intimately linked to the evolutionary relevance: life-history theory tells us that competition between individuals will be fiercest under commonly encountered conditions. Adaptation to rarely encountered environments is rarely beneficial (Stumpf et al, 2002) as the required trade-offs typically entail poor adaptation under other, more frequently encountered conditions; in this sense the Fisher information can indeed be the subject of selection (Frank, 2009). Signalling systems such as the GS-PII system can also form the basis for rationally designed (Barnes et al, 2011) biological sensing and computing devices, which naturally implement efficient inference procedures.

Our theoretical methodology establishes a general and computationally efficient framework to analyze information processing in biochemical circuits. It enables us to quantify the information capacity and, more importantly, to understand how reliable molecular signalling processes can be. Information processing is thus of fundamental importance for bacterial survival. Being able to rationally manipulate or adapt such sensing machines will also have implications for biotechnology and agriculture as nitrogen metabolism is crucial to e.g. plant growth.

Figures

**Figure 1**: Glutamine and α-ketoglutarate sensing pathway as information processing channel. (A) PII and GS states are regulated by the bifunctional enzymes uridylyltransferase/uridylyl-removing enzyme (UT/UR) and adenylyltransferase/ adenylyl-removing enzyme (AT/AR), respectively. Inputs of the pathway, GLN and αKG, allosterically regulate AT/AR and UT/UR. The activity of AT/AR is also regulated by the signalling protein PII. Outputs of the pathway as uridylated PII and de-adenylated GS indicate nitrogen scarcity. (B) Conventional view of the information channel, which connects one input with one output. (C) The pathway exhibits a complex connection pattern, where elements of the information processing layer interact with each other and with the outputs.
Figure 2: (A) The growth curves over 5 experiments show very little variation is the behaviour of the population dynamics. Error bars correspond to the standard error of the mean, and the red bars indicate time-points at which samples were taken for quantitative metabolomics and proteomics analysis (see Supplementary Information for more details). (B) Total abundances of the inputs (GLN, αKG) and outputs (PII, PII-UMP, GS, GS-AMP). (C) Total abundances of outputs in the UT/UR (glnD) knock-out. (D) PTM level of PII and GS as a function of the number if GLN molecules per cell (left) and of GLN/αKG ratio. Errors bars correspond to standard errors over three biological replicates, lines are the results from the simulations using parameters drawn from the inferred posterior distributions of the mathematical model of the pathway in Fig. 1A.
State vector: \( Y = (Y_1, Y_1^*, Y_2, Y_2^*) = (\text{PII}, \text{PII} - \text{UMP}, \text{GS} - \text{AMP}, \text{GS}) \)

Reactions:
\( R_1 : \text{PII} \xrightarrow{v_{UT}} \text{PII} - \text{UMP} \)
\( R_2 : \text{PII} - \text{UMP} \xrightarrow{v_{UR}} \text{PII} \)
\( R_3 : \text{GS} \xrightarrow{v_{AS}} \text{GS} - \text{AMP} \)
\( R_4 : \text{GS} - \text{AMP} \xrightarrow{v_{AR}} \text{GS} \)

Reaction rates:
\[
\begin{align*}
v_{UT} &= V_{max_{UT}} \left( \frac{[\text{PII}]}{K_{\text{PII}_{UT}} + [\text{PII}]} \right) \left( \frac{K_{\text{GLN}_{UT}}}{K_{\text{GLN}_{UT}} + [\text{GLN}]} \right) \\
v_{UR} &= V_{max_{UR}} \left( \frac{[\text{PII} - \text{UMP}]}{K_{\text{PII}_{UR}} + [\text{PII} - \text{UMP}]} \right) \left( \frac{[\text{GLN}]}{K_{\text{GLN}_{UR}} + [\text{GLN}]} \right) \\
v_{AT} &= V_{max_{AT}} \left( \frac{[\text{GS}]}{K_{\text{GS}_{AT}} + [\text{GS}]} \right) \left( \frac{[\text{PII}]}{K_{\text{PII}_{AT}} \left( 1 + \frac{[\text{Kg}]}{K_{\text{Kg}_{AT}}} \right) + [\text{PII}]} \right) \left( \frac{[\text{GLN}]}{K_{\text{GLN}_{AT}} + [\text{GLN}]} \right) \\
v_{AR} &= V_{max_{AR}} \left( \frac{[\text{GS} - \text{AMP}]}{K_{\text{GS}_{AR}} + [\text{GS} - \text{AMP}]} \right) \left( \frac{[\text{PII} - \text{UMP}]}{K_{\text{PII}_{AR}} + [\text{PII} - \text{UMP}]} \right) \left( \frac{K_{\text{GLN}_{AR}}}{K_{\text{GLN}_{AR}} + [\text{GLN}]} \right)
\end{align*}
\]

Deterministic equations:
\[
\begin{align*}
\frac{\text{dPII}}{dt} &= v_{UR} - v_{UT} \\
\frac{\text{d(PII} - \text{UMP)}}{dt} &= v_{UT} - v_{UR} \\
\frac{\text{dGS} - \text{AMP}}{dt} &= v_{AT} - v_{AR} \\
\frac{\text{dGS}}{dt} &= v_{AR} - v_{AT}
\end{align*}
\]

**Figure 3:** Mathematical description of reactions involved in the model depicted in the Fig. 1A together with ordinary differential equations describing model dynamics (see also reference (Yuan et al, 2009), main text and Supplementary Information.)

**Figure 4:** The optimal input distribution for a channel \( P^*(X) \) is defined in terms of the uncertainties associated with the inferences of \( P(X|Y) \). For each intensity of the signal \( X \), the optimal probability \( P^*(X) \) is inversely proportional to the associated standard deviation of the distribution \( P(X|Y) \).
Figure 5: Optimal information processing via GLN – PII-U and (GLN, αKG) – (PII-U, GS) channels. (A,D) Input–output relations, calculated using the model in Fig. 2C, presented as linear plot (A) for GLN – PII-U and as heatmap (B) for (GLN, αKG) – (PII-U, GS). In the latter case unmodified GS is plotted. (B,E) Optimal input distributions calculated using the optimality criterium (Fig. 4). In addition to the heatmap, pannel (E) contains the same experimental measurements of GLN and αKG as in the Fig. 2B plotted as arrow connected black dots. (C,F) Posterior distributions of the information capacities C obtained from model parameter posterior (see also Fig. Supp. 6).
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