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Abstract

A key challenge of single-cell RNASeq (scRNASeq) is the many genes with zero reads in some cells, but high expression in others. In full-transcript datasets modelling zeros using the Michaelis-Menten equation provides an equal or superior fit to existing scRNASeq datasets compared to other approaches and enables fast and accurate identification of features corresponding to differentially expressed genes without prior identification of cell subpopulations. For datasets tagged with unique molecular identifiers we introduce a depth adjusted negative binomial (DANB) to perform dropout-rate based feature selection. Applying our method to mouse preimplantation embryos revealed clusters corresponding to the inner cell mass and trophectoderm of the blastocyst. Our feature selection method overcomes batch effects to cluster cells from five different datasets by developmental stage rather than experimental origin.
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Author Summary

Feature selection is a powerful approach for improving the signal to noise ratio in high dimensional datasets. We present two unsupervised feature selection methods for single-cell RNASeq data which unlike all previous methods are based on dropout rate rather than variance: M3Drop, tailored to full-transcript scRNASeq protocols, and DANB, tailored to data tagged with unique molecular identifiers (UMI). Using differentially expressed genes defined from bulk RNASeq, we perform the first comparison of feature selection quality for both full-transcript and UMI-tagged scRNASeq data. We show that dropout based methods outperform their variance-based counterparts on both real and simulated data due to lower sampling errors. Finally we demonstrate the ability to merge mouse embryo datasets produced using different protocols by different research groups using only the combination of feature selection and library size normalization.

Introduction

Single-cell RNASeq (scRNASeq) has made it possible to analyze the transcriptome from individual cells. In a typical scRNASeq experiment for human or mouse, >10,000 genes will be detected. Most genes, however, are not relevant for understanding the underlying biological processes, and an important computational challenge is to identify the most relevant features. For some well-studied systems one can find the most important genes by searching the literature, but in most situations it would be more desirable to have an unsupervised approach for finding relevant features. However, unsupervised feature selection remains difficult due to the high technical variability and low detection rates of scRNASeq experiments.
In recent years, methods for identifying relevant features from scRNASeq data have been developed. scLVM [1] makes it possible to account for the contribution of distinct processes, e.g. cell-cycle or apoptosis, but the method requires a priori knowledge of the sets of genes related to each specific process. By contrast, the highly variable genes (HVG) method [2] is unsupervised as it automatically identifies the set of genes that have a higher degree of variability than expected based on the observed technical noise. HVG has a tendency to select many of very lowly expressed genes, which are unlikely to have reliable expression measurements [2]. Furthermore, the biological interpretation and relevance of HVGs remains incompletely understood, and a more straightforward concept is that of differentially expressed (DE) genes. However, differential expression methods, such as SCDE [3], require the predetermined homogeneous subpopulations. Applying these methods to scRNASeq data is often challenging due to the difficulty of identifying homogenous subpopulations.

Another approach to feature selection is the use of dimensionality reduction methods, e.g. principal component analysis (PCA) or t-Distributed Stochastic Neighbor Embedding (t-SNE) [4], that extract a small number of new meta-features. However, these methods are often sensitive to systematic noise such as batch effects due to the large number of genes subject to technical noise relative to the number of genes influenced by biological effects in many datasets [11,12]. In addition, the biological interpretation of extracted meta-features is non-trivial.

A particularly challenging aspect of scRNASeq data is the presence of “dropouts”, i.e. genes that are not detected in some cells but highly expressed in others. We introduce two novel methods of feature selection based on the relationship between dropout-rate and mean expression across genes specific for full-transcript and UMI-tagged datasets. We compare our novel methods to existing method in the first systematic comparison of feature selection methods for single-cell RNASeq. Our new methods outperform their variance-based counterparts for detecting differentially expressed genes in real and simulated datasets. We show that feature selection methods are consistent across datasets and reduce batch effects within and across scRNASeq datasets enabling novel biological insights.

Results

Michaelis-Menten Modelling of Dropouts (M3Drop) fits full length transcript data

The results from a scRNASeq experiment can be represented as an expression matrix, where each row represents a gene and each column represents a cell. Two common approaches have emerged: deep sequencing of full-transcripts for a relatively small number of cells [1,6,13–18], and high-cell number, low-depth sequencing of 3’ or 5’ ends of transcripts tagged with unique molecular identifiers [9,10,12,19–21]. These two approaches produce data with very different characteristics, for instance UMI tagged data generally has a strong correlation between total counts and number of detected genes which is not evident in full-transcript data (Figure S1), and thus different computational methods may be required for the analysis [2,19,20]. Feature
selection typically involves looking for genes with high variance relative to other genes based on some metric. The most salient characteristic of scRNASeq experiments, however, is the presence of a large number of zero values (i.e. dropout events). A typical scRNA-seq experiment has ~50% dropouts (Table 1) [22] the frequency of zero values (dropout rate) relative to the mean expression of the gene could equally be used. Dropout rate is subject to less sampling noise than variance (Figure S2) [23], and thus may be more accurate for small single-cell datasets.

It has been suggested that the large number of dropouts is due to transcripts being lost during the library preparation [3]. Based on studies of RT-qPCR assays [24,25], we hypothesize that the main reason for dropouts is due to failure of the reverse transcription (RT). Hence we model the relationship between dropout rate and mean expression using a Michaelis-Menten function:

\[ P_{\text{dropout}} = 1 - \frac{S}{K_M + S} \]

where \( S \) is the average expression of the gene across all cells and \( K_M \) is the Michaelis constant, and \( P_{\text{dropout}} \) represents the probability that the quantity of cDNA reaches some experiment-specific threshold of detection in any cell.

We compared the fit of the Michaelis-Menten model of dropouts (M3Drop) to two alternative models [3,26] across six full-transcript scRNASeq datasets (Figure 1A, S3). M3Drop fit as well or better than the alternatives for all datasets. The logistic model performs similarly to M3Drop because the M3Drop is a special case of the logistic model with a coefficient of one, however logistic regression is flattened by noise in the data resulting in coefficients less than one.

Importantly due to the simplicity of the M3Drop model we can test the significance of identified features (see Methods), whereas there is no such procedure for the logistic model [3].

**Depth-adjusted Negative Binomial fits UMI-tagged data**

While M3Drop fits full-transcript scRNASeq datasets well, data quantified using unique molecular identifiers (UMI) to obtain raw transcript counts often does not fit the Michaelis-Menten function (Figure 1C). Thus we developed a different model specifically for UMI-tagged data. It has been previously shown that UMI-tagged data follows a negative binomial distribution [19,20]. However, due to the wide range of detection rates across cells (Figure S1) previous works have normalized counts prior to fitting the negative binomial. We introduce an alternative model which incorporates cell-specific detection rates into the negative binomial model. We refer to this approach as the Depth-Adjusted Negative Binomial (DANB) model. Unlike the estimation of sequencing efficiency presented by Grun et al. [20], the DANB model is not reliant on the inclusion of spike-in RNAs which are incompatible with some popular UMI-tagging scRNASeq platforms such as Drop-seq [9].
DANB models each observation \((x_{ij})\) with a negative binomial model with mean \(\mu_{ij}\) equal to the product of the relative expression level of gene \(j\) \((m_j)\), the relative detection rate for cell \(i\) \((d_i)\), and the total molecules \((T)\) in the dataset.

\[
\mu_{ij} = m_j \times d_i \times T
\]

Fitting the observed total gene- \((t_j)\) and cell-specific molecule counts \((t_i)\) results in an estimate of the mean given by:

\[
\hat{\mu}_{ij} = \frac{t_j \times t_i}{T}
\]

Gene-specific dispersions were fit to the observed sample variances (Methods). We compared the fit of the DANB model to a basic negative binomial model fit to normalized data using dropout rates since they were not included directly in the fitting procedure (Figure 1B, S4). The depth-adjusted model fits all three UMI-tagged datasets better than the basic model.

**Feature Selection**

Feature selection is frequently performed to reduce dimensionality and noise in single-cell RNASeq datasets [1,6,8,13,27]. Unlike differential expression, feature selection is agnostic to biological groups, making it a more difficult problem. One approach to feature selection is to use dimensionality reduction methods, such as principal component analysis (PCA), to extract a small number of new features which optimally represent some characteristic of the original data, in the case of PCA this characteristic is variance. However, biological interpretation of these features is difficult and they are sensitive to batch effects and other technical noise because they combine information from a large number of genes [11,12]. An alternative approach, is to identify genes which are responding to the biological situation under examination. For instance, Brennecke et al. [2] identify genes with variation beyond the technical noise. Existing methods of feature selection exclusively rely on various measures of variance such as coefficient of variation squared [2,20], or the Gini Index [28]. In contrast, we consider the utility of dropout rate for feature selection since it suffers from less sampling noise thus should be more reliable than variance for datasets containing fewer than 1,000 cells (Figure S2).

To test feature selection methods on single-cell RNASeq data, we used two experiments where bulk RNASeq was available in addition to scRNASeq data and single-cell samples were relatively homogeneous [12,18]. The first examined human iPSCs derived from three different healthy donors [12]. The second considered mouse ESCs grown in different culture conditions [18]. Both of these datasets represent relatively homogeneous cell-cultures, thus differential expression between conditions is the most important source of biological variation in the single-cell experiment and differential expression between the bulk RNASeq experiments can be used as a ground truth to test feature selection methods. Importantly, these datasets use
very different scRNASeq protocols. Tung et al. [12] contains 3'UMI-tagged data; whereas Kolodziejczyk et al. [18] contains Smartseq full-transcript data, allowing us to compare methods for different data-types.

We compared nine different feature selection methods (Methods), each of which was used to rank genes from most to least biologically important and compared to the ground truth from the respective bulk-RNASeq data. These methods included ranking genes by the magnitude of their loadings in principal component analysis (PCA), by the strength of their most negative gene-gene correlation (Cor), by their relative Gini index (Gini), and how much of an outlier they were from the M3Drop dropouts-mean expression curve (M3Drop), the squared coefficient of variation (CV2) vs mean expression relationship (HVG) [2], the dispersion-mean expression relationship fit by DANB (NBDisp), or the dropouts-mean expression relationship fit by DANB (NBDrop). We did not include methods which require data to have predefined groups, whether from unsupervised clustering or a priori information, since the performance of these differential expression methods depends greatly on the quality/reliability of the predefined groups.

For the UMI-tagged data, PCA and correlation methods performed the best as measured by overall area under the ROC curve (AUC = 0.7), which summarizes false positive rates and true positive rates into a single quality score, and by the number of true positives amongst the top 2,000 ranked genes, i.e. precision (Figure 2Ai,Bi). In contrast, these were among the worst performing methods on full-transcript data (Figure 2Aii,Bii). M3Drop followed by the two DANB methods performed the best on full-transcript data and the latter were third and fifth when tested on UMI-tagged data (AUC = 0.69 and 0.65).

Interestingly, when the top 2,000 features were considered our novel dropout-based methods outperformed their variance based counterparts for both data-types, NBDrop > NBDisp and M3Drop > HVG (Figure 2Bi, 2Bii, S5). Since the goal of feature selection is typically to identify the most salient genes this comparison may be more relevant to actual usage of these methods than overall AUC. One potential explanation for why dropout-based methods perform better is the high sampling noise of estimates of variance compared to dropout-rates (Figure S2) [23].

To test the performance of feature selection methods for identifying differentially variable (DV), or generally highly variable (HV) genes, in addition to differentially expressed (DE) genes, we simulated data using either a depth-adjusted negative binomial model or a M3Drop-based zero-inflated negative binomial (see Methods). DV and HV genes are not detectable using bulk RNASeq and are generally poorly understood. Thus, no ground-truth is available for real scRNASeq datasets. We fit each model to three different UMI-tagged or full-transcript datasets respectively (Figure 2C). These simulations recapitulated many features of scRNASeq datasets (Figure S6,S7).

Patterns observed in real data were generally recapitulated in the DE simulated data (Figure 2). M3Drop performed much better on full-transcript data than on UMI-tagged data, whereas the Gini index performed better on UMI-tagged data than full-transcript. Two interesting differences
between simulated and real scRNASeq data were that gene-gene correlations and negative binomial dropouts were nearly tied for best performing method in simulations of both data-types. In addition, PCA performance is driven by the first principal component on simulated data as opposed to the second and third components in real data and performs better on full-transcript than UMI-tagged simulated data. Both discrepancies may be explained by the lack of technical noise in the simulated data compared to observed data, particularly for the full-transcript data which is known to be more prone to technical noise than UMI-tagged data [19].

In contrast to DE genes, differentially variable genes were not detected by correlations in either data-type. In addition, PCA was unable to detect DV gene in the UMI-tagged dataset, despite performing well on full-transcript data. The two DANB-based methods, and HVG performed similarly to each other and across data-types. Whereas the Gini index only performed well on UMI-tagged data; and M3Drop only performed well on full-transcript data. Identification of globally highly variable (HV) genes followed the same pattern as DV only with larger differences between methods, with the exception of PCA which did not capture HV genes in either datasets (Figure 2).

**Feature selection makes it possible to overcome batch effects**

Single-cell RNASeq is very sensitive to batch effects, which include various technical confounders between experimental replicates or between datasets such as sequencing efficiency, reagent quality, etc… [22,29]. One of the goals of feature selection is to reduce the impact of this technical noise on downstream analysis by focusing on only the most biologically relevant genes. If features capture the biologically relevant aspects of the data they should be consistent across datasets examining the same biological system, whereas features that are primarily affected by technical noise are expected to vary.

We tested if feature selection can help overcome batch effects by considering the reproducibility of the top 2,000 features across five datasets examining pre-implantation mouse embryos (Table 1). Datasets ranged in size from 17 cells to 255 cells covering the development from zygote to blastocyst.

All the feature selection methods show significant overlaps between the different developmental datasets, but variance-based methods are less reproducible than dropout-based methods (Figure 3A). In agreement with the full-transcript simulations (Figure 2 Cii), gene-gene correlations, M3Drop and NBDisp were the most reproducible methods. In addition, when the five datasets were combined and visualized using PCA, all feature selection methods greatly improved the clustering of cells by developmental time-point rather than by dataset of origin (Figure 3 B,C, S8). We quantified this removal by comparing clusterings of the data (Ward’s hierarchical) following feature selection to the known sampling timepoints, adjusted rand index (ARI). M3Drop and NBDisp were tied for best performance with an ARI of 0.76 when cut to produce five clusters (Figure S9).
Examining the most reproducible genes across these five datasets we found Anxa2 and S100a10, which are known to form a hetero-tetramer in the endometrium involved in implantation [30,31]. Anxa2 was among the top 2,000 features from both M3Drop and NBDrop in four of the five datasets; and S100a10 was identified in all five datasets. The expression of these genes was significantly correlated starting from the 4 cell stage \( r=0.32, p = 0.0007 \) increasing in strength in the 8- and 16- cell stage \( r = 0.43, p = 2 \times 10^{-7} \) until diverging in the blastocyst to have a roughly linear relationship at the single-cell level in the trophectoderm and returning to being uncorrelated within inner-cell mass cells, \( r= 0.49, p < 10^{-10} \) (Figure 3 D-F).

As a final demonstration of the importance of feature selection we considered the 133 single blastocyst cells profiled by Deng et al. [17]. The blastocyst develops following the first differentiation of embryonic cells into the trophectoderm (TE), which will form the placenta, and the inner-cell mass (ICM) which develops into the fetus. Clustering the blastocyst cells following M3Drop feature selection clearly indicates the presence of two cell-type which we identify as the TE and ICM using marker genes\([32–34]\) (Figure 4A). We used M3Drop for this dataset since that model fit the data the best (Figure 1C). In contrast, clustering the cells without performing feature selection suggests anywhere from two to five cell-types of mixed identities (Figure 4B). Only M3Drop, DANB and HVG are able to distinguish ICM and TE in this dataset (Figure S13).

**Discussion**

We present two new models for single-cell RNASeq data and demonstrate their utility for feature selection using both real and simulated datasets. Unique among feature selection methods, these algorithms use dropout-rates as opposed to variance to evaluate biological relevance. M3Drop uses a Michaelis-Menten equation to model the zeros in full-transcript scRNASeq. The other model, DANB, extends the standard negative binomial model to account for differing sequencing depths or tagging efficiency of UMI-tagged scRNASeq data. These models fit the respective datasets better than available alternatives (Figure 1). Feature selection using these models outperforms existing methods on both real and simulated datasets (Figure 2). Furthermore, this feature selection can overcome batch-effects between datasets (Figure 3) and reduces technical noise within datasets (Figure 4) to reveal underlying biological processes.

We compared the performance of multiple feature selection methods on both real and simulated data from both full-transcript and UMI-tagged data (Figure 2, 3A). Overall, gene-gene correlations and our method for identifying genes with unusually high dropout rates based on a depth-adjusted negative binomial model were the most accurate methods for unsupervised feature selection of differentially expressed genes. Gene-gene correlations cannot detect DV or HV genes, because differences in variability does not produce the coordinated increase/decreases in expression detected by this method. In addition, gene-gene correlations are far more computationally intensive than the other methods, which will become important as datasets grow to tens of thousands of cells (Figure S10) [9,35].
Importantly, we show for the first time that generalizable computational methods can have significant differences in performance for different scRNASeq protocols (Figure 2). For instance the Gini Index consistently performs better on UMI-tagged data; whereas our M3Drop method consistently performs better on full-transcript data. This highlights the importance of tailoring models to account for differences between scRNASeq protocols. We expect that this effect is not limited to feature selection, but that the choice of protocol will affect many statistical analyses of scRNASeq data. Thus it is important to consider the type of data each method was designed to handle when choosing an analysis pipeline for scRNASeq datasets.

Contrasting variance-based and dropout-based feature selection methods, we found that the latter generally performed better. On full-transcript data, M3Drop outperformed HVG [2] on every measure with the exception of the identification of highly variable genes. This is not surprising since HVG is designed to detect such features. Yet the biological significance of generally highly variable genes remains unclear. On UMI-tagged data fit to our DANB model, detecting genes with high dropout rates (NBDrop) again outperformed detecting genes with high fitted dispersions (NBDisp) by most measures considered.

The main reason why variance-based methods perform worse is because estimates of variance are very sensitive to sampling noise, particularly for highly skewed distributions such as those that dominated single-cell RNASeq datasets [23]. This is a key finding since the most commonly used feature selection criterion for scRNASeq data is high gene expression variability, either in HVG [1,6,8,13,18,27] or in PCA [5–10]. This is particularly important for datasets of fewer than 1,000 cells (Figure S2).

Finally we demonstrated the importance of feature selection in reducing technical noise and batch effects within and across datasets (Figure 3, 4). This is important since batch effect correction is still an open question in scRNASeq. Unlike many other methods [1,20,36], M3Drop and NBDrop do not rely on technical spike-ins. Furthermore batch-effect correction can often drastically change the distribution of expression values, for instance regression-based methods may introduce negative values [12,37]. Such alterations are likely to violate the assumptions of downstream analyses such as differential expression methods or pseudotime inference [3,38]. In contrast, the feature selection methods presented here neither rely on technical spike-ins nor change the observed expression values.

Conclusion

We introduce two novel models of single-cell RNASeq data. We model dropout rates in full-transcript data using a Michaelis-Menten function (M3Drop). Whereas, for UMI-tagged data we extend the negative binomial model to account for sequencing depth/tagging efficiency (DANB). Using these models we show that feature selection based on identifying genes with unusually high dropout rates outperforms methods looking for highly variable genes on real and simulated data. Finally we demonstrate the benefits of feature selection for revealing biological signals otherwise hidden beneath technical noise.
Methods

Negative Binomial Models

Negative binomial models have been shown to fit normalized molecule counts from single-cell RNASeq data employing unique molecular identifiers, referred to as UMI-tagged data [19,20]. We introduce a modification of this model which we call the Depth-Adjusted Negative Binomial model (DANB) which eliminates the need to normalize molecule counts by explicitly modelling the tagging/sequencing efficiency for each cell. The DANB models each observation as drawn from a negative binomial model with mean equal to:

\[ \hat{\mu}_{ij} = \frac{\sum_i t_{ij} \times \sum_j t_{ij}}{\sum_{ij} t_{ij}} \]  

(1)

where \( t_{ij} \) is the total molecules observed for gene \( j \) in cell \( i \). The sum over cells is a measure of tagging efficiency, and the sum over genes divided by the total molecules in the dataset is a measure of the gene’s relative expression level. Gene-specific dispersions (\( r_j \)) are fit by minimizing the difference between the sum of variances of each observation and sample variance of the difference between each observation and its respective expected value, \( \mu_{ij} \):

\[ \arg\min_{r_j} \sum_i ((t_{ij} - \mu_{ij})^2 - (\mu_{ij} + r_j \mu_{ij}^2)) \]  

(2)

Genes with Poissonian behavior, which results in infinite dispersion, were assigned a maximum dispersion of \( 10^{10} \). We use the sum of absolute differences between observed gene-specific dropout-rates (frequency of zeros) to the expectation for DANB to evaluate the fit of the model. For the basic negative binomial model we normalized molecule counts to the median \( t_i \) prior to fitting which results in a single negative binomial model fit to the expression of each gene.

Zero-Inflation Models

We fit three different models to the relationship between mean expression and dropout rate. The expression of each gene was averaged across all cells including those with zero reads for a particular gene (\( S \)). Dropout rate was calculated as the proportion of cells with zero reads for that gene (\( P_{\text{dropout}} \)). The three models were fit using these values. The Michaelis-Menten equation [39]:

\[ P_{\text{dropout}} = 1 - \frac{S}{K_M + S} \]  

(3)

was fitted using maximum likelihood estimation as implemented by the mle2 function in the bbmle R package. The logistic regression [3]:
was fitted using the glm R function. The double exponential model \([26]\) was fit by log transforming the equation then using the lm R function to fit the coefficient to the resulting quadratic model:

\[
P_{\text{dropout}} = e^{\lambda \times S^2} \tag{5}
\]

\[
\ln(P_{\text{dropout}}) = \lambda \times S^2 \tag{6}
\]

We also considered a double MM model:

\[
P_{\text{dropout}} = 1 - \frac{S^2}{(K_1 + S)(K_2 + S)} \tag{7}
\]

where \(K_1, K_2 > 0\). For all datasets except Zeisel, however, \(K_1\) was almost identical to \(K_M\) while \(K_2\) was < 0.001 (Table S1).

**Feature Selection Methods**

**High Dropout Rate (M3Drop)**

Rearranging the Michaelis-Menten equation (3) to solve for the Michaelis-Menten constant \(K\) gives:

\[
K = \frac{P \times S}{1 - P} \tag{8}
\]

This is used to calculate the value specific to each gene, \(K_j\); the variance for each \(K_j\) estimate was calculated using error propagation rules to combine errors on observed \(S\) and \(P\):

\[
\sigma_{K_j} = K_j \times \sqrt{\left(\frac{\sigma_S}{S}\right)^2 + \left(\frac{\sigma_P}{P}\right)^2} \tag{9}
\]

Where \(\sigma_S\) is the sample standard deviation of \(S\) and \(\sigma_P\) is the sample standard deviation of \(P\). The \(K_j\)'s were assumed to be log-normally distributed and we tested each one against the global \(K_M\) that was fit to the entire dataset using a one-sided Z-test:

\[
Z = \frac{\log(K_j) - \log(K_M)}{\sqrt{\sigma^2_{\log(K_j)} + \sigma^2_{\log(K_M)}}} \tag{10}
\]

\(\sigma^2_{\log(K_M)}\) was estimated as the standard error of the residuals and added to \(\sigma^2_{\log(K_j)}\).
Genes were ranked in order of decreasing significance (increasing p-value) of the Z-test. Since all computations are based on gene-level statistics the method scales linearly with the size of the expression matrix.

**Highly Variable Genes (HVG)**

Highly Variable Genes (HVG) were calculated using the published method [2]. Briefly, this involved fitting an inverse function to the relationship between the squared coefficient of variation and mean expression across genes:

\[
CV^2 = a_0 + a_1/\mu 
\]

A chi-squared test is used to determine the significance of high variance genes relative to this relationship. The original method fit equation (13) to spike-in RNAs which we refer to as HVG-E, but since many single-cell datasets do not include spike-ins we also consider an alternative which fit equation (13) to using all endogenous genes (HVG). Genes were ranked in order of decreasing significance (increasing p-value) of the chi-squared-test.

**Depth-Adjusted Negative Binomial (NBDisp, NBDrop)**

We identified features using both high variance (NBDisp) and high dropout rate (NBDrop) compared to the expectation based on the depth-adjusted negative binomial model. Gene-specific dispersions were fit as described as above. We fit power-law relationship between dispersion and mean expression using all genes with mean expression above 16 counts/cell and for which a finite dispersion was fit. High variance genes were identified using the log-residuals from the power-law relationship. High dropout rate genes were identified by comparing the observed frequency of dropouts with those expected from a negative binomial model with dispersion from the fitted power-law and depth-adjusted means. Significance was evaluated using the normal-approximation of the binomial distribution, and genes were ranked in order of decreasing significance (increasing p-value).

**Principal Component Analysis (PCA)**

Sparse matrix principal component analysis was performed on the log-transformed normalized expression matrix using the irlba R package as described in the monocle vignette (Supplementary code). Genes were ranked by the sum of absolute loadings for a set of
principal components. We considered both the top 3 components and just the second and third components since the first principal component is often dominated by technical variation [11,40].

**Gini Index (Gini)**

The Gini index evaluates the degree of inequality of values from a frequency distribution. It has a value of zero if all values are equal and a value of 1 if all expression comes from a single cell. Gene expression was normalized using counts-per-million, then the Gini index was calculated for each gene using the reldist R package. Gini index was strongly correlated with the dropout rate of genes (Figure S11). Hence we used the residuals from a linear regression of Gini index on dropout rate to rank genes from highest residual to lowest. This is similar to how the GiniIndex is used in GiniClust [28].

**Correlation Strength (Cor)**

In a mixed population of cells genes that are differentially expressed between conditions will be strongly correlated with each other. Thus, correlations for genes changing in the same direction will be positive; whereas genes changing in opposite directions will be negatively correlated. Many technical confounding factors such as batch effects or reads multimapping between homologous genes can lead to spurious positive correlations between genes. Hence we normalized the data using counts per million and then we ranked genes by the magnitude of their strongest negative Pearson correlation with other genes. While often used in other data rich fields, we are not aware of any scRNASeq studies or methods which employ correlation-based feature selection.

**Accuracy using bulk RNASeq ground truth**

To evaluate the accuracy of feature selection methods we use two published datasets for which bulk RNASeq data was available in addition to single-cell data. For both datasets, the cell populations are relatively homogeneous. Tung et al. (2017) [12] considered iPSCs from three different individuals and performed three replicates of UMI-tagged scRNASeq and three replicates of bulk RNASeq for each. Read/UMI counts were obtained from the Gene Expression Omnibus (GSE77288).

For Kolodziejczyk et al. (2015)[18] we considered ESCs grown under two conditions: alternative 2i and serum for which there were three replicates of scRNASeq and two replicates of bulk RNASeq. Full-transcript single-cell RNASeq read counts were obtained from ArrayExpress (E-MTAB-2600). Raw reads for bulk samples were obtained from ArrayExpress and mapped to GRCm38 using STAR [41] and gene level read counts were obtained using featureCounts [42].

The ground truth differentially expressed genes were obtained for each dataset using three standard analysis methods: DESeq2 [43], edgeR [44], and limma-voom [45]. Genes identified as differentially expressed using all three methods at 5% FDR were considered ground-truth
positives. Genes not identified as DE by any of the methods at 20% FDR were considered ground-truth negatives. This resulted in 1,915 positives, and 8,398 negatives for the iPSCs; and 709 positives and 11,278 negatives for the ESCs (Figure S12).

Accuracy of feature selection methods was evaluated using the area under the receiver operator curve (AUC) using the RCOR R package, and the number of DE genes among the top 2000 ranked genes.

**Single-cell RNASeq datasets**

We considered thirteen public scRNASeq datasets (Table 1). These were chosen to reflect a range of different dataset sizes, sequencing methods and cell-types. Datasets where the expression matrix consisted of raw read counts (or UMI counts) were normalized using counts per million except for the Depth-adjusted negative binomial model-based methods. Quality control was performed prior to all analyses as follows. First, all genes annotated as processed pseudogenes in Ensembl (version 80) were removed and cells with fewer than 2000 detected genes were removed. Genes detected in fewer than 4 cells or with average normalized expression < 10^{-5} were excluded from consideration. For the Deng data, only single mouse embryo cells analyzed using the SmartSeq protocol were considered to avoid technical artefacts. To facilitate the identification of true positive DE genes only the two replicates of Unstimulated and after 4h LPS stimulation were considered for the Shalek dataset; in addition technical artefacts as described by the authors were removed [15].

**Simulated datasets**

We simulated UMI-tagged data using the depth-adjusted negative binomial model fit to one of the three UMI-tagged datasets, Tung [12], Zeisel [21] and Klein [10]. Mean gene expression levels were drawn from a log-normal distribution fit to the respective dataset. Cell-specific sequencing efficiency was drawn from a gamma distribution. Finally, gene-specific dispersions were calculated from the mean expression level using the power-law relationship fit to the respective dataset. Each simulated dataset contained 25,000 genes and 500 cells.

We simulated full-transcript data using a zero-inflated negative binomial model fit to each of three full-transcript datasets, Pollen [7], Buettner [1], or Kolodziejczyk [18]. As before, mean gene expression levels were drawn from a log-normal distribution and gene-specific dispersions were calculated from the mean expression level using a power-law relationship. Simulated expression values were inflated with zeros according mean expression using the Michaelis-Menten equation fit to the respective dataset. Since full-transcript data is generally obtained from fewer cells than UMI-tagged data, each simulated full-transcript dataset contained 200 cells and 25,000 genes.

Differentially expressed (DE) genes were added by increasing/decreasing the mean expression of each gene in half the cells by a log-base 2 fold change draw from a normal distribution with
mean = 0 and sd = 2. Dispersions were adjusted in the differentially expressing cells according to the fitted power-law relationship. Alternatively differentially variable (DV) genes were added by increasing/decreasing the dispersion of the negative binomial model for half the cells by a similarly distributed log2 fold change. Finally highly variable (HV) genes were added in the same way as DV genes, except that all cells exhibited the changed dispersion. Three simulation replicates of DE, DV and HV genes were performed for each of the six datasets.

Genes with a greater than 5-fold increase or decrease in mean expression/ dispersion in half the simulated cells were considered ground truth DE/DV genes respectively. For HV genes only genes with a greater than 5-fold increase in dispersion were considered ground truth positives. In all cases genes with less than absolute 1-fold change in mean or dispersion were considered unchanged.

Analysis of Developmental Datasets

Reproducibility

We considered five full-transcript single-cell RNASeq datasets examining mouse embryonic development from fertilization to blastocyst (Table 1). Any genes not detected in all five datasets were removed, and the top 2000 ranked genes for each feature selection method were compared across datasets. The expected number of genes identified in precisely n datasets was calculated as:

\[
\binom{5}{n} (p)^n (1-p)^{5-n}
\]

where p is the proportion of genes identified by each method i.e. \( p = 2,000/11,285 = 0.18 \). This was summarized across all n using a chi-square statistic:

\[
\sum_n \frac{(obs - exp)^2}{exp}
\]

Principal component analysis (PCA) was performed on log base two transformed counts per million (or transcripts per million if expression was reported as FPKMs/ RPKMs) after adding a pseudocount of one. For each feature selection method the normalized and transformed expression matrix was restricted to genes identified in at least three out of five datasets before performing the PCA. Pearson correlations between Anxa2 and S100a10 were calculated using the log-transformed expression values.

Identification of TE and ICM

Unidentified blastocyst samples were assigned to ICM or TE by rescaling log transformed expression values to Z-scores. The average score over three ICM markers (Sox2, Pou5f1/Oct4, Nanog) and three TE markers (Elf5, Eomes, Cdx2) were calculated and cells assigned to the type for which they had a higher score. Finally, 133 blastocyst cells from the Deng dataset [17]
were clustered using Ward’s hierarchical clustering [46] before and after M3Drop feature selection.
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M3Drop and DANB are freely available on github (contains code for highly variably gene detection): [https://github.com/tallulandrews/M3Drop](https://github.com/tallulandrews/M3Drop)
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### Tables

**Table 1:** Publicly available single-cell RNASeq datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cell-types</th>
<th>Labels</th>
<th>Method</th>
<th>N</th>
<th>% Zero</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tung</td>
<td>Human iPSCs</td>
<td>Donor individual</td>
<td>5’ Seq UMIs -&gt; (CPM)</td>
<td>768</td>
<td>49%</td>
<td>[12] GSE77288</td>
</tr>
<tr>
<td>Klein</td>
<td>Mouse ESC</td>
<td>Differentiation timepoint</td>
<td>CEL-Seq UMIs -&gt; (CPM)</td>
<td>2448</td>
<td>63%</td>
<td>[10] GSE65525</td>
</tr>
<tr>
<td>Zeisel</td>
<td>Mouse brain</td>
<td>BackSPIN clustering</td>
<td>5’ Seq UMIs -&gt; (CPM)</td>
<td>2542</td>
<td>77%</td>
<td>[21] GSE60361</td>
</tr>
<tr>
<td>Usoskin</td>
<td>Mouse neurons</td>
<td>PCA-based clustering</td>
<td>5’ Seq Counts -&gt; (CPM)</td>
<td>530</td>
<td>73%</td>
<td>[5] GSE59739</td>
</tr>
<tr>
<td>Shalek</td>
<td>Mouse bone marrow</td>
<td>Stimulated &amp; unstimulated</td>
<td>Smartseq FPKMs</td>
<td>173</td>
<td>66%</td>
<td>[15] GSE48968</td>
</tr>
<tr>
<td>Pollen</td>
<td>Human cell lines &amp; tissues</td>
<td>Cell line identity</td>
<td>Smartseq FPKMs</td>
<td>301</td>
<td>60%</td>
<td>[7] SRP041736**</td>
</tr>
<tr>
<td>Buettner</td>
<td>Mouse ESC</td>
<td>Cell-cycle stage</td>
<td>Smartseq Counts -&gt; (CPM)</td>
<td>279</td>
<td>51%</td>
<td>[1] E-MTAB-2805</td>
</tr>
<tr>
<td>Kolodziejczk (Kolo)</td>
<td>Mouse ESCs</td>
<td>Growth media</td>
<td>Smartseq Counts -&gt; (CPM)</td>
<td>406</td>
<td>51%</td>
<td>[18] E-MTAB-2600</td>
</tr>
<tr>
<td>Deng</td>
<td>Mouse embryos</td>
<td>Development timepoint</td>
<td>Smartseq Counts -&gt; (CPM)</td>
<td>255</td>
<td>50%</td>
<td>[17] GSE45719</td>
</tr>
<tr>
<td>Biase</td>
<td>Mouse embryos</td>
<td>Development stage</td>
<td>Smartseq FPKMs</td>
<td>56</td>
<td>38%</td>
<td>[47] GSE57249</td>
</tr>
<tr>
<td>Fan</td>
<td>Mouse embryos</td>
<td>Development stage</td>
<td>SUPeR-seq FPKMs</td>
<td>69</td>
<td>46%</td>
<td>[48] GSE53386</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
<td>------------------</td>
<td>----------------</td>
<td>----</td>
<td>-----</td>
<td>--------------</td>
</tr>
<tr>
<td>Xue</td>
<td>Mouse embryos</td>
<td>Development stage</td>
<td>Poly-A selected RPKMs</td>
<td>17</td>
<td>30%</td>
<td>[16] GSE44183</td>
</tr>
<tr>
<td>Goolam</td>
<td>Mouse embryos</td>
<td>Development stage</td>
<td>SmartSeq2 Counts -&gt; (CPM)</td>
<td>124</td>
<td>43%</td>
<td>[14] E-MTAB-3321</td>
</tr>
</tbody>
</table>

*UMI = Unique Molecular Identifier; FPKM = fragments per kilobase per million; CPM = count per million
** Processed data was provided by the authors

**Figure Captions**

**Figure 1:** Proposed models fit observed data better than alternatives. (A) The Michaelis-Menten (solid black), logistic (dashed purple), and double exponential (dotted blue) models are fit to the Deng dataset [17] (full-transcript). Expression (counts per million) was averaged across all cells for each gene (points) and the proportion of expression values that were zero was calculated. ERCC spike-ins are shown as open black circles. (B) The depth-adjusted negative binomial (DANB) and simple negative binomial were fit to the Zeisel dataset [21] (UMI-tagged). (C) Michaelis-Menten (M3Drop) consistently fits full-transcript datasets (Kolo, Shalek, Deng, Buettner, Pollen, Biase) despite having fewer parameters than the logistic regression, whereas DANB consistently fits UMI-tagged datasets (Tung, Klein, Zeisel). Error is the sum of absolute error of expected gene-specific dropouts.

**Figure 2:** Quality of feature selection methods. Nine feature selection methods were tested on real scRNASeq data for which bulk data was also available using overall area under the ROC curve (A), and number of true positives among the top 2,000 genes (B). Tung [12] and Kolodziejczyk [18] were the UMI-tagged and full-transcript datasets respectively. (C) Feature selection methods were tested on simulated from a zero-inflated negative binomial model and DANB model fit to three full-transcript and UMI-tagged datasets respectively.

**Figure 3:** Reproducibility of feature selection across developmental datasets. (A) The difference between observed and expected overlaps between features identified in exactly 1-5 developmental datasets. Methods with high values to the right of the plot were reproducible across most of the datasets. Negative values to the left indicate few genes were unique to a single dataset. Chi-squared statistics for each method are provided. All datasets used full-transcript sequencing with fewer than 10 detected spike-ins, thus HVG-E was not considered. (B & C) principal component analysis of the combined datasets using all genes (C) or restricted to only genes identified by M3Drop in 3 or more datasets, for the other feature selection methods see Figure S8,S9 (B). (D-F) Combining datasets reveals an increasing correlation between Anxa2 and S100a10 as cells differentiate. Blastocyst cells were assigned to ICM (blue) or TE (green) using marker genes. Different datasets are indicated using symbols as in (B).
Figure 4: Clustering blastocyst cells before and after feature selection (A) Hierarchical clustering of cells using only genes identified by M3Drop in 3 or more datasets reveals two cell-types corresponding to ICM (blue) and TE (green) as shown by expression of marker genes. Whereas, when all genes are used, ICM and TE do not cleanly separate into two clusters (B). Black dots indicate mean expression over all blastocyst cells. Expression is measured as log2 CPMs. Equivalent plots for other feature selection methods are found in Figure S13.
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(A) Distribution of genes across different datasets.

(B) PCA plot for M3Drop dataset showing different stages of cell development.

(C) PCA plot for all datasets combined.

(D) Scatter plot showing the relationship between S100a10 and Anxa2 for 4 cell stage.

(E) Scatter plot showing the relationship between S100a10 and Anxa2 for 8-16 cell stage.

(F) Scatter plot showing the relationship between S100a10 and Anxa2 for blastocyst stage.
Figure 4
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