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Supplemental Figure 1. First-layer guide-target scoring feature importances Average Gini 
importances for type of features in the first-layer single-mismatch boosted regression trees 
model (mutation nucleotide identities and position jointly; mutation identity; mutation 
position; mutation transversion vs transition). The Gini importance refers to the decrease in 
mean-squared error (the criterion used to train each regression tree) when that feature is 
introduced as a node in the tree. This measure has a close, empirical correspondence with 
the importance of the feature that would be obtained with a permutation test, and can also 
be viewed as a relative decrease in entropy provided by splitting on that feature. This measure 
of importance does not convey whether having that feature makes a guide better or worse in 
the model because such a notion is impossible for regression trees in which the effect of one 
feature is dependent on the presence/absence of other features (i.e. there are non-linear 
interactions between the features). This model was trained with CD33 single-mismatch and 
alternative PAM data. 
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Supplemental Figure 2. Impact of modelling decisions on guide-target scoring Decrease in 
performance owing to skipping the second layer model, instead using the product of all 
outputs from the first-layer model (Elevation-naïve); using only features corresponding to 
those in CFD (the joint position and mismatched nucleotide identities) in Elevation-naive 
(Elevation-CFDfeat); using classification instead of regression in Elevation-naïve (Elevation-
classifier). Note that the actual CFD model itself if plotted would exactly overlay Elevation-
classifier. The percent improvement over a baseline of CCTOP is used for consistency with 
plots in the main paper. Results shown are for training on GUIDE-Seq and testing on Haeussler 
et al. 
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Supplemental Figure 3. Second-layer guide-target scoring feature importances Weights 
from second-layer predictive model in Elevation—an L1-regularized regression. This model 
uses (the log of) the single-mismatch predictions from the first layer as inputs (one for each 
position in the 20-mer guide and the N position of the PAM, using a 1.0 if no mismatch 
occurred at that position), shown in blue. The remaining inputs are the product of these non-
logged values of these features, as well as their sum, and number of mismatches (and 
alternate PAM) in the guide, shown in red. The use of the product feature by itself, without 
the other 23 features would yield the model Elevation-naïve which performs worse. As a 
consequence, the other features in Elevation can be viewed as a correction of the 
assumptions in the development of Elevation-naïve, such as independence of mismatches and 
the regression yielding a true probability. 
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Supplemental Figure 4. Aggregator feature importances Weights from aggregator model in 
Elevation which uses Gradient Boosted regression trees. The features were: the mean; 
median, variance, standard deviation, 99th, 95th, 90th percentiles, and sum of off-target scores. 
We compute these for each of: all off-targets, only genic off-targets, and only non-genic 
targets. Additionally, we compute these further features: sum of genic [non-genic] off-targets 
divided by total number of off-targets; fraction of targets that are genic; fraction that are non-
genic; ratio of number of genic to non-genic targets; ratio of average genic to non-genic score. 
Those with a postfix of “CFD” are from that model, while all others are from Elevation-score. 
The Gini importance is described in Supplementary Figure 1. 
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