RGBM: Regularized Gradient Boosting Machines for the Identification of Transcriptional Regulators of Discrete Glioma Subtypes
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Abstract

The transcription factors (TF) which regulate gene expressions are key determinants of cellular phenotypes. Reconstructing large-scale genome-wide networks which capture the influence of TFs on target genes are essential for understanding and accurate modelling of living cells. We propose RGBM: a gene regulatory network (GRN) inference algorithm, which can handle data from heterogeneous information sources including dynamic time-series, gene knockout, gene knockdown, DNA microarrays and RNA-Seq expression profiles. RGBM allows to use an a priori mechanistic of active biding network consisting of TFs and corresponding target genes. RGBM is evaluated on the DREAM challenge datasets where it surpasses the winners of the competitions and other established methods for two evaluation metrics by about 10-15%.

We use RGBM to identify the main regulators of the molecular subtypes of brain tumors. Our analysis reveals the identity and corresponding biological activities of the master regulators driving transformation of the
G-CIMP-high into the G-CIMP-low subtype of glioma and PA-like into LGm6-GBM, thus, providing a clue to the yet undetermined nature of the transcriptional events driving the evolution among these novel glioma subtypes.

RGBM is available for download on CRAN at https://cran.r-project.org/web/packages/RGBM/index.html

1 Introduction

Changes in environment and external stimuli lead to variations in gene expression which accordingly adapts for proper functioning of living systems. However, abnormalities in this tightly co-ordinated process are precursors to many pathologies. A vital role is played by the transcription factors (TF), which are proteins that bind to the DNA in the regulatory regions of specific target genes. These TFs can then repress or induce the expression of target genes. Many such transcriptional regulations have been discovered through traditional molecular biology experiments and several of these high-quality mechanistic regulatory interactions have been documented into TF-target gene databases [1].

With the availability of high-throughput experimental techniques for efficiently measuring gene expression, such as DNA micro-arrays and RNA-Seq, the aim now is to design computational models for gene regulatory network (GRN) [2] inference at genomic scale. The accurate reconstruction of GRNs from diverse gene expression information sources is one of the most important problems in biomedical research [3]. This is primarily because precisely reverse-engineered GRNs can reveal mechanistic hypotheses about differences between phenotypes and sources of diseases [1], which can ultimately help in the identification of therapeutic targets. The problem of inferring GRN from heterogeneous information sources such as dynamic time-series data, gene knockout, gene knockdown, protein-protein interactions etc. is one of the most actively pursued problem in computational biology [4] and has resulted in several DREAM challenges.

This problem is complicated by the noisy and high-dimensional nature of the data [5] which obscures the regulatory network with indirect connections. Another common challenge is to identify and model the non-linear relationships among the genes in the presence of relatively few samples compared with the total number of genes (i.e. \( n \ll p \)). A majority of the computational techniques model the expression of an individual target gene as either a linear or non-linear function of the expression levels of TFs. These modelling techniques use inductive logic to build a regulatory network which explains the interactions between the TFs and the target genes. Hence, these methods do not explain mechanistically how TFs interact with regulated genes, rather identify strong
candidate interactions using the expression data. In this paper, we follow this
traditional principle and identify candidate transcriptional regulations inferred
from the gene expression data.

Several statistical methods have been proposed for inferring GRNs including
TwixTwir [6] that uses a double two-way t-test to score transcriptional regula-
tions, null-mutant z-score algorithm [7] which is based on z-score transformed
knockout expression data, least angle regression based method TIGRESS [8]
captures linear interactions, bayesian networks [9, 10, 11, 12] which employ
probabilistic graphical models that analyze multivariate joint probability distri-
butions over each target gene and a formal method based approach [13]. Several
information theoretic methods have also been developed for reverse-engineering
GRNs such as [14] and CLR [15]. The mutual information based technique
ARACNE [16, 17] works on reducing the indirect edges by means of techniques
such as Data Processing Inequality.

Of-late several machine-learning techniques have been utilized for construc-
tion of GRNs. Here the network inference problem is formulated as a series of
supervised learning tasks, where each target gene is considered as a dependent
variable and the list of TFs are the corresponding independent variables. The
goal of the machine learning model is to provide a ranked list of TFs for each
target gene as it captures the relative importance of the transcriptional regula-
tions. Hence, several non-linear machine learning techniques including gradient
boosting machines (GBM) based methods like ENNET [18] and OKVAR-Boost
[19], random-forest based methods such as iRafNet [20] and GENIE3 [21] have
been successfully employed for the task of GRN inference. These methods score
important TFs, utilizing the embedded relative importance measure of input
independent variables as a ranking criterion.

Many of these methods have participated in DREAM challenges for inferring
GRN and achieved high performance w.r.t. area under precision-recall (AUPr)
curve and area under the receiver operating characteristic (AURoc) curve. A
characteristic of real world gene regulatory networks is that there are very few
transcription factors (TF) that regulate each target [4] and there are a few tar-
ggets which are not regulated by any TF [4]. One drawback of these machine
learning techniques [18, 19, 20, 21] is that due to lack of regularization a large
number of TFs gain variable importance and have connections with an indi-
vidual target gene. This results in several false positive connections in the final
inferred GRN. Moreover, these methods cannot identify genes with no incoming
edges i.e. genes that are not regulated by any TF or are upstream regulators.

In this paper, we propose a method whose core model is boosting of regres-
sion stumps. The proposed method allows the user to specify a priori mechan-
nistic active binding network (ABN) of TFs and target genes. In the presence
of an ABN, the reconstructed network is a subgraph of it.

The reverse-engineering procedure infers an initial set of transcriptional regu-
lations from the expression data (from heterogeneous information sources) using
boosting of regression stumps (GBM). The obtained (TF-target) edge weights
are then refined by any additional data such as knockout information. This
refinement procedure is similar to that used in null-mutant z-score method [7]
and ENNET algorithm [18].

In order to address the problems suffered by tree-based modeling techniques, we employ a notion used for identifying the corner of the L-curve criterion [22] in Tikonov regularization [23] on the edge weights (variable importance scores) for each target gene in order to identify the corresponding optimal list of TFs. We then re-iterate through the core GBM model using the optimal list of TFs for each target gene to obtain regularized transcriptional regulations followed by the additional refinement step in presence of any knockout information. The final inferred network obtained as a result of this procedure is directed and weighted.

Hereby, the proposed technique is referred as Regularized Gradient Boosting Machine (RGBM) for GRN inference. We evaluated RGBM on DREAM3, DREAM4 and DREAM5 network inference datasets and simulated RNA-Seq [24] datasets. The RGBM technique obtains superior performance in terms of higher values for AU_pr and AU_roc than the current state-of-the-art methods on majority of these datasets. Finally, we performed a case study by constructing the GRN for glioma tumors using gene expression profiles collected through the cancer genome atlas (TCGA) along with an apriori mechanistic ABN[1] of TFs and their corresponding targets with the purpose to identify the main regulators of the molecular subtypes of glioma.

2 MATERIALS AND METHODS

Several advantages of tree-based methods like GENIE [21], iRafNet [20] and ENNET [18] are that these approaches are computationally cheap, parallelizable, capture non-linear transcriptional regulations and are open-source. For in-silico networks of up to 100 genes in DREAM3 and DREAM4 challenges, these methods require less than a minute to infer the GRN. Here we propose a gradient boosting of regression stumps based framework (GBM) followed by a regularization step. This regularization step helps to identify the optimal set of TFs for each target gene and utilizes a series of transformations followed by a simple heuristic to detect and remove the targets which are not controlled by any regulator (i.e. upstream regulators or 0-indegree targets). Once the optimal set of TFs is obtained for each target, we re-iterate through the GBM framework to generate the edges. The resulting GRN is directed and the edges are directed from TF to target genes. The advantage of using GBM for GRN inference has been successfully showcased in [18].

A schematic representation of RGBM approach is illustrated in Figure 1. We first utilize a mechanistic active binding network (ABN) between TFs and their potential targets. The ABN is then fed as a priori information to the proposed machine learning framework. A Gradient Boosting Machine is used to to rank TFs that potentially regulate a target gene according to variable importance scores. The corner of L-curve shaped variable importance curve is used to identify the optimal set of TFs for a target gene. It also identifies upstream regulators by performing a series of transformation on the maximum variable importance score for each gene followed by using a simple heuristic.
cut-off. Finally we re-iterate through the boosting procedure with the optimal set of TFs for each target gene to assemble the final network. We describe the details of each step of Figure 1 in the following subsections.

2.1 Pre-processing input data

An advantage of tree-based techniques is that they can take as input heterogeneous adjusted gene expression data together with any available meta-data information explaining the conditions of the experiments, for example, which genes were knocked out. In the case of the DREAM challenges, several additional information sources are available including knockout, knockdown and wildtype expression profiles. These describe the expression of a known set of perturbed genes, which are in a steady state at the time of measurement. On the other hand, time-series data describe the dynamics of expression levels of perturbed genes with no additional information, such as those available for knockout or knockdown experiments. The time-series data are usually extremely noisy and hence a smoothing step is essential to de-noise the data. We perform the smoothing of the time-series data using the “forecast” R package [25] for time-series data in the DREAM3 and DREAM4 challenges. We considered the fitted coefficients for each gene, for all the time steps/samples, as new smoothed noise-free version of time-series data. The variety of benchmark datasets used for GRN inference are illustrated in [18, 20, 26, 27]. Supplementary Figure 1 (F1) showcases two type of data used for GRNs.

An element of the expression matrix $E \in \mathbb{R}^{N \times p}$ i.e. $e_{ij}$, $i = 1 \ldots N$ and $j = 1 \ldots p$, represents the expression value of the $j$th gene in the $i$th sample. The rows of $E$ matrix correspond to the sample/experimental conditions and the columns represent the expression value of the genes in those samples ($p$ genes in total). The additional (knockout or knockdown) information is maintained in a binary perturbation matrix $K \in \mathbb{R}^{N \times p}$ as in [18], where $K_{ij}$ is a binary value corresponding to the $j$th gene in the $i$th experimental condition. If the $j$th gene is perturbed in the $i$th sample then $K_{ij} = 1$ otherwise $K_{ij} = 0$. In case of absence of any additional information, we set all values in the $K$ matrix to 0.

2.2 Building the ABN

To learn potential regulatory activities between TFs and target genes, we merge constitutive associations due to active binding sites (ABN) and functional association due to contextual transcriptional activity (functional network) (Figure 1A).

The active binding network (ABN) is reconstructed from the collection of TF binding sites that are also active i.e. falling into not methylated regions. Binding sites are predicted with the FIMO (Find Individual Motif Occurrences) tool using 2,532 unique motif PWMs (Position Weight Matrices) obtained from Jaspar [28] corresponding to 1,203 unique TFs ([29, 30, 28, 31]). Instead, active promoter regions are classified with ChromHMM (v1.10), a Hidden Markov Model that classifies each genome position into 18 different chromatin states (9
states are considered open/active sites: $TssA$, $TssFlnk\text{m}$, $TssFlnk\text{U}$, $TssFlnk\text{D}$, $Tx$, $EnhG1$, $EnhG2$, $EnhA1\text{m}$, $EnhA1$) from 98 human epigenomes [32]. A binding relationship is considered active if the TF motif signal is significantly (FDR < 0.05) over-represented in the target promoter region (±5kbp TSS, hg19) and, in the same position (at least 1bp overlapping), the chromatin state is classified as open/active. The ABN consists of 6,652,518 overlapping active sites corresponding to 1,959,125 unique TF associations between 1,779 TFs and 51,705 target genes.

2.3 From inference problem to a variable selection task

Given the rectified list of TFs i.e. $C_j$ for each target gene $j \in \{1, \ldots, p\}$, we sub-divide the problem of inferring the GRN into $p$ independent tasks. For the $j^{th}$ sub-problem, we get the subgraph corresponding to the outgoing edges from the appropriate TFs to the target gene $j$. To generate this subgraph, we first create an expression vector $Y_j = E[,j]$ and a feature expression matrix $X_j = E[,C_j]$ from the expression matrix $E$. Here $Y_j$ and $X_j$ represent the dependent vector and the matrix of independent variables respectively. Supplementary Figure 2 (F2) illustrates how the $E$ matrix is utilized to formulate $p$ independent problems. Each of the $p$ sub-problems can mathematically be formulated as:

$$Y_j = h_j(X_j; \gamma_j) + \epsilon_j, \quad \forall j \in \{1, \ldots, p\} \quad (1)$$

Here $\epsilon_j$ represents random noise and $h_j(X_j; \gamma_j)$ is the parametric function that maps the expression matrix $X_j$ to target ($Y_j$) while optimizing the parameters $\gamma_j$. Our goal is to identify a small number of TFs which drive the expression of the $j^{th}$ gene using the columns of $X_j$ as input features. Essentially, we have to solve a regression problem while inducing sparsity in the feature space resulting in a subset of the list of TFs ($SubC_j$) which drive the expression of $j^{th}$ target gene. This problem is also referred as feature or variable selection [33, 34] in statistical machine learning. Several statistical methods, including Lasso [35], Group Lasso [36], Fused Lasso [37], Elastic-net [38], perform a linear mapping from the feature space to the target space while inducing sparsity and have been utilized for GRN inference [8, 39, 40].

There are several tree-based machine learning methods, namely random-forests [41] and gradient boosting machines (GBM) [9], which solve the aforementioned problem using a non-linear mapping. Additionally, they provide a variable ranking scheme, which allows us to decipher directed edges from $SubC_j$ to the $j^{th}$ target gene. These directed edges are weighted in accordance to the variable importance score that allows us to rank the variables. Tree-based methods have been extensively used for GRN reconstruction [21, 20, 18, 19, 42]. In this paper, we utilize a variant of the GBM model for inferring GRN. The working mechanism of the core GBM model is explained in detail in the Supplementary material. The authors in [18] utilized the LS-Boost (Supplementary Algorithm 1:S1) algorithm as the core GBM model to develop the ENNET [18] technique. In the proposed RGBM technique, we provide the user with the flexibility of utilizing either LS-Boost (Algorithm S1) or LAD-Boost (Algorithm S2)
as core GBM model. This is because it was shown in [9] that LS-Boost performs extremely well for normally distributed expression values whereas LAD-Boost performs better for slash [9] distributed expression values.

Moreover, if knockout/knockdown expression data is available, we further apply a refinement step utilized in the null-mutant z-score method [7] and [18]. We reason that the direct regulation of a target by a TF would lead to a distinct signature in the expression data if the TF were knocked out. The details of the refinement step are also reported in the Supplementary material.

2.4 Main Regularization Steps

An important aspect of GRN is the sparsity, hence there are only a few TFs which regulate a target gene and there are a few genes which have no regulations i.e. we can have 0-indegree [4] in the inferred GRN. Thus, the procedure for reverse engineering GRN should return sparse networks and be able to detect such 0-indegree upstream regulators. From the initial set of steps (GBM + Refinement Step), the obtained adjacency matrix \( A_2 \) can be quite dense as shown in Supplementary Figure 3 (F3).

However, when \( A_2 \) is converted into an ordered edge-list (ranked in descending order based on edge-weights), several of the top ranked connections are indeed true, whereas many others can be false positives, as we showcase in our Results. But there is still a possibility to greatly reduce the number of falsely identified transcriptional regulations between the TFs and targets as showcased below.

We utilize a notion similar to the one used for optimizing the discrete L-curve criterion [22, 43] in Tikonov regularization [23]. This is done by analysing the variable importance (VI) curves (Figure 2) for individual target genes to obtain the optimal set of TFs for that gene. We also perform a series of transformations on the maximum VI (MVI) score for each target gene which is followed by a simple heuristic to detect 0-indegree genes in the final reverse-engineered GRN.

In order to identify the optimal set of TFs for each target gene, we use an idea similar to that used for identifying the corner in discrete L-curve criterion [43, 22] in Tikonov regularization [23]. The problem in Tikonov L-curve is to identify the corner of a discrete L-curve where the surface of the discrete L-curve is monotonically decreasing. Several algorithms have been proposed for computing the corner of a discrete L-curve, taking into account the need to capture the overall behaviour of the curve and avoiding the local corners [44, 45, 22]. In the case of sorted variable importance (VI) curve for individual target gene, the VI curve is also monotonically decreasing and usually follows a Power-Law distribution [46], as showcased in Figure 2. Moreover, rather than getting stuck in a local corner in the VI curve, we are inclined to locate the position where the VI curve first becomes flat w.r.t. the rightmost TF in the VI curve i.e. the position after which there is no change in the variable importance scores w.r.t. the smallest variable importance score in the VI curve. From Figure 2, we observe that the smallest variable importance score for a target gene is usually infinitesimal. The optimal set of TFs for the \( j^{th} \) target gene
are those which are heavily regulating the expression of that target and hence \( \text{Imp}_j(\phi) > \arg\min (\text{Imp}_j(\phi)) \) for those TFs. To determine this optimal set of TFs for individual target gene, we use a modified variant of the triangle method [47] employed for identifying the corner in the Tikonov L-curve.

We first need to briefly explain the concept of the oriented angle between two line segments associated with a triple of points in the L-curve to explain the usage of the triangle method for identifying the optimal corner (optimal set of TFs) in the VI curve as shown in Figure 3. We consider the anti-clockwise convention to define an angle. Specifically, let \( \mathcal{P}_l, \mathcal{P}_m \) and \( \mathcal{P}_n \) be three points on the VI curve satisfying \( l < m < n \) and let \( v_{m,l} \) denote the vector from \( \mathcal{P}_m \) to \( \mathcal{P}_l \). Then, we define the oriented angle \( \theta(l,m,n) \in [-\pi, \pi] \) associated with the triplet as the angle between the two vectors \( v_{m,n} \) and \( v_{m,l} \) i.e. \( \theta(l,m,n) = \angle(v_{m,n}, v_{m,l}) \).

With this definition, an angle \( \theta(l,m,n) = \pi \) corresponds to the point \( \mathcal{P}_l \), which determines the optimal position (optimal number of TFs) in VI curve. The key idea of the triangle method is to consider the following triples of L-curve points:

\[
(\mathcal{P}_l, \mathcal{P}_m, \mathcal{P}_n), l = 1, \ldots, n - 2, m = l + 1, \ldots, n - 1,
\]

where \( n \) corresponds to the TF with the least non-zero importance score \( (\text{Imp}_j(\cdot)) \) for the \( j^{th} \) target gene. In the case of DREAM4 challenge (Network 1), \( n = p \) or the set of all genes. By using this idea, we identify as the corner the first triple where the oriented angle \( \theta(l,m,n) \) is either equal to \( \pi \) or is maximum. If the angle \( \theta(l,m,n) = \pi \), then that part of the VI curve is already “flat” w.r.t. the least contributing TF and the position \( l \) represents the optimal number of TFs for the \( j^{th} \) target gene. All the TFs to the left of position \( l \) form the optimal set of TFs that regulate the target gene \( j \) as shown in Figure 3. The worst-case complexity of the triangle method is \( O(p^2) \). However, since majority of the VI curves of the target genes have a Power-Law distribution, we can quickly reach the position where the oriented angle first becomes \( \pi \) and avoid unnecessary computations as indicated in Algorithm 1. From our experiments, we empirically found that the proposed technique requires \( O(p) \) steps to infer the optimal set of TFs for each target gene because of the Power-Law distribution of the VI scores. Moreover, the computation of the optimal set of TFs for each target gene can be performed independent of the other and hence is performed in parallel.

However, the computation of the optimal set of TFs for each gene is performed only after we have identified the upstream regulators i.e. 0-indegree nodes as explained earlier. From Figures 2 and 4A, we observe that the VI and MVI score distributions both follow Power-Law curves. From Figure 2, we observe that for several target genes the MVI score is \( O(10^{-3}) \) or \( O(10^{-4}) \). But there are a few outlier genes for which the MVI score is much smaller (\( O(10^{-5}) \) or \( O(10^{-6}) \)) indicating that the given set of TFs cannot drive the expression of these target genes. For example, for the 5\(^{th} \) target gene, the MVI score is \( \approx 5 \times 10^{-5} \) as shown in Figure 2.

Given the geometric nature of the distribution of MVI scores as observed from Figure 4A, it is difficult to directly select the scores which correspond to
Algorithm 1: Proposed Steps

Data: Adjacency Matrix $A_2$ obtained from initial GBM + Refinement steps.
Result: Mechanistic Network $M$ comprising the optimal set of TFs for each target gene.

1. Initialize $M$ as a matrix of zeros with dimensions $\text{arg max}(\#(C_j)) \times p$.
   */ $\#(C_j)$ is the cardinality of the list of TFs for target gene $j$.
2. for $j = 1, \ldots, p$ do
3.    Obtain $\text{MVI}_j$ from $A_2[j]$ and transform it to get $\text{NMVI}_j$ using Equation 3.
4. end
5. Calculate $\mu_{\text{NMVI}}$ and $\sigma_{\text{NMVI}}$ from NMVI score distribution.
6. Set cut-off $\rho = \mu_{\text{NMVI}} - 1.5 \times \sigma_{\text{NMVI}}$.
7. for $j = 1, \ldots, p$ do
8.    if $\text{NMVI}_j \geq \rho$ then
9.        Mark $j$ as 0-indegree node in network $M$ i.e. $M[i,j] = 0$.
10. end
11. end
   */ Identified and pruned 0-indegree target nodes.
12. for $j = 1, \ldots, p$ do
13.    if $j$ is not a 0-indegree node then
14.       Obtain the sorted variable importance curve i.e. $\text{VI}_j$ whose cardinality is denoted as $n = \#(C_j)$ and create a temporary variable $\text{flag} = 0$.
15.       for $l = 1, \ldots, n - 2$ do
16.         for $m = l + 1, \ldots, n - 1$ do
17.             Calculate oriented angle $\theta(l, m, n)$ using positions of points $P_l, P_m, P_n$ on the $\text{VI}_j$ curve.
18.             if $\theta(l, m, n) = \pi$ then
20.         end
21.       end
22.       if $\text{flag} = 1$ then
23.           Break out of the Loop.
24.       end
25. end
26. Identify all the TFs in $\text{VI}_j$ to left of position $l$ & include the TF at position $l$ in the optimal set of TFs i.e. $O_j$.
27. $M[O_j, j] = 1$ /* Add edges in $M$ from TFs in $O_j$ to target $j$.
28. end
29. end

outlier targets i.e. genes which are not controlled by any TF. However, in case of a univariate Gaussian distribution, its relatively simple to define a heuristic cut-off ($\rho$) which helps to determine the outliers as indicated in Figure 4D. Hence, the problem of detecting 0-indegree genes can be solved efficiently by performing a set of transformations to convert a Power-Law distribution into a Gaussian distribution. It was shown in [48, 49] that given a univariate distribution, i.e. samples generated from a function of a single variable ($f(b) = e^{-\lambda b}$ in our case), it can be turned into a normal distribution. In [49], the authors illustrated that the given distribution ($f(b)$) is first transformed to a uniform distribution and then an inverse of the cumulative density function of a normal distribution is applied on this uniform distribution to generate normally distributed values. Mathematically, it can be shown as:

$$a = \Phi^{-1}(U(f(b)))$$  (2)

In the proposed framework, $f(b)$ corresponds to the discrete distribution of MVI scores which follows a Power-Law curve as depicted in Figure 4A. The function $U(\cdot)$ transforms these MVI scores into uniformly distributed values in the range $[0,1]$ as shown in Figure 4C. The function $U(\cdot)$ is a combination of
a log(·) transformation on the initial MVI scores followed by a linear-fitting (lm(·)) of the log(·) transformed values (Figure 4B). By performing this log(·) transformation and ln(·), smaller MVI scores end up getting larger negative values and we obtain a set of uniformly distributed values. However, these fitted values are still unscaled i.e. can take any values in \( \mathbb{R} \). But it is necessary to scale \( S(·) \) these fitted values between the range \([0, 1]\) as it is essential for the inverse of the cumulative density function \( \Phi(·) \) of a normal distribution i.e. \( \Phi^{-1}(·) \) in order to generate normally distributed scores (NMVI) as illustrated in Figure 4D. Here again smaller MVI scores correspond to smaller NMVI scores. These steps can mathematically be represented as:

\[
NMVI_j = \Phi^{-1}(S(lm(\log(MVI_j)))), j = 1, \ldots, p
\]  

We obtain the mean \( \mu_{NMVI} \) and standard deviation \( \sigma_{NMVI} \) values from the NMVI score distribution and select a heuristic cut-off \( \rho = \mu_{NMVI} - 1.5 \times \sigma_{NMVI} \) to detect outlier NMVI scores (following the normally distributed nature of NMVI scores) i.e. \( NMVI_j \leq \rho \) correspond to outlier target genes. These outlier scores correspond to the 0-indegree genes in the final inferred GRN \( A_{final} \).

Once we have obtained the optimal set of TFs for an individual target gene \( M \), we re-iterate through the core GBM model using \( M \) as a mechanistic network and follow it with the refinement step. All these steps together form the RGBM technique for reconstructing GRNs as showcased in Algorithm 2 and illustrated via Figure 5.

**Algorithm 2: Proposed RGBM Method**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Identify list of TFs to be considered for each target gene using ABN and ( E ).</td>
</tr>
<tr>
<td>2.</td>
<td>Perform either Algorithm S1 or Algorithm S2 to obtain adjacency matrix ( A_1 ).</td>
</tr>
<tr>
<td>3.</td>
<td>Perform the Refinement step to obtain adjacency matrix ( A_2 ).</td>
</tr>
<tr>
<td>4.</td>
<td>Perform the steps as proposed in Algorithm 1 &amp; obtain the optimal set of TFs for individual target gene in revised network ( M ).</td>
</tr>
<tr>
<td>5.</td>
<td>Using new ( M ) re-perform either Algorithm S1 or Algorithm S2 to get ( A_{temp} ).</td>
</tr>
<tr>
<td>6.</td>
<td>Re-perform the Refinement step to obtain final inferred network ( A_{final} ).</td>
</tr>
</tbody>
</table>

### 2.5 Post-transcriptional TF activity

TF activity is determined using an algorithm that allows computationally inferring protein activity from gene expression profile data on an individual sample basis. The activity of a TF, defined as an index that quantifies the activation of the transcriptional program of a specific regulator in each sample \( S_i \), is calculated as follows:

\[
Act(S_i, TF) = \frac{1}{N} \sum_{k=1}^{N} t_{ki}^{+} - \frac{1}{M} \sum_{j=1}^{M} t_{ji}^{-}
\]  

where \( t_{ki}^{+} \) is the expression level of the \( k^{th} \) positive target of the MR in the \( i \)-th sample, \( t_{ji}^{-} \) is the expression level of the \( j^{th} \) negative target of the MR in the \( i \)-th
sample, \( N (M) \) the number of positive (negative) targets present in the regulon of the considered MR. If \( \text{Act}(S_i, TF) > 0 \), the TF is active in that particular sample. If \( \text{Act}(S_i, TF) < 0 \), the TF is inversely activated and if \( \text{Act}(S_i, TF) \approx 0 \) it is non-active. To identify the main Master Regulators of glioma subtypes reported in Section 3.4, we use supervised analysis on the activity function defined in equation (4) using the Wilcoxon test [50].

3 RESULTS

Before we describe the experiments that we have undertaken to have a comprehensive comparison of the proposed method with other state-of-the-art GRN inference techniques, we briefly summarize the parameter settings for the RGBM models. The core of the RGBM model is the LS-Boost (Algorithm S1) or LAD-Boost (Algorithm S2) procedure (Algorithm 2, Step 1 and Step 4). The primary parameters of a GBM model are the number of iterations \( T \), which is equivalent to the number of additive models built (Algorithms S1 and S2), the learning rate \( \nu \) and the sampling rate \( s \) for TFs during each iteration \( t \). By default, we consider all the \( N \) samples/rows of the expression matrix \( E \) while building the GBM model. The authors of the ENNET procedure [18], whose underlying core model is also a GBM, and which currently is the state-of-the-art GBM model for reverse-engineering GRN, showcased through exhaustive experiments that the optimal set of values for the parameters of a GBM model is \( T = 5,000 \), \( \nu = 0.001 \) and \( s = 0.3 \). We keep \( T = 5,000 \) as the upper bound on the number of iterations to perform boosting and utilize an early stopping criterion based on the rate of change of average residue (\( \hat{Y} \)) values. We stop the boosting of regression stumps when this rate of change of average residue values between two iterations is below machine precision. Moreover, using these optimal set of values for the parameters of the GBM model, the network inferred as a result of the LS-Boost algorithm (i.e. Algorithm 2, Step 1) is equivalent to the one obtained from the ENNET technique. Hence, in all our experiments we used these optimal set of parameter values for building the core models (LS-Boost or LAD-Boost) in the proposed RGBM method.

3.1 RGBM outperforms state-of-the-art on DREAM Challenge Data

We assessed the performance of the proposed RGBM models using LS-Boost and LAD-Boost as core models on universally accepted benchmark networks of 100 or more genes from the DREAM3, DREAM4 and DREAM5 challenges [51, 52, 53] and compared them with several state-of-the-art GRN inference methods. For the purpose of comparison, we selected several methods including ENNET [18], GENIE3 [21], iRafNet [20], ARACNE [16] and the winner of each DREAM challenge. Among all the DREAM challenge networks, we performed experiments on the in-silico networks of size 100 from DREAM3 and DREAM4, and on 3 benchmark networks from DREAM5 challenge.
The DREAM3 challenge comprises 5 in-silico networks whose expression matrices $E$ are simulated using GeneNetWeaver [54] software. Benchmark networks were constructed as sub-networks of systems of transcriptional regulations from known model organisms namely E.coli and S.cerevisiae. In our experiments, we focus on the networks of size 100, which are the largest in the DREAM3 suite. There are several additional sources of information available for these networks, such as knockout, knockdown and wildtype expressions apart from the time-series information. However, most of the state-of-the-art techniques do not necessarily utilize all these heterogeneous information sources. We showcase the best results generated for the DREAM3 challenge networks using the optimal combination of information sources for different GRN inference methods in Table 1. For all other combinations of information sources, the results of these GRN inference methods are inferior.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Data Used</th>
<th>DREAM3 Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM (LS-Boost)</td>
<td>KO, KD, WT</td>
<td>0.699 0.903 0.888 0.965 0.597 0.900 0.571 0.861 0.460</td>
</tr>
<tr>
<td>GBM (LAD-Boost)</td>
<td>KO, KD, WT</td>
<td>0.683 0.903 0.870 ∗ 0.963 ∗ 0.562 ∗ 0.900 ∗ 0.535 ∗ 0.853 ∗ 0.765</td>
</tr>
<tr>
<td>ENNET</td>
<td>KO, KD, WT, MTS</td>
<td>0.627 0.901 0.865 0.963 0.552 0.892 ∗ 0.522 0.842 0.504 0.755</td>
</tr>
<tr>
<td>GENIE3</td>
<td>KO, KD, WT</td>
<td>0.430 0.850 0.782 0.883 0.372 0.729 0.423 0.724 0.314 0.656</td>
</tr>
<tr>
<td>iRafNet</td>
<td>KO, KD, WT</td>
<td>0.528 0.878 0.812 − 0.901 0.484 0.863 − 0.492 0.772 0.364 0.730</td>
</tr>
<tr>
<td>ARACNE</td>
<td>KO, KD, WT</td>
<td>0.348 0.781 0.656 0.813 0.285 0.669 0.396 0.662 0.274 0.583</td>
</tr>
<tr>
<td>Winner [55]</td>
<td>KO, WT</td>
<td>0.694 0.948 0.806 0.960 0.493 0.915 0.469 0.853 0.433 0.783</td>
</tr>
</tbody>
</table>

Table 1: Comparison of RGBM with myriad inference methods on DREAM3 networks of size 100. Here we provide the mean $AU_{pr}$ and $AU_{roc}$ values for 10 random runs of different inference methods. Here KO=Knockout, KD=Knockdown, WT=Wildtype and MTS=Modified smoothed version of the time-series data. The best results are highlighted in bold. ∗, +, − represent the quality metric values where RGBM (LAD-Boost), ENNET and iRafNet techniques respectively outperform the winner of DREAM3 challenge.

We observe from Table 1 that the best source of information for GENIE3, iRafNet and ARACNE methods are the knockout, knockdown and wildtype expressions. In presence of time-series data, the performance of these methods becomes worse. ARACNE performs the worst on DREAM3 challenge followed by tree-based GENIE3 and iRafNet techniques. ENNET method already defeats the winner [55] of DREAM3 challenge on several networks w.r.t. quality metric $AU_{pr}$ and $AU_{roc}$. However, RGBM using LS-Boost as core model significantly outperforms the winner on several networks of the DREAM3 challenge. This is because it gains maximum benefit from the proposed steps to remove falsely identified edges, efficiently detects 0-indegree genes and gains a lot in terms of precision and recall from the refinement step. The presence of additional knockout information greatly boosts the efficiency of the RGBM model. It was observed from the analysis of the later DREAM challenges [54] that the winning method for DREAM3 challenge made a strong assumption on the Gaussian type of measurement in the noise which was used in DREAM3 networks, but was no longer used in later DREAM challenges. As a result, the winning method of DREAM3 challenge was ranked 7th in DREAM4 challenge.

The DREAM4 challenge took place one year after the DREAM3 challenge. It
again comprised 5 benchmark networks which were constructed as sub-networks of system of transcriptional regulations from known model organisms namely *E. coli* and *S. cerevisiae*. We again focus on the networks of size 100 used in the DREAM4 suite. Additional sources of information including knockout, knockdown, wildtype and multifactorial information were also available for DREAM4 challenge. The best results generated for the DREAM4 challenge networks using the optimal combination of information sources for different GRN inference methods are depicted in Table 2. For all other combinations of information sources, the results of these GRN inference methods are inferior.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Data Used</th>
<th>Network 1</th>
<th>Network 2</th>
<th>Network 3</th>
<th>Network 4</th>
<th>Network 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM (LS-Boost)</td>
<td>KO, KD, WT, MTS</td>
<td>0.709</td>
<td>0.936</td>
<td>0.561</td>
<td>0.878</td>
<td>0.450</td>
</tr>
<tr>
<td>GBM (LAD-Boost)</td>
<td>KO, KD, WT, MTS</td>
<td>0.682</td>
<td></td>
<td>0.525</td>
<td>0.895</td>
<td>0.490</td>
</tr>
<tr>
<td>ENNET</td>
<td>KO, WT</td>
<td>0.604</td>
<td>0.893</td>
<td>0.456</td>
<td>0.856</td>
<td>0.506</td>
</tr>
<tr>
<td>GENIE3</td>
<td>KO, WT</td>
<td>0.338</td>
<td>0.864</td>
<td>0.309</td>
<td>0.748</td>
<td>0.277</td>
</tr>
<tr>
<td>iRafNet</td>
<td>KO, TS</td>
<td>0.552</td>
<td>−0.901</td>
<td>0.337</td>
<td>0.799</td>
<td>0.414</td>
</tr>
<tr>
<td>ARA CNE</td>
<td>KO, KD, WT</td>
<td>0.338</td>
<td>0.893</td>
<td>0.456</td>
<td>0.856</td>
<td>0.506</td>
</tr>
<tr>
<td>Winner [56]</td>
<td>KO</td>
<td>0.536</td>
<td>0.914</td>
<td>0.377</td>
<td>0.801</td>
<td>0.530</td>
</tr>
</tbody>
</table>

Table 2: Comparison of RGBM with myriad inference methods on DREAM4 networks of size 100. Here we provide the mean $AU_{pr}$ and $AU_{roc}$ values for 10 random runs of different inference methods. Here KO=Knockout, KD=Knockdown, WT=Wildtype and MTS=Modified smoothed version of the time-series data. The best results are highlighted in bold. *, + and − represent the quality metric values where RGBM, ENNET and iRafNet techniques outperform the winner of DREAM4 challenge.

We observe from Table 2, that GBM based methods, RGBM (LS-Boost), RGBM (LAD-Boost) and ENNET clearly surpassed all the other methods including the winner of the DREAM4 challenge. The iRafNet and ENNET techniques also individually perform better than the winner [56] on several networks of DREAM4 challenge but they are easily outplayed by the two implementations of the RGBM method. RGBM method using the LS-Boost as core model has an exceptional performance on nearly all the networks w.r.t. the evaluation metrics in comparison to other state-of-the-art GRN reverse-engineering methods.

Figure 6 illustrates the optimal number of TFs identified by proposed Algorithm 1 for each target gene and passed as network $M$ either to Algorithm S1 or Algorithm S2 followed by the refinement step to infer the final GRN for Network 1 of DREAM4 challenge. We observe that several genes (including “G5”, “G26”, “G40”, “G42” etc.) have 0 TFs connected to them and hence form the 0-indegree upstream regulators. Thus, in Figure 5 there are 0 incoming edges to these genes though there are some outgoing edges from these genes (for sub-problems where they act as TFs).

Three benchmark networks in DREAM5 [4] challenge with different sizes and structure were generated using different model organisms. However, in this case, the time-series data of only one network was simulated in-silico, the two other sets of expression data were measured in real experiments in-vivo. As in previous DREAM challenges, in-silico expression data were simulated using the open-source GeneNetWeaver simulator [54]. However, DREAM5 was
the first challenge where participants were asked to infer GRNs at for large-scale real datasets i.e. for thousands of target genes and hundreds of known TFs. Gold standard networks were obtained from two sources: RegulonDB database [57] and Gene Ontology (GO) annotations [58]. The results of all the inference methods for DREAM5 expression data using the optimal combination of information sources are summarized in Table 3.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Data Used</th>
<th>DREAM5 Experiments</th>
<th>Network 1</th>
<th>Network 2</th>
<th>Network 3</th>
<th>Network 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AU_{pr}</td>
<td>0.607</td>
<td>0.607</td>
<td>0.607</td>
<td>0.607</td>
</tr>
<tr>
<td>RGRM-LASSO</td>
<td>KO,Exp</td>
<td>AU_{roc}</td>
<td>0.644</td>
<td>0.644</td>
<td>0.644</td>
<td>0.644</td>
</tr>
<tr>
<td>RGRM-LAD-Boost</td>
<td>KO,Exp</td>
<td>AU_{pr}</td>
<td>0.537</td>
<td>0.846</td>
<td>0.086</td>
<td>0.633</td>
</tr>
<tr>
<td>ENNET</td>
<td>KO,Exp</td>
<td>AU_{roc}</td>
<td>0.617</td>
<td>0.617</td>
<td>0.617</td>
<td>0.617</td>
</tr>
<tr>
<td>HoNet</td>
<td>KO,MTS,Exp</td>
<td>AU_{pr}</td>
<td>0.432</td>
<td>0.857</td>
<td>0.069</td>
<td>0.632</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td>KO,Exp</td>
<td>AU_{roc}</td>
<td>0.617</td>
<td>0.617</td>
<td>0.617</td>
<td>0.617</td>
</tr>
<tr>
<td>DiRafNet</td>
<td>Exp</td>
<td>AU_{pr}</td>
<td>0.364</td>
<td>0.813</td>
<td>0.112</td>
<td>0.641</td>
</tr>
<tr>
<td>TIGRESS [8]</td>
<td>KO,Exp</td>
<td>AU_{roc}</td>
<td>0.291</td>
<td>0.814</td>
<td>0.094</td>
<td>0.619</td>
</tr>
<tr>
<td>CLR [15]</td>
<td>Exp</td>
<td>AU_{pr}</td>
<td>0.217</td>
<td>0.666</td>
<td>0.050</td>
<td>0.538</td>
</tr>
<tr>
<td>ARACNE</td>
<td>Exp</td>
<td>AU_{roc}</td>
<td>0.099</td>
<td>0.545</td>
<td>0.029</td>
<td>0.512</td>
</tr>
</tbody>
</table>

Table 3: Comparison of RGRM with myriad inference methods on DREAM5 networks of varying sizes. Here we provide the mean AU\textsubscript{pr} and AU\textsubscript{roc} values for 10 random runs of different inference methods. Here KO=Knockout, KD=Knockdown, WT=Wildtype, MTS= Modified smoothed version of the time-series data, Exp=Steady-state gene expression. The best results are highlighted in bold. *, + and − represent the quality metric values where RGRM, ENNET and iRafNet techniques respectively defeat the winner of DREAM5 challenge i.e. GENIE3 method.

RGRM using LS-Boost core model gives better results than other methods w.r.t evaluation metrics AU\textsubscript{pr} and AU\textsubscript{roc} on Network 4 as illustrated in Table 3. It easily defeats the winner (GENIE3) of DREAM5 challenge and outperforms recent state-of-the-art GRN inference methods iRafNet and ENNET techniques. However, the predictions for in-vivo expression profiles (DREAM5 challenge - Network 3 and Network 4) result in extremely low precision-recall values as depicted in Table 3. One of the reasons for the poor performance of all the inference methods for such expression data is the fact that experimentally derived pathways, and consequently gold standards obtained from them, are not necessarily complete, regardless of how well the model organism is known. Additionally, there are regulators of gene expression other than TFs, such as miRNA and siRNA, which also drive the expression of these genes. As shown in this study, an in-silico expression matrix provide enough information to confidently reverse-engineer their underlying structure, whereas in-vivo data hide a much more complex system of regulatory interactions.

3.2 RGRM outperforms state-of-the-art on Synthetic RNA-Seq Data

We conducted additional experiments on simulated RNA-Seq data. We used our “synRNASeqNet” [59] package in R to generate 5 RNA-Seq expression matrices using the “simulatedData” function in the package. The “simulatedData” function uses a stochastic Barabási-Albert (BA) model [46] to build random scale-
free networks using a preferential attachment mechanism with power exponent $\alpha$ and simulated RNA-Seq counts from a Poisson multivariate distribution $[60]$. For our experiments, we generated 5 RNA-Seq expression ($E$) matrices comprised of 500 RNA-Seq counts for 50 target genes using power exponent values $\alpha \in \{1.75, 2, 2.25, 2.5, 2.75\}$ respectively. For each experiment, we are not provided with any additional information (absence of perturbation matrix $K$), and for each target gene we consider all the remaining genes as TFs while reverse-engineering the GRN. We again used evaluation metrics like $AU_{pr}$ and $AU_{roc}$ to compare the proposed RGBM (using LS-Boost as core model) with state-of-the-art GRN inference methods, including ENNET, GENIE3 and ARACNE. Supplementary Figure 4 (F4) illustrates the comparison of various GRN inference methods w.r.t. the Receiver Operating Characteristics (ROC) for each of the five experiments. Similarly, Supplementary Figure 5 (F5) showcases the precision-recall curves, used to estimate the $AU_{pr}$ metric, for different GRN inference methods.

The performance of RGBM is compared with ENNET, GENIE3 and ARACNE for five different experimental settings as shown in Table 4. For each of these experiments, we increased the value of the preferential attachment parameter $\alpha$ in the BA-model from 1.75 to 2.75 in steps of 0.25, thereby making the task of re-constructing accurate GRNs from simulated RNA-Seq counts harder as observed from the $AU_{roc}$ and $AU_{pr}$ values in Table 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>$AU_{roc}$</th>
<th>$AU_{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGBM</td>
<td>0.561</td>
<td>0.802</td>
</tr>
<tr>
<td>ENNET</td>
<td>0.554</td>
<td>0.800</td>
</tr>
<tr>
<td>GENIE3</td>
<td>0.566</td>
<td>0.804</td>
</tr>
<tr>
<td>ARACNE</td>
<td>0.065</td>
<td>0.588</td>
</tr>
</tbody>
</table>

Table 4: Comparison of proposed RGBM technique with ENNET, GENIE and ARACNE GRN inference methods w.r.t. evaluation metrics $AU_{roc}$ and $AU_{pr}$ for reverse-engineering GRNs from RNA-Seq counts where the underlying ground-truth network follows a BA preferential attachment model with exponent $\alpha$.

Here the evaluation metrics $AU_{roc}$ and $AU_{pr}$ represents the mean value of these evaluation metrics for 10 random runs of each setting. We can observe from Table 4 that the RGBM and ENNET methods are robust w.r.t. increasing power exponent $\alpha$ used for generating the BA model $[46]$ based networks. This is because the performance of these methods is not affected by increasing values of $\alpha$ whereas the effectiveness of GENIE3 and ARACNE GRN inference methods decreases with increase in $\alpha$. In particular, the performance of GENIE3 decreases drastically w.r.t. the evaluation metric $AU_{pr}$ for increasing values of preferential attachment exponent $\alpha$. The RGBM technique outperforms other GRN inference methods on 3 out of the five synthetic networks as illustrated in Table 4 and Figures F4 and F5, thereby showcasing its superiority.
3.3 Evaluation of RGBM on E.Coli SOS, S.Cerevisiae Cell Cycle and IRMA data

We compared the performance of RGBM on classical real datasets with a known underlying network. We used the following datasets:

- **E.coli** SOS pathway. Eight genes regulating the SOS response of DNA damage. Following our previous work [17], we choose genes involved in DNA damage tolerance and repair activated through recA and lexA. We adopt the first 14 point time course profiles of an experiment made publicly available by Ronen et al. [61].

- **S.cerevisiae** cell cycle. An eleven gene network controlling the G1 step of cell cycle. As in [17], we choose genes whose mRNA levels respond to the induction of Cln3 and Clb28, two cell cycle regulators, and a 16 point time-course profiles made publicly available by Spellman et al. [62].

- **IRMA**. An in-vivo fully controlled experimental network built in *S.cerevisiae* and composed of five genes [63]. The network is perturbed by culturing cells in the presence of galactose or glucose. Galactose activates the GAL1-10 promoter, cloned upstream of a Swi5 mutant in the network, and it is able to activate the transcription of all the five network genes. Two perturbations corresponding to growing cells from glucose to galactose medium and to reverse shift are made respectively for the 16 and 21 time points.

Since the above datasets correspond to time-course experiments, we include in Table 5 the results on three methods specifically developed for time-course data: TimeDelay-ArCane [17], FormalM [64] and TSNF [65]. We can see from Table 5 that RGBM outperforms other approaches in terms of F1 metric for the *E. Coli* and IRMA networks, whereas it reaches the best recall for the *S.cerevisiae* cell cycle.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Real Experiments</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E.coli SOS</td>
<td>S.cerevisiae cell cycle</td>
<td>IRMA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 Score</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 Score</td>
</tr>
<tr>
<td>RGBM</td>
<td>0.67</td>
<td>0.50</td>
<td>0.57</td>
<td>0.21</td>
<td>1.0</td>
<td>0.35</td>
</tr>
<tr>
<td>ENNET</td>
<td>0.67</td>
<td>0.50</td>
<td>0.57</td>
<td>0.22</td>
<td>0.96</td>
<td>0.36</td>
</tr>
<tr>
<td>GENIE</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.21</td>
<td>1.0</td>
<td>0.35</td>
</tr>
<tr>
<td>TD-ARACNE</td>
<td>0.12</td>
<td>0.88</td>
<td>0.22</td>
<td>0.74</td>
<td>0.54</td>
<td>0.84</td>
</tr>
<tr>
<td>FormalM</td>
<td>0.12</td>
<td>0.25</td>
<td>0.17</td>
<td>0.15</td>
<td>0.35</td>
<td>0.33</td>
</tr>
<tr>
<td>TSNF</td>
<td>0.12</td>
<td>0.25</td>
<td>0.17</td>
<td>0.15</td>
<td>0.35</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 5: Comparison of RGBM with ENNET, GENIE, Time-Delay ARACNE, FormalM, TSNF, Banjo GRN inference methods w.r.t. evaluation metrics Precision, Recall and F1 Score for reverse-engineering GRNs from E.coli SOS, *S.cerevisiae* cell cycle and IRMA expression data. The best results are highlighted in bold.
3.4 RGBM Identifies the Master Regulators of Glioma Cancer Subtypes

The results in the previous paragraphs have shown that RGBM is able to efficiently recover the regulatory structure of small and large gene networks. Here we apply RGBM for the identification of Master Regulators of tumor subtypes of human glioma, the most frequent primary brain tumor in adults [66]. In the cancer field, Master Regulators (MR) have been defined as gene products (mostly TFs) necessary and sufficient for the expression of particular tumor-specific signatures typically associated with specific tumor phenotypes (e.g. proneural vs. mesenchymal). In the case of malignant gliomas, reverse engineering was used to successfully predict the experimentally validated transcriptional regulatory network responsible for activation of the highly aggressive mesenchymal gene expression signature of malignant glioma [67]. Therefore, a Master Regulator gene can be defined as a network hub whose regulon exhibits a statistically significant enrichment of the given phenotype signature which expresses a cellular phenotype of interest such as tumor subtype. MARINa (MAster Regulator INference algorithm) is an algorithm to identify MRs starting from a GRN and a list of differentially expressed genes [68]. This specific algorithm was successfully applied to identify Stat3 and C/EBPβ as the two TFs hierarchically placed at the top of the transcriptional network of mesenchymal high-grade glioma [67].

Recently, we worked with the Analysis Working Group (AWG) of the The Cancer Genome Atlas-TCGA project to deconvolute a PanGlioma dataset that included the largest collection of human glioma ever reported [69]. We reported that, using a combination of DNA copy number and mutation information, DNA methylation and mRNA gene expression, human gliomas can be robustly divided into seven major subtypes that we defined as G-GIMP-low, G-CIMP-high, Codel, Mesenchymal-Like, Classic-Like, LGm6-GBM and PA-like [69]. The first key division of human glioma is driven by the status of the IDH1 gene, whereby IDH1 mutations are typically characterized by a relatively more favorable clinical course of the disease. IDH1 mutation are associated with an hypermethylation phenotype of glioma (G-CIMP, [70]). However, our PanGlioma study reported that IDH-mutant tumors lacking codeletion of chromosome 1p and 19q is an heterogeneous subgroup characterized by a predominant G-CIMP-high subtype and a less frequent the G-CIMP-low subgroup that is characterized by relative loss of the DNA hypermethylations profile, worse clinical outcome and likely represents the progressive evolution of G-CIMP-high gliomas towards a more aggressive tumor phenotype [69]. However, the transcriptional network and the set of MRs responsible for the transformation of G-CIMP-high into G-CIMP-low gliomas remained elusive.

Among the large group of IDH-wildtype tumors (typically characterized by a worse prognosis when compared to IDH-mutant glioma), we discovered that, within a particular methylation-driven cluster (LGm6) and at variance with the other methylation-driven clusters of IDH-wildtype tumors, the lower grade gliomas (LGG) display significantly better clinical outcome than GBM tumors (GBM-LGm6). We defined these LGG tumors as PA-like based on their expres-
sion and genomic similarity with the pediatric tumor Pylocitic Astrocytoma. However, as for the transition from G-CIMP-high into G-CIMP-low gliomas, the determinants of the malignant progression of PA-like LGG into GBM-LGm6 remained unknown. Here, we applied our novel computational RGBM approach to infer the MRs responsible for the progression of G-CIMP-high into G-CIMP-low IDH-mutant glioma and those driving progression of PA-like LGG into LGm6-GBM IDH-wildtype tumors respectively.

Towards this aim, we first built the PanGlioma network between 457 TFs and 12,985 target genes. An ABN network was used as prior for the RGBM algorithm and for the expression matrix we used the TCGA pan-glioma dataset [69] including 1250 samples (463 IDH-mutant and 653 IDH-wild-type), 583 of which were profiled with Agilent and 667 with RNA-Seq Illumina HiSeq downloaded from the TCGA portal. The batch effects between the two platforms were corrected as reported in [71] using the COMBAT algorithm [72] having tumor type and profiling platform as covariates. Subsequently, quantile normalization is applied to the whole matrix. The network is shown in supplementary figure 6 (F6) and contains 39,192 connections with an average regulon size of 85.8 genes.

To identify the MRs displaying the highest differential activity for each group, we ranked MR activity for each TF among for all the 7 glioma subtypes. We also represent in the Extended Figures 8-14 how each MR is activated in the various subtypes.

The top MRs exhibiting differential activity among the glioma groups are shown in supplementary figure 7 (F7) and their average activity in Figure 7. We found that RGBM-based MR analysis efficiently separates an IDH-mutant dominated cluster of gliomas including each of the 3 IDH-mutant subtypes (G-CIMP-high, G-GIMP-low, and Codel) from an IDH-wildtype group including Mesenchymal-Like, Classic-Like and LGm6-GBM. This finding indicates that RGBM correctly identifies biologically-defined subgroups in terms of the activity of MRs. The MRs characterizing IDH-mutant glioma include known regulators of cell fate and differentiation of the nervous system, therefore, indicating that these tumors are driven by a more differentiated set of TFs that are retained from the neural tissue of origin (e.g. NEUROD2, MEF2C, EMX1, etc.). Conversely, the MRs whose activity is enriched in IDH-wildtype glioma are well-known TFs driving the mesenchymal transformation, immune response and the higher aggressiveness that characterizes IDH-wildtype glioma (STAT3, CEBPB, FOSL2, BATF and RUNX2, etc.). Remarkably, while the G-CIMP-low subtype showed a general pattern of activation of MRs that includes this subtype within the IDH-mutant group of gliomas, when compared to the G-CIMP-high subtype, G-CIMP-low glioma displays distinct loss of activation of neural cell fate/differentiation-specific MRs (see for example the activity of the crucial neural TFs NEUROD2, MEF2C and EMX1) with corresponding activation of a small but distinct set of TFs that drive cell cycle progression and proliferation (E2F1, E2F2, E2F7 and FOXM1). This finding indicates that the evolution of the G-CIMP-high into the G-CIMP-low subtype of glioma is driven by (i) loss of the activity of neural-specific TFs and (ii) gain of a proliferative capacity driven by activation of cell cycle/proliferation-specific MRs.
Concerning the PA-like into LGm6-GBM, we note that, despite being sustained by an IDH-wildtype status, PA-like LGG cluster within the IDH-mutant subgroup of glioma, with higher activity of Neural cell fate/differentiation-specific MRs and inactive Mesenchymal-immune response MRs. Therefore, the evolution of PA-like LGG into LGm6-GBM is marked by gain of the hallmark aggressive MR activity of high grade glioma with corresponding loss of the MRs defining the neural cell of origin of these tumors.

Taken together, the application of the RGBM approach to the recently reported Pan-Glioma dataset revealed the identity and corresponding biological activities of the MRs driving transformation of the G-CIMP-high into the G-CIMP-low subtype of glioma and PA-like into LGm6-GBM, thus, providing a clue to the yet undetermined nature of the transcriptional events driving the evolution among these novel glioma subtypes.

4 CONCLUSION

In this paper, we proposed a novel GRN inference method namely, RGBM, whose core model for deducing transcriptional regulations for each target gene is boosting of regression stumps. We showcased that RGBM provides efficient results with both the LS-Boost and the LAD-Boost loss functions. Several contributions of RGBM are a) incorporation of prior knowledge in the form of a mechanistic ABN i.e. to consider previously known regulations between TF-targets; b) consideration of multiple heterogeneous sources of information to build the expression profiles i.e. time-series, knockout, knockdown and wild-type information; c) utilization of the idea that a given target gene is regulated by only a few TFs and proposed a novel technique based on triangle method [47], employed for identifying the corner in the Tikonov L-curve, to identify the optimal set of TFs for each target gene; d) identification of several upstream regulators as 0-indegree nodes in the final inferred GRN. We performed a thorough evaluation of RGBM on DREAM challenge datasets and simulated RNA-Seq datasets w.r.t. evaluation metrics AU_{roc} and AU_{pr} and demonstrated that RGBM easily defeats other GRN inference techniques including ENNET, GENIE3 and ARACNE in these experiments.
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Figure 1: Schematic representation of the RGBM approach. (A) We first build the active binding network (ABN) and use it as a priori mechanistic network of connections between TFs and target genes. (B) Illustration the primary procedure utilized by RGBM. Step1 uses a GBM to rank TFs that regulate a target gene according to variable importance scores. Step2 proposes a regularization step to locate the corner of L-curve shaped variable importance curve in order to identify the optimal set of TFs for a target gene. It also identifies upstream regulators by performing a series of transformation on the maximum variable importance score for each gene followed by using a simple heuristic cut-off. Step3 is to re-iterate through the boosting procedure with the optimal set of TFs for each target gene. Step4 is to infer the regulatory subgraph for each target gene. (C) Representation the final inferred GRN obtained by combining the regulatory subgraphs of all target genes.
Figure 2: Sorted unnormalized variable importance (VI) curves for the first 16 targets of Network 1 from DREAM4 challenge. The target genes are ordered in row-format from left to right (i.e. 1–4 target genes in row 1, 5–8 target genes in row 2, etc.) We can observe that the VI curves follow a Power-Law distribution w.r.t. the set of TFs for each target gene. This suggests that there are very few TFs which are strongly regulating the expression of individual target gene.
Figure 3: Optimal set of TFs obtained from the VI curve of gene “G1” for Network 1 from DREAM4 challenge using a triangle method [47] based technique which is commonly employed for identifying the corner in the Tikonov L-curve.
Figure 4: Subfigure A showcases that the MVI score distribution follows a Power-Law curve. Subfigure B represents the linear-fitting of log transformed MVI scores for all the 100 targets of Network 1 from DREAM4 challenge. Subfigure C illustrates that $U(MVI_j) = S(lm(log(MVI_j)))$ follows a uniform distribution $\forall j = 1, \ldots, p$. Subfigure D corresponds to the normally distributed MVI scores (NMVI). Here the “red” vertical line represents the heuristic cut-off selected to detect 0-indegree genes.
Figure 5: Final inferred GRN ($A_{final}$) obtained as a result of RGBM Algorithm (Algorithm 2) on Network 1 for DREAM4 challenge. The final inferred GRN has 1,144 edges between 100 nodes whose edge weights are $>3.3 \times 10^{-15}$ (machine precision). $A_{final}$ is much more sparse in comparison to $A_2$ which is obtained after initial GBM modelling followed by the Refinement step. In network $A_{final}$, we have greatly reduced the number of falsely identified transcriptional regulations in $A_2$. 
Figure 6: Optimal number of TFs for each target gene obtained from proposed Algorithm 1 for Network 1 of DREAM4 challenge.

Figure 7: Average MR activity in the seven glioma subtypes.