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Fig. 7. Evolution of synaptic weights of a complex network along training. (a-b) Weight distribution for 

Y K  and R K  connections are bimodal, with large values appearing early during training. (c) Synaptic 

weights between K  neurons follow a strongly skewed distribution, with many small values and a long heavy tail 

of relatively few large values that evolve slowly during training. (d) Connections between module K  and module 

D  follows a symmetric distribution around zero, consistent with the function of module D  of filtering K  inputs. 
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Fig. 8. Emergence of sequential firing in the K  module. Spiking activity (a) and corresponding postsynaptic 

potentials time courses (b) of the complex network during 4 consecutive trials of the SRT after achieving high 

performance. Neurons in the K  module fire in sequences of sustained bursts of activity. Postsynaptic potentials 

make each spike has an influence tens of milliseconds after their emission, allowing to link the activity across 

different stimuli presentations. Note that neurons in the D  module change their activity after stimulus onset and 

short before
decisiont . Rule 

2L  was current along the four trials. Colour bars are in arbitrary units. 

 

  

.CC-BY 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted July 28, 2017. ; https://doi.org/10.1101/163725doi: bioRxiv preprint 

https://doi.org/10.1101/163725
http://creativecommons.org/licenses/by/4.0/


31 
 

 
Fig. 9. Population coding of stimuli contingencies in module K . (a) The estimated firing probability of each 

neuron in module K  computed at 
decisiont , for each one of the 16 possible contingencies. Each row in the heat 

map represents the population firing profile
Cp  for a given contingency C . It can be seen that firing profiles do 

not show significant overlapping. (b) Similarity index (SI) between pairs of contingencies firing profiles, which is 

inversely proportional to the 1-norm between firing profiles, and normalized to the interval between 0 (no 

similarity) and 1 (total similarity). In general the SI values are low. The highest SI was equal to 0.23, between 

contingencies 8 and 16, which only differ in their ( 1)s T  . The second highest SI value was equal to 0.06, 

computed between contingencies 7 and 8, which only differ in ( )s T . There was a tendency for SI values to be 

high for pairs of contingencies that share the same ( 1)s T   or ( )s T . 
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Fig. 10. Effect of trials per block on model performance. Networks were trained in the SRT during 10000 

trials, and average SI (a) and performance (b) were computed in 2000 trials without plasticity. Each point in the 

plot belongs to one network trained with the number of trials per block specified in the x axis. Average SI values 

were computed from the SI values between pairs of contingencies with shared ( )s T  or ( 1)s T  , which are the 

contingencies with the highest SI, as shown in Fig. 9. 
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Fig. 11. Contingency coding and memory after training. (a) The information conveyed by the K  module 

about the contingencies was estimated by employing tree-bagger classifiers trained on the K  module firing 

profile to classify trials according to their membership to a given group of contingencies that share some specific 

element, depicted in the legend. Probe simulations were run before beginning training (Trial = 0) and then every 

1000 trials. Firing profiles where computed at 
decisiont . Information about ( 1)s T   takes more training to be 

acquired, acting as a bottleneck for the coding of the whole contingency. (b) Memory about the occurrence of 

each contingency was estimated by assessing the classification performance of a Naive Bayes classifier trained 

to correctly classify the 16 contingencies based on the K  module firing profile computed from 0t   of trial T , 

to  the end of trial 5T   (being T  the trial when ( )s T  of the target contingency was presented). The CP value 

picks around 
decisiont  as expected since contingency may change after that time. For contingencies which involved 

the 
1r  stimulus, information is retained above chance levels long after the time of decision. On the contrary, 

information about contingencies involving 
0r  was retained for a shorter period, suggesting that information 

retention is proportional to the frequency of occurrence of the contingency. (c) When reward is delivered at 

random, differences in information retention between contingencies involving 1r  and 0r  disappears. 
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