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#### Abstract

This paper focuses on the problem of estimating a species tree from multilocus data in the presence of incomplete lineage sorting (ILS) and migration. We develop a mathematical model similar to IMa2 (Hey, 2010) for the relevant evolutionary processes which allows both the the population size parameters and the migration rates between pairs of species trees to be integrated out. We then describe a BEAST2 package DENIM which based on this model, and which uses an approximation to sample from the posterior. The approximation is based on the assumption that migrations are rare, and it only samples from certain regions of the posterior which seem likely given this assumption. The method breaks down if there is a lot of migration. Using simulations, Leaché et al. (2014) showed migration causes problems for species tree inference using the multispecies coalescent when migration is present but ignored. We re-analyze this simulated data to explore DENIM's performance. We also re-analyze an empirical data set.


## 1 Introduction

'Migration' is used to refer to gene flow between species (usually introgression but not restricted to that). We use the term 'species' rather than 'population' because the method is aimed at situations where gene flow is small. A migration event occurs when an allele comes from a parent from another species. An 'embedding' of a gene tree specifies which species tree branch each coalescence belongs to, together with migration events, which specify the times along gene tree branches at which an allele moved between species tree branches, and which species tree branches are involved. We always describe events going back in time from the present, so alleles have parental species to which they 'go', and the 'destination' branch in the species tree contains part of a gene tree branch at a more ancient time than the 'source' branch. This is because coalesences are easier to model this way, and is the same convention as the program IMa2 (Hey and Nielsen, 2004, 2007; Hey, 2010).

An alternative approach to gene flow is to model the situation with a species network instead of a tree (for example, Solís-Lemus and Ané (2016), Wen et al. (2016), Zhang et al. (2017)). If hybrid speciation occurs, or populations merge, then a network is essential to model the situation properly. Here we assume that there is a species tree and that any gene flow between pairs of branches will eventually become zero.

There is no upper limit on the number of migration events, and even if this is limited, and the gene tree and species tree are fixed, there can be a huge number of ways in which each gene tree can be embedded into a species tree. It is thus difficult to make inferences if the situation modelled in full. IMa2 requires that the true population phylogeny (equivalent to species tree here) is known.

We use a model for migration which is similar to that used by Hey (2010) in IMa2. There are two migration rate parameters for each pair of contemporaneous species tree branches. There are $2(n-1)^{2}$ of
them for a species tree with $n$ tips (Hey, 2010). There are three main differences between DENIM and IMa2. We estimate the species tree instead of assuming it; we integrate out the migration rate parameters; and we use an approximation to simplify sampling from the posterior. We also integrate out the population size parameters in a similar fashion to Jones (2016). Our focus is on estimating the species tree despite the presence of small amounts of migration. Since migration rates are integrated out, they cannot be estimated directly, but DENIM does produce Markov chain Monte Carlo (MCMC) samples of species trees and embedded gene trees, so some information about the migrations can be found by post-processing.

Even with migration rate and population size parameters integrated out, there are still an unbounded number of parameters for the gene trees. It appears very difficult to design and implement MCMC operators capable of sampling efficiently from this distribution while estimating the species tree. Here we use an approximation to the posterior by ignoring most of the 'unlikely' embeddings. If the migration rate is high, some of the ignored embeddings will be quite likely and the approximation will break down.

## 2 The prior density for a gene tree

### 2.1 Background

Following the introduction of the Kingman coalescent (Kingman, 1982), models for coalescence and migration were developed in the 1980s by population geneticists (Hudson et al., 1990). More recent developments include Beerli and Felsenstein (2001), Ewing and Allen (2006), Tian and Kubatko (2016), Dalquen et al. (2016) as well as the work of Hey and Nielsen. The methods of Tian and Kubatko (2016) and Dalquen et al. (2016) can estimate the species tree, but are currently restricted to at most 3 species and 3 sequences per locus.

The underlying evolutionary model we use here is the same as that of Hey (2010), except that the species tree $S$ is not assumed known but instead follows a birth-death model. When the species tree $S$ is estimated, it is important that $\int \operatorname{Pr}(G \mid S) d G=1$ for any $S$, where $G$ is a gene tree. I have not found a clear statement to this effect in the literature, so some explanation seems warranted. Between the node heights of the species tree, we have an $n$-island model for coalescence and migration (Beerli and Felsenstein, 2001), where $n$ is the current number of species tree branches. This is a continuous time Markov chain. It could be timeinhomogeneous, to allow for population sizes or migration rates to vary continuously with time, although our application here only uses the time-homogeneous case. In order to define the state space of this Markov chain, we need a few preliminaries.

Firstly, each branch in $G$ is labeled by the tip labels that descend from the branch. When a coalescence occurs, it should be understood as the merging of two particular labeled gene tree branches. Likewise, when a migration occurs, a particular gene tree branch migrates to a particular species tree branch. Let $L$ be the set of tip labels of $G$, and let $\mathcal{P}(L)$ be the set of all partitions of $L$. Each partition $P \in \mathcal{P}(L)$ is a set $\left\{L_{1}, \ldots, L_{m}\right\}$ for some $m$ with $1 \leq m \leq|L|$, where each $L_{i}$ is a nonempty subset of $L$, the union of them all is $L$, and they are pairwise disjoint. The subsets $L_{i}$ are called the 'blocks' of the partition. At any time, the set of gene tree branches can be regarded as a member of $\mathcal{P}(L)$, and each branch as a block. We will call the periods between node heights of $S$, during which the number of branches is constant, an 'epoch'. The branches of $S$ could be labeled in a similar manner to $G$, but for convenience, we assume they have been labelled with the numbers $\{1, \ldots, n\}$ during the epoch when there are $n$ branches, and that branches $n$ and $n-1$ merge to form a branch $n-1$ in the next epoch.

The state space of the Markov chain during the epoch with $n$ branches consists of all possible assignments of all members of $\mathcal{P}_{n}(L)$ to the branches of $S$. Each state is a pair $(P, f)$ where $P \in \mathcal{P}_{n}(L)$ and $f$ is any map from $P$ to $\{1, \ldots, n\}$, assigning gene tree branches to species tree branches. We use the set theory notation $X^{Y}$ to denote the set of all maps from set $Y$ to set $X$. So we can write the state space $\mathcal{A}_{n}$ as

$$
\mathcal{A}_{n}=\left\{(P, f): P \in \mathcal{P}(L) \wedge f \in\{1, \ldots, n\}^{P}\right\}
$$

It has size

$$
\left|\mathcal{A}_{n}\right|=\sum_{P \in \mathcal{P}(L)} n^{|P|}
$$

There is an instantaneous rate matrix $Q$ of size $\left|\mathcal{A}_{n}\right| \times\left|\mathcal{A}_{n}\right|$. The off-diagonal rows of $Q$ are non-negative, the rows of $Q$ sum to zero, and the diagonal entries are less than or equal to zero. In fact all the diagonal entries are strictly negative, except that $Q_{z, z}=0$ where $z$ is the final state in the root of the species tree, when $n=1$, and there single gene tree branch. Note that although $Q$ is enormous for large $|L|$ and $n$, it is extremely sparse, since the number of states which can be reached from a given state by a single migration or coalescence is much smaller than $\left|\mathcal{A}_{n}\right|$. Basic properties of Markov chains (in particular the fact that rows of $Q$ sum to zero) ensure that given a starting distribution over states such that

$$
\sum_{(P, f) \in \mathcal{A}_{n}} \operatorname{Pr}(P, f)=1
$$

this remains true throughout the process, and in particular just before a merging of species tree branches. At such a merge, the partitions $P$ are unchanged, but the state space changes.

Once we are in the root branch of the species tree, the process reduces to the Kingman coalescent, which is a (normalized) density. Consider the case just above the root, where $n=2$. We have

$$
\sum_{(P, f) \in \mathcal{A}_{2}} \operatorname{Pr}(P, f)=\sum_{P \in \mathcal{P}(L)} \sum_{f \in\{1,2\}^{P}} \operatorname{Pr}(P, f)
$$

Each $P$ consist of blocks $L_{1}, \ldots, L_{m}$, and as $f$ runs over the maps from $P$ to $\{1,2\}$, it runs over exactly those assignments of these blocks to $\{1,2\}$ which result in all of them ending up in the root just after the merge. Thus

$$
\sum_{f \in\{1,2\}^{P}} \operatorname{Pr}(P, f)=\sum_{f \in\{1\}^{P}} \operatorname{Pr}(P, f)
$$

where the left hand side applies just before the merge and the right hand side applies just after the merge. It follows that

$$
\sum_{(P, f) \in \mathcal{A}_{2}} \operatorname{Pr}(P, f)=\sum_{(P, f) \in \mathcal{A}_{1}} \operatorname{Pr}(P, f)
$$

where again the left hand side applies just before and the right hand side applies just after the merge. We can apply a similar argument to merges when $n>2$ to establish that $\int \operatorname{Pr}(G \mid S) d G=1$. We will refer to this this evolutionary model as the 'tree-island model'.

### 2.2 Integrating out population and migration parameters

Suppose the species tree has $s$ tips. There are $2 s-1$ species tree branches, including the root branch. Suppose the migration rate from branch $b$ to branch $d$ is $m_{b d}$. These migration rates follow the same conventions as Hey and Nielsen (backwards from present, scaled by population size). As in Jones (2016), the population size parameter $\theta_{b}$ for branch $b$ is equal to $N_{b} \mu_{b}$, where $N_{b}$ is the effective population size and $\mu_{b}$ is the mutation rate for the branch. For locus $j$, the effective number of gene copies is obtained from $N_{b}$ by multiplying by a factor $p_{j}$ (sometimes called the 'ploidy') for gene $j$.

The time (going back from zero at present) is divided into a number of intervals $\tau_{i}(i \in \mathcal{I})$ by the times of the events and species tree node heights. The set of species tree branches which exist during the $i$ th interval is denoted by $\mathcal{B}_{i}$, and we set $s_{i}=\left|\mathcal{B}_{i}\right|$. The number of lineages in gene tree $j$ which belong to species tree branch $b$ during the $i$ th interval is $n_{j b i}$. The set of intervals which end in a coalesence is $\mathcal{I}_{\text {coal }}$, and the set which end in a migration is $\mathcal{I}_{\text {mig }}$. See Figure 1, where $i \in \mathcal{I}_{\text {mig }}, i+1$ is in neither, and $i+2 \in \mathcal{I}_{\text {coal }}$. The rate at which the next event occurs is $\left(\kappa_{i}+\mu_{i}\right)$ where

$$
\kappa_{i}=\sum_{j} \sum_{b \in \mathcal{B}_{i}}\left(\binom{n_{j b i}}{2} p_{j}^{-1} \theta_{b}^{-1}\right)
$$



Figure 1: Three time steps. The first ends in a migration, the second with a species tree node, and the third with a coalescence.
is the total rate for coalescent events and

$$
\begin{equation*}
\mu_{i}=\sum_{j} \sum_{b \in \mathcal{B}_{i}}\left(n_{j b i} \sum_{d \in \mathcal{B}_{i} \backslash b} m_{b d}\right) \tag{1}
\end{equation*}
$$

is the total rate for migration events. Here we are summing the nonzero off-diagonal elements of a row of $Q$ in order to find $Q_{x, x}=-\left(\kappa_{i}+\mu_{i}\right)$ for the current state $x$. We then need $Q_{x, y}$ where $y$ is the next state. If it is a coalescence, $Q_{x, y}=p_{j_{i}}^{-1} \theta_{b_{i}}^{-1}$, where $j_{i}$ is the gene tree containing the coalescence, and $b_{i}$ is the species tree branch in which it occurs. If it is a migration, $Q_{x, y}=m_{b_{i} d_{i}}$, where $b_{i}$ and $d_{i}$ are the source and destination branches.

Denoting the set of migration rates by $M$ and the set of population size parameters by $\Theta$, we have

$$
f(G ; S, \Theta, M)=\prod_{i \in \mathcal{I}_{\text {coal }}} p_{j_{i}}^{-1} \theta_{b_{i}}^{-1} \prod_{i \in \mathcal{I}_{\text {mig }}} m_{b_{i} d_{i}} \prod_{i} \exp \left(-\left(\kappa_{i}+\mu_{i}\right) \tau_{i}\right)
$$

This can be factored into a coalescence part and a migration part. Then, our aim is to rearrange the terms in the coalescence part so that it is a product over species tree branches, and the rearrange the terms in the migration part so that it is a product over ordered pairs of species tree branches. The result will be a product of terms, in which each term contains one population size parameter $\theta_{b}$ or one migration parameter $m_{b d}$. This enables us to integrate out these parameters if suitable priors are assumed. We put

$$
f(G ; S, \Theta, M)=f_{\text {coal }}(G ; S, \Theta) \quad f_{m i g}(G ; S, M)
$$

where

$$
f_{\text {coal }}(G ; S, \Theta)=\prod_{i \in \mathcal{I}_{\text {coal }}} p_{j_{i}}^{-1} \theta_{b_{i}}^{-1} \exp \left(-\sum_{i} \tau_{i} \kappa_{i}\right)
$$

and

$$
\begin{equation*}
f_{m i g}(G ; S, M)=\prod_{i \in \mathcal{I}_{m i g}} m_{b_{i} d_{i}} \exp \left(-\sum_{i} \tau_{i} \mu_{i}\right) \tag{2}
\end{equation*}
$$

First we deal with $f_{\text {coal }}$. We have

$$
\prod_{i \in \mathcal{I}_{\text {coal }}} p_{j_{i}}^{-1} \theta_{b_{i}}^{-1}=\prod_{j} \prod_{b}\left(p_{j} \theta_{b}\right)^{-k_{j b}}
$$

where $k_{j b}$ is the number of coalescences in gene tree $j$ in branch $b$. Next

$$
\sum_{i} \tau_{i} \kappa_{i}=\sum_{i} \tau_{i} \sum_{j} \sum_{b \in \mathcal{B}_{i}}\binom{n_{j b i}}{2} p_{j_{i}}^{-1} \theta_{b}^{-1}=\sum_{b} \sum_{j} \sum_{i: b \in \mathcal{B}_{i}}\binom{n_{j b i}}{2} p_{j}^{-1} \tau_{i} \theta_{b}^{-1}
$$

so

$$
\begin{gather*}
f_{\text {coal }}(G ; S, \Theta, M)=\prod_{b} r_{b} \theta_{b}^{-q_{b}} \exp \left(-\gamma_{b} \theta_{b}^{-1}\right), \text { where } \\
q_{b}=\sum_{j} k_{j b}, \quad r_{b}=\prod_{j} p_{j}^{-k_{j b}}, \quad \text { and } \gamma_{b}=\sum_{j} \sum_{i: b \in \mathcal{B}_{i}}\binom{n_{j b i}}{2} p_{j}^{-1} \tau_{i} . \tag{3}
\end{gather*}
$$

As written, there are time intervals in branch $b$ for events during which no change occurs in branch $b$. For the computation of $\gamma_{b}$, we only need to take into account coalescences within branch $b$ and migrations in and out of branch $b$, since between these events, $n_{j b i}$ is constant. Equation (3) is now of the same form as equation (2) of Jones (2016). The only difference is that $\gamma_{b}$ accounts for migrations in and out of branch $b$. This means the population size parameters can be integrated out as in Jones (2016).

Now we turn to the migration part $f_{m i g}$. Let $\mathcal{O}$ be the set of contemporaneous pairs of branches in $S$. We have

$$
\sum_{i} \tau_{i} \mu_{i}=\sum_{i} \tau_{i} \sum_{j} \sum_{b \in \mathcal{B}_{i}} n_{j b i} \sum_{d \in \mathcal{B}_{i} \backslash b} m_{b d}=\sum_{(b, d) \in \mathcal{O}} \sum_{i: b, d \in \mathcal{B}_{i}} \tau_{i} \sum_{j} n_{j b i} m_{b d}
$$

Thus

$$
f_{m i g}(G ; S, \Theta, M)=\prod_{(b, d) \in \mathcal{O}} m_{b d}^{n_{b d}} \exp \left(-\zeta_{b d} m_{b d}\right)
$$

where $n_{b d}$ is the total number of migrations from $b$ to $d$ and

$$
\begin{equation*}
\zeta_{b d}=\sum_{i: b, d \in \mathcal{B}_{i}} \tau_{i} \sum_{j} n_{j b i} . \tag{4}
\end{equation*}
$$

The term $\zeta_{b d}$ can be interpreted as the total intensity of migrations from $b$ to $d$ during the time in which both branches $b$ and $d$ exist. If we assume that $m_{b d} \sim \mathcal{G}\left(\alpha_{b d}, \beta_{b d}\right)$ for all $b, d$ where $\mathcal{G}$ is the gamma distribution, then we get a contribution to the posterior which is

$$
\begin{align*}
& \prod_{(b, d) \in \mathcal{O}} \int_{0}^{\infty} \frac{\beta_{b d}^{\alpha_{b d}}}{\Gamma\left(\alpha_{b d}\right)} m_{b d}^{\alpha_{b d}} \exp \left(-\beta m_{b d}\right) m_{b d}^{n_{b d}} \exp \left(-\zeta_{b d} m_{b d}\right) \mathrm{d} m_{b d} \\
= & \prod_{(b, d) \in \mathcal{O}} \frac{\Gamma\left(n_{b d}+\alpha_{b d}\right)}{\Gamma\left(\alpha_{b d}\right)} \frac{\beta_{b d}^{\alpha}}{\left(\beta_{b d}+\zeta_{b d}\right)^{n_{b d}+\alpha_{b d}}} \tag{5}
\end{align*}
$$

Equations (4) and (5) provide the information needed to implement the calculation for the migration part of the posterior. We have allowed each ordered pair of contemporaneous branches $(b, d)$ to have a different prior. For example, we can represent the prior expectation that migration rates are lower between more distantly related branches. We will call this model, where migration rates are independent, the 'flexible' model.

The calculation in equation (4) is slow when the number of tips in the species tree is large. A much simpler model is to assume that $m_{b d}$ is the same value $m$ for all $b, d$. In this case, equation (1) reduces to

$$
\mu_{i}=m \sum_{j} \sum_{b \in \mathcal{B}_{i}} n_{j b i}\left(s_{i}-1\right)
$$

The double sum is equal to the total number of gene tree lineages $N_{i}$ during time interval $i$. Then we have

$$
f_{m i g}(G ; S, M)=m^{N} \exp \left(-\sum_{i} \tau_{i} \mu_{i}\right)=m^{N} \exp \left(-m \sum_{i} \tau_{i} N_{i}\left(s_{i}-1\right)\right)
$$

where $N$ is the total number of migrations. The parameter $m$ can be integrated out. We will call this model the 'simple' model.

## 3 How the gene tree is embedded

This section describes the embedding parameters, and how they are used to embed the gene trees. We restrict the embeddings by ignoring ones which are unlikely when the migration rates are small enough. The hope is that we will still explore a region of parameter space which includes most of the probability content.

Embeddings are restricted by applying the following rules:

1. there is at most one migration in a single gene tree branch
2. at most one of the child branches of a gene tree node contains a migration
3. there are no more migrations than needed (in a sense described below)

We call a pair of child branches of a gene tree node a sister-pair. The embedding parameters $E_{j}$ consist of two values $\xi_{j i}, \eta_{j i} \in[0,1]$ for each internal node $i$ of the $j$ th gene tree. See Figure 2. The parameter $\xi_{j i}$ determines where along a sister-pair a migration may occur, if a migration is needed in the embedding. Thus it determines which child branch of node $i$ is capable of migrating, as well as the time of the migration if there is one. All the nodes in the species tree have their children labeled as 'left' and 'right', so that $[0,1]$ can be mapped unambiguously onto the sister-pair. The other parameter $\eta_{j i}$ specifies which of the node's child branches to use when choosing a destination species branch for an introgression. If the migration is between sister branches of the species tree, there is only one choice for the destination. It may happen that the sister branch is too ancient, in which case several destination species branches are possible. The possible destination branches are found, and $\eta_{j i}$ is used to choose between them by dividing the interval [ 0,1 ] equally into the appropriate number of parts.


Figure 2: This shows $\xi_{j i}$ and $\eta_{j i}$ for a one gene tree and one node (with subscripts dropped). There is a migration from C into A . The parameter $\xi$ determines how far along the sister-pair the migration occurs, and $\eta$ determines whether the destination branch is A or B .

The parameters $\xi_{j i}$ and $\eta_{j i}$ are changed by operators during the MCMC algorithm, regardless of whether or not they are being used to embed a gene tree. This is a simpler alternative to implementing rjMCMC operators which account for changes in dimension. The prior $\operatorname{Pr}\left(E_{j}\right)$ for $E_{j}$ is are independent uniform distributions on $[0,1]$ for each $\xi_{j i}$ and $\eta_{j i}$.

The first rule above is straightforward. The definition of $\xi_{j i}$ enforces the second rule. The third rule is applied recursively from the tips. Suppose $x$ is the $i$ th node of the $j$ th gene tree, and suppose both child nodes of $x$ have been assigned to branches in the species tree. If it is possible to assign $x$ to a species tree branch without an migration in either child branch of $x$, then this is done. Otherwise $x$ is assigned using the species tree branch to which its non-migrating child has been assigned: it will be the same branch, or an ancestor of that branch, depending on the height of $x$. The height of the migration is fixed by $\xi_{j i}$. The migrating child branch of $x$ starts in the species tree branch that the migrating child has been assigned. It stays in this branch, or an ancestor of it, until the migration height. It will then migrate to the same species
tree branch as $x$, or a descendant of it. If there is more than one descendant of the species tree branch of $x$ at this height, values from $\eta_{j}$ are used to choose one.

### 3.1 Properties of the embedding scheme

Different embeddings of the same gene tree in the same species tree are obtained by changing $\xi_{j i}$ and $\eta_{j i}$ during the MCMC sampling. Figure 3 shows some examples. Case (a) is simple. No migrations are needed to embed the gene tree, so embeddings with one or more migrations are ignored. Case (b) requires one migration, and an embedding with two migrations in the same branch is ignored. Case (c) requires two migrations. The embedding on the left is ignored since it has two sister branches with migrations. The embedding on the right is one of four embeddings that is considered.

Proposition. Given any set of particular values for $\xi$ and $\eta$, and the rules above, any gene tree can be embedded in any species tree. For any $G_{j}$ and $S$, the set of embeddings as $\xi$ and $\eta$ vary include at least one with a minimal number of migrations.

Proof: The first claim is straightforward, using recursion starting at the tips, and following the description above (for applying the third rule).

For second claim, suppose it is false and consider the set $M$ of minimal embeddings (those with a minimal number of migrating branches). Call a node both of whose child branches migrate a 'double node'. Thus every member of $M$ has at least one double node. Now restrict attention to the subset $\bar{M}$ of $M$ of embeddings which have as few as possible double nodes. Finally, choose an embedding $B$ from $\bar{M}$ so that a double node $x$ is as near to the root as possible.

If $x$ is the root, it can be moved into the same branch as one of its children, or an ancestor of that branch, and one migration can be removed, contradicting the definition of $M$. If $x$ is not the root, it can be again moved into the same branch as one of its children, but now the branch between $x$ and its parent may need to become migrating. If the sister branch to $x$ is already migrating, we have an embedding with the same number of migrations, but a double node closer to the root than $x$, contradicting the definition of $B$. If the sister branch to $x$ is not migrating, we have an embedding with fewer double nodes than $B$, contradicting the definition of $\bar{M}$. End of proof.

The method does not consider every embedding which has a minimal number of migrations (E.g., Figure 3c). Some embeddings which are considered are not minimal. For example, consider a species tree (A,B) and a gene tree ( $(\mathrm{a} 1, \mathrm{~b} 1), \mathrm{b} 2)$ with three tips $\mathrm{a} 1, \mathrm{~b} 1$, and b 2 , where a 1 belongs to species A and the others to B . Suppose the species tree has greater height than the gene tree. DENIM may assign the coalescence (a1,b1) to A, which means two migrations are needed to embed the gene tree, although it is possible to embed it with only one migration.

## 4 Implementation notes

For a standard multispecies coalescent analysis, operators which change the species tree and the gene trees in a coordinated way are beneficial (Jones, 2016; Ogilvie et al., 2017). These operators rely on, and preserve, compatibility between the species tree and gene trees under the multispecies coalescent. In the presence of migration, any gene tree is compatible with any species tree, and these coordinated operators cannot be used as they are. In the current implementation, DENIM uses the standard tree operators implemented in BEAST2 for the species tree and the gene trees. A couple of simple MCMC operators were implemented for the embedding parameters. As noted above, they are changed by operators regardless of whether or not they are being used to embed a gene tree. In general, applying MCMC operators to unused parameters could be very inefficient, and rjMCMC would be preferable, but here the operators for $\xi$ and $\eta$ are very fast.

DENIM is implemented in the BEAST2 framework, and so benefits from the flexible site models, substitution models, and others available in BEAST2. An analysis can be set up using the graphical interface Beauti. When using the flexible model, different priors can be used for different pairs of species tree branches.


Figure 3: Some examples of embeddings for three gene trees in a, b, c. On the left are embeddings that are ignored. On the right are embeddings which are considered.

DENIM provides two schemes for specifying these priors. In the first scheme, the prior mean for the migration rate between branches depends on how closely related the species are, with the prior mean decreasing as the number of branches between them increases. In the second, the migration rate decays with the time between the most recent common ancestor of the two branches and the midpoint of the interval during which both branches exist. The details are described in the manual supplied with DENIM.

DENIM puts some annotations into the species trees sampled during the MCMC process, which give more detail about the migrations. These can be analyzed using the command line program MigrationAnalyser.jar which can be downloaded from http://indriid.com/software.html.

## 5 Tests using simulated data

The method was tested using the simulated data from Leaché et al. (2014), and with no data. For all these tests, an exponential prior for the migration rate was used; the mean of this prior was varied in some tests. No use was made of the options to use different prior means for different pairs of species tree branches, so within each analysis, the same prior is used for all pairs.

The MCcoal program (Yang, 2015) was used to generate the sequence files. The MCcoal program was extended slightly to make it produce information about each individual migration in the simulations, instead of the normal summary information.

The MCcoal control files were the same as those of Leaché et al. (2014), except that in the 10 -species scenarios, they were augmented by adding scenarios for a migration rate of 0.01 , making 25 migration patterns in total. In Leaché et al. (2014), only the two highest rates 0.1 and 1.0 were used in the 10 -species scenarios, but preliminary results showed that DENIM generally breaks down between 0.01 and 0.1 , so the 0.01 rate is an interesting one for DENIM.

### 5.1 Prior only

We tested DENIM by running it with no data. The scenarios used all had 6 species. The prior on the species tree was a pure birth (Yule) model with growth rate 100. This means the expected height of the species tree is $0.01(1 / 2+1 / 3+1 / 4+1 / 5+1 / 6)=0.0145$. The number of individuals $i$ was 3 or 9 per species, the number $g$ of loci was 3 or 9 . The population scaling parameter in DENIM was set $0.0005,0.005,0.05$, producing small, medium, and large amounts of ILS. Finally we tried both the flexible and simple models, resulting in a total of $2 \times 2 \times 2 \times 3 \times 2=48$ scenarios. The analyses were run for $30 \mathrm{M}(i=3, g=3), 90 \mathrm{M}(i=3, g=9$ and $i=9, g=3), 300 \mathrm{M}(i=9, g=9)$ generations. These long runs proved necessary to obtain convergence.

### 5.2 4-species scenarios

The simulated data of Leaché et al. (2014) was used with the simple model. An prior mean of 0.005 was used for the migration rate. All 100 replicates were used. The chain length was 10 M , states were logged every 5000 generations, and burnin was set to $20 \%$, or 400 out of 2000 states.

The settings for site and clock models were similar to those used by Leaché et al. (2014). DENIM uses a different population model to *BEAST, so this is somewhat different. Site models were linked. A GTR model of substitution was used, with base frequencies equal. The clock models were strict but unlinked. The first locus had clock rate 1, and the others were estimated. The Yule (pure birth) model was used for the species tree. The priors were set as follows. Substitution rates relative to rateCT: Gamma( $0.05,20$ ). Relative clock rates: lognormal $(0,1)$. Growth rate for the species tree: lognormal( 5,2 ). PopPriorScale: $\operatorname{lognormal}(-5,2)$.

Further experiments were conducted using the first 25 replicates. The settings were the same as above, except that the flexible model was used, and the prior means for the migration rate were varied: the set of values $(0.00125,0.005,0.02,0.08)$ were used. The flexible model was used since the experiments with priors suggest that it is likely to be better with high migration rates in the prior.

### 5.3 10-species scenarios

There were some convergence problems, so the chain length was increased to 20 M , with burnin at $20 \%$, or 800 out of 4000 states. Only the first 50 replicates were analyzed. Other settings were as for the 4 -species case, using the simple model and an prior mean of 0.005 for the migration rate.

## 6 Results on simulated data

### 6.1 Evaluation measures

We use three measures for assessing accuracy. One measure is the probability coverage. This is the proportion of replicates where the true species tree topology is in the $95 \%$ credible set. This measure is used by Leaché et al. (2014) so a direct comparison can be made between *BEAST and DENIM. However, this measure does not take into account errors in estimated node heights.

The second measure is based on the branch score of Kuhner and Felsenstein (1994), adapted for rooted trees. It accounts for differences in topology and branch lengths. The entire posterior is evaluated by finding the mean distance between the MCMC samples of the species tree and the true tree. We use this as our main overall measure of accuracy for comparing different settings within DENIM.

The third measure is aimed at evaluating how well DENIM can identify which loci are migrating. For each locus, DENIM outputs a statistic which counts the number of migrations in the MCMC sample. The posterior mean of this count can be compared to the true number. Here we only report the posterior means for these counts in the two cases in which the true number is either zero or greater than zero, that is, that migration is either absent or present in the simulated data for a locus. DENIM produces a lot more detail about migrations but it is difficult to summarize for a large number of replicates and scenarios.

### 6.2 Prior only

Figure 4 shows some results from using DENIM with no data. With a large number of loci and individuals, the method breaks down even with small prior mean for the migration rate. The flexible model behaves better than simple model. This behavior means DENIM must be used with caution when there is little signal in the data. An obvious warning sign is the number of migrations inferred by DENIM is more than a small proportion of the number of coalescences. It is always possible to prevent this by using a prior with a small enough mean, but it may be that the only conclusion that can be drawn is that there is too much migration for any sensible estimate of the species tree to be possible using DENIM.


Figure 4: Results with no data. The y-axis in the top graph is the log-ratio of the estimated species tree height to the true species tree height. i is the number of individuals per species, and g is the number of loci. S, M, and L represent small, medium, and large amounts of ILS. The y-axis in the bottom graph is the proportion of migrations per coalescence (or per sister-pair). Circles represent the simple model, crosses represent the flexible model. Large symbols correspond to a prior mean of 0.005 , small ones to a prior mean of 0.001 .

It is not understood why the approximation used by DENIM leads to this behavior, but the following may be an explanation. Consider the case of a species tree $S$ and a gene tree $G$ with just two tips each. We can divide the parameter space into regions corresponding to $0,1,2, \ldots$ migrations. If there are none, DENIM will sample correctly from the prior. Given the small prior mean for the migration rate, the regions corresponding to 2 or more migrations are not significant. The main bias arises where there is one migration. For height $(S)>\operatorname{height}(G)$, a migration is needed, and DENIM considers this case. If $\operatorname{height}(S)<\operatorname{height}(G)$, DENIM only considers the possibility of no migration. The region of parameter space with height $(S)<\operatorname{height}(G)$ is most affected by the approximation used by DENIM, so that small values of height( S ) are discriminated against. The general effect of this sort of bias apparently gets worse as the number of loci and individuals increases.

### 6.3 Simulated data: Effective sample sizes

Effective sample sizes (ESSs), as estimated by CODA (Plummer et al., 2006), for the posterior were generally above 200 . In the 4 -species scenarios, of a total of 1700 replicates, 89 were in the range $100-200$, 14 were in the range $50-100$, and one ( $\mathrm{B}-\mathrm{C} \_0 \mathrm{p} 1$ replicate 37 ) was only 15 . In this case, the posterior and the migration counts jumped upwards at around 4 M generations. In the 4 -species scenarios, of a total of 1250 replicates, 213 were in the range $100-200$, 9 were in the range $50-100$, and 3 were in the range $25-50$. Clearly longer runs would be better, but these were already time-consuming (about 5 weeks on a desktop computer with 4 cores). There was no obvious correlation between low ESS and low accuracy.

The species tree root height often had the worst ESS among all parameters. It is not clear why this should be. The root height was generally estimated fairly accurately; and the operators affecting it appeared to be working satisfactorily. Overall, DENIM is slower than *BEAST, but not hugely so.

### 6.4 Simulated data: Coverage

Tables 1 and 2 show the coverage probability for all scenarios. These are included for direct comparison with Leaché et al. (2014). In general, DENIM performs better than *BEAST in the cases of paraphyly and the migrations at time zero. In two scenarios among the 10 -species set, where there is considerable migration between sister species, DENIM is substantially worse. Otherwise, the performance is similar.

Table 3 shows the coverage probability for the 4 -species scenarios as the settings in DENIM are varied. With this data, there is little difference between the simple and flexible models. As the prior mean is increased, the results for paraphyletic migration with rates 0.1 and 1.0 improve, while other scenarios become slightly worse. With the smallest prior mean of 0.00125 , the result for the scenario with a single migrant between non-sisters becomes worse.

| Scenario |  | M |
| :---: | :--- | :--- |
| No migration |  |  |
| 4 | Coverage |  |
| 10 | 0 | $1.0[1.0]$ |
| Isolation-migration |  | $0.90[0.94]$ |
| 4 | 0.001 | $0.99[0.99]$ |
| 4 | 0.01 | $0.99[1.0]$ |
| 4 | 0.1 | $0.99[1.0]$ |
| 4 | 1.0 | $1.0[1.0]$ |
| 10 | 0.01 | 0.92 |
| 10 | 0.1 | $0.92[\mathbf{0 . 9 9}]$ |
| 10 | 1.0 | $1.0[0.99]$ |
| n-island |  |  |
| 10 | 0.01 | 0.88 |
| 10 | 0.1 | $0.68[0.63]$ |
| 10 | 1.0 | $\mathbf{0 . 6 4}[0.38]$ |
| Paraphyly |  |  |
| 4 | 0.001 | $\mathbf{0 . 9 9}[0.92]$ |
| 4 | 0.01 | $\mathbf{1 . 0}[0.55]$ |
| 4 | 0.1 | $\mathbf{0 . 4 7}[0.17]$ |
| 4 | 1.0 | $\mathbf{0 . 1 0}[0.03]$ |
| 10 | 0.01 | 0.92 |
| 10 | 0.1 | $\mathbf{0 . 4 4}[0.13]$ |
| 10 | 1.0 | $\mathbf{0 . 1 2}[0.0]$ |
| Deep paraphyly |  |  |
| 10 | 0.01 | 0.84 |
| 10 | 0.1 | $\mathbf{0 . 1 6}[0.0]$ |
| 10 | 1.0 | $0.02[0.0]$ |
| Ancestral |  |  |
| 4 | 0.001 | $0.99[0.98]$ |
| 4 | 0.01 | $1.0[1.0]$ |
| 4 | 0.1 | $0.99[1.0]$ |
| 4 | 1.0 | $0.99[0.98]$ |
| 10 | 0.01 | 0.98 |
| 10 | 0.1 | $0.96[0.99]$ |
| 10 | 1.0 | $0.88[0.98]$ |
| Deep ancestral |  |  |
| 10 | 0.01 | 0.96 |
| 10 | 0.1 | $0.92[0.99]$ |
| 10 | 1.0 | $0.92[0.96]$ |
|  |  |  |
| 4 |  |  |

Table 1: Coverage for scenarios with continuous migration. Values for *BEAST from Leaché et al. (2014) are shown in square brackets. Where the programs produce results which are substantially different, the better result is in bold.

| Scenario M | Coverage |
| :---: | :---: |
| No migration |  |
| 0 | 1.0 [1.0] |
| $10 \quad 0$ | 0.90 [0.94] |
| Single migrant |  |
| 4 Sister species | 1.0 [1.0] |
| 4 Non-sister species | 0.98 [0.09] |
| 10 Sister species | 0.86 [0.98] |
| 10 Non-sister species | $\mathbf{0 . 8 8}$ [0.07] |
| Deep single migrant |  |
| 10 Non-sister species | 0.88 [0.0] |
| Single locus introgression |  |
| 4 Sister species | 1.0 [0.99] |
| 4 Non-sister species | $\mathbf{0 . 9 8}$ [0.37] |
| 10 Sister species | 0.96 [0.99] |
| 10 Non-sister species | $\mathbf{0 . 8 8}$ [0.28] |
| Deep single locus introgression |  |
| 10 Non-sister species | 0.88 [0.0] |

Table 2: Coverage for scenarios with continuous migration. Values for *BEAST from Leaché et al. (2014) are shown in square brackets. Where the programs produce results which are substantially different, the better result is in bold.

| Scenario M | S_0.005 | F_0.00125 | F_0.005 | F_0.02 | F_0.08 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| No migration |  |  |  |  |  |
| 40 | 1.0 | 0.96 | 0.96 | 0.96 | 0.92 |
| Isolation-migration |  |  |  |  |  |
| $4 \quad 0.001$ | 0.99 | 1.0 | 1.0 | 1.0 | 0.92 |
| 40.01 | 0.99 | 0.96 | 1.0 | 1.0 | 0.96 |
| $4 \quad 0.1$ | 0.99 | 1.0 | 0.96 | 0.96 | 0.96 |
| 41.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.92 |
| Paraphyly |  |  |  |  |  |
| 40.001 | 0.99 | 1.0 | 1.0 | 1.0 | 0.92 |
| 40.01 | 1.0 | 0.96 | 0.96 | 1.0 | 0.96 |
| $4 \quad 0.1$ | 0.47 | 0.32 | 0.36 | 0.68 | 0.88 |
| $4 \quad 1.0$ | 0.10 | 0.16 | 0.16 | 0.20 | 0.80 |
| Ancestral |  |  |  |  |  |
| 40.001 | 0.99 | 1.0 | 0.96 | 0.96 | 0.92 |
| $4 \quad 0.01$ | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| $4 \quad 0.1$ | 0.99 | 0.96 | 0.96 | 0.96 | 0.96 |
| 41.0 | 0.99 | 1.0 | 1.0 | 1.0 | 0.92 |
| No migration |  |  |  |  |  |
| 40 | 1.0 | 0.96 | 0.96 | 0.96 | 0.92 |
| Single migrant |  |  |  |  |  |
| 4 Sister species | 1.0 | 1.0 | 1.0 | 1.0 | 0.92 |
| 4 Non-sister species | 0.98 | 0.84 | 0.96 | 0.96 | 0.92 |
| Single locus introgression |  |  |  |  |  |
| 4 Sister species | 1.0 | 1.0 | 1.0 | 1.0 | 0.92 |
| 4 Non-sister species | 0.98 | 0.96 | 0.96 | 1.0 | 0.92 |

Table 3: Coverage for 4 -species scenarios, and different settings in DENIM. S_0.005 stands for the simple model with prior mean 0.005 on the migration rate, F_0.00125 for the flexible one with prior mean 0.00125 , and so on.

### 6.5 Simulated data: Branch scores

Figures 5 and 6 show the branch scores for the 4 and 10 species scenarios. The general picture is that DENIM produces good results for the two smallest migration rates 0.001 and 0.01 , and for the migrations at time zero, but breaks down at higher rates.

Supplementary figures $10,11,12,13$ show results for the 4 -species scenarios with the flexible model, and different prior means $0.00125,0.005,0.02,0.08$. The results do not vary greatly with the choice of prior, and follow a similar pattern to the coverage results. All but the high-rate paraphyletic scenarios become worse with a prior mean of 0.08 .


Figure 5: Branch scores for the 4 -species scenarios, based on 100 replicates. "NoMig" is the scenario with no migration. The other names describe the pairs of species tree branches which have migration, followed by the migration rate, or "allele" meaning a single locus introgression, or "mig", meaning a single migrant. The simple model was used with prior mean of 0.005 .

## Posterior mean of branch scores



Figure 6: Branch scores for the 10 -species scenarios, based on 50 replicates. "NoMig" is the scenario with no migration. "4-island" means there is migration between 6 pairs of branches (E and F, E and G, E and H, F and G, F and H, G and H). "DeepAnc" is the deep ancestral scenario, with migration between ABCD and EFGH. The other names describe the pairs of species tree branches which have migration, followed by the migration rate, or "allele", meaning a single locus introgression, or "mig", meaning a single migrant. The simple model was used with prior mean of 0.005 .

### 6.6 Simulated data: Migration detection

Figures 5 and 6 show the ability of DENIM to infer the existence of migration. The general picture is that DENIM only does this well when there migration rate is low and between non-sister species. DENIM usually 'explains' migration between sister species by squashing the species tree (like *BEAST). An exception to the general picture is where there is a single migrant at time zero between sister species (B-A-1-mig in Figure 5,

F-E-1-mig in Figure 6) where the migration is usually detected. Supplementary figures 14, 15, 16, 17 show results for the 4 -species scenarios with the flexible model, and different prior means $0.00125,0.005,0.02$, 0.08 .

DENIM identifies loci which are 'badly behaved', rather than those which migrate. That is, it identifies loci with migrations which result in an incompatibility with the species tree. Some migrations do not cause incompatibility, because (going back in time) they do not coalesce with another lineage until the species tree branches have merged; or a lineage may migrate, then migrate back again before coalescing, and so on.


Figure 7: Migration detection for the 4-species scenarios. Each boxplot show the posterior mean count of migrations for the two cases that migration is present or absent in a locus in the simulated data. The width of the boxes is proportional to the number of cases.


Figure 8: Migration detection for the 10-species scenarios. The scenarios are named as in Figure 6. Other details are as Figure 7.

## 7 Results on empirical data

We re-analyzed the pocket gopher data of Belfiore et al. (2008). We used the HKY substitution model, linked site models, estimated relative clock rate for all loci except the first, and a strict clock. The results here use the simple model for migration, with an exponential prior with mean 0.001.

This data was also analyzed in Heled and Drummond (2010), the paper which introduced *BEAST. In the *BEAST analysis, the outgroup species Orthogeomys heterodus was misplaced (their Figure 8a), and the authors comment that "The tendency to place the outgroup incorrectly appears to be caused by just one gene" namely TBO29. The tree from the DENIM analysis is shown in Figure 9. The outgroup is correctly placed, and it is very similar to the *BEAST result with ingroup monophyly enforced (their Figure 8 b ). The DENIM tree is somewhat shorter, perhaps due to a different site model or population model. A migration was inferred between Orthogeomys heterodus and the (T. bottae, Thomomys townsendi, Thomomys umbrinus) clade, the same clades that *BEAST grouped together. This migration was present in about $95 \%$ of the MCMC samples. The other migrations that appear in the posterior samples have much lower posterior probabilities. The next migrations that DENIM analysis suggests (at about $24 \%$ ) are very recent ones, both ways, of TBO47 between T. bottae and T. umbrinus. This pair is followed (at about 18\%) by a very recent one of TBO64 T. talpoides to T. idahoensis (going back in time).


Figure 9: Gopher tree. Posterior clade probabilities are shown next to branches. The node bars are $95 \%$ HPDs for the node heights. The migration of of locus TBO64 is also indicated.

It is interesting that DENIM identifies TBO64, but not TBO29, as a locus with migration. The posterior mean count of migrations for TBO64 was 1.20 , for TBO47 it was 0.47 , for TBO26 it was 0.11 , and the rest, including TBO29, were well under 0.1. In Belfiore et al. (2008), the individual gene trees were estimated separately, and it appears from their Figure 2 that in TBO64, the relative distance between Orthogeomys heterodus and other taxa is considerably smaller than is the case for any other locus.

Other settings were also tried. With the simple model, and a prior mean of 0.005 , the method broke down, in a way similar to the tests with no data: the species tree height and migration counts were very large. With the simple model, and a prior mean of 0.0002 , the result was similar to Figure 9, but the posterior probability for the ingroup decreased to 0.72 . With the flexible model, prior means of $0.001,0.005$, and 0.02 produced similar results to Figure 9, but the migration counts increased with the prior mean.

## 8 Future prospects

DENIM combines the tree-island model, which is an elegant mathematical model for speciaton, coalescence, and migration, with a rather crude approximation for sampling the posterior. The two components are quite
independent. The partial sampling of the posterior is a trade-off between accuracy on the one hand and computational effort and simplicity of implementation on the other. An exact sampling from the posterior for large data sets when there is a large amount of migration may remain computationally infeasible for decades. However there are almost certainly better compromises to be found than the one currently implemented in DENIM. For example, Palczewski and Beerli (2013) provides an approximation for high rates.

Suppose that all computational problems have been solved. How much data would be needed to get good estimates of the species tree? Hey et al. (2015) shows that good estimates of speciation times can be hard to obtain with small data sets: "for small data sets, with little divergence between samples from two populations, an excellent fit can often be found by a model with a low migration rate and recent splitting time and a model with a high migration rate and a deep splitting time." It may also be that two or more species tree topologies can all achieve excellent fit in models which allow high migration rates, and it would be valuable to find out if this is the case.

It is possible to combine the tree-island model with species delimitation and thus co-estimate the delimitation and the species tree in the presence of migration. The current implementation of DENIM allows this, using the birth-death-collapse model of Jones (2016), but this possibility has not been explored in any detail. The parameter space become even larger, and obtaining useful results in a reasonable amount of time may be very difficult.

DENIM uses the usual birth-death model to provide a prior for the species tree, but this only provides a probability density for the reconstructed tree, with all extinct branches removed. In the presence of migration, there may be gene flow from extinct species which could result in unusually deep coalescences and bias the analysis. DENIM could be extended so that the full tree, including the extinct branches is sampled from. There is no upper limit to the number of extinct branches that could exist, so again there are more computational difficulties. In principle, this could allow the detection of some extinct species from genetic data alone.
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## 9 Supplementary figures



Figure 10: Branch scores for the 4 -species scenarios, based on 100 replicates. "NoMig" is the scenario with no migration. The other names describe the pairs of species tree branches which have migration, followed by the migration rate, or "allele" meaning a single locus introgression, or "mig", meaning a single migrant. The flexible model was used with sa prior mean of 0.00125 .


Figure 11: As Figure 10 except that the prior mean was 0.005 .


Figure 12: As Figure 10 except that the prior mean was 0.02.


Figure 13: As Figure 10 except that the prior mean was 0.08 .


Figure 14: Migration detection for the 4-species scenarios. Each boxplot show the posterior mean count of migrations for the two cases that migration is present or absent in a locus in the simulated data. The width of the boxes is proportional to the number of cases. The flexible model was used with a prior mean of 0.00125 .


Figure 15: As Figure 14 except that the prior mean was 0.005 .


Figure 16: As Figure 14 except that the prior mean was 0.02.


B-C_1.0


Figure 17: As Figure 14 except that the prior mean was 0.08 .

