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Abstract

Background: The search and wet lab testing of unknown/unexplored/untested biological hypotheses in the
form of combinations of various intra/extracellular factors that are involved in a signaling pathway, costs a lot
in terms of time, investment and energy. Currently, a major problem in biology is to cherry pick the
combinations based on expert advice, literature survey or guesses to investigate a particular combinatorial
hypothesis.

Methods: In a recent development of the PORCN-WNT inhibitor ETC-1922159 for colorectal cancer, a list of
down-regulated genes were recorded in a time buffer after the administration of the drug. The regulation of the
genes were recorded individually but it is still not known which higher (≥ 2) order interactions might be
playing a greater role after the administration of the drug. In order to reveal the priority of these higher order
interactions among the down-regulated genes or the likely unknown biological hypotheses, a search engine was
developed based on the sensitivity indices of the higher order interactions that were ranked using a support
vector ranking algorithm and sorted.

Results: For example, LGR family (Wnt signal enhancer) is known to neutralize RNF43 (Wnt inhibitor). After
the administration of ETC-1922159 it was found that using HSIC (and rbf, linear and laplace variants of
kernel) the rankings of the interaction between LGR5-RNF43 were 61, 114 and 85 respectively. Rankings for
LGR6-RNF43 were 1652, 939 and 805 respectively. The down-regulation of LGR family after the drug
treatment is evident in these rankings as it takes bottom priorities for LGR5-RNF43 interaction. The
LGR6-RNF43 takes higher ranking than LGR5-RNF43, indicating that it might not be playing a greater role as
LGR5 during the Wnt enhancing signals. These rankings confirm the efficacy of the proposed search engine
design.

Conclusion: Prioritized unknown biological hypothesis form the basis of further wet lab tests with the aim to
reduce the cost of (1) wet lab experiments (2) combinatorial search and (3) lower the testing time for biologist
who search for influential interactions in a vast combinatorial search forest. From in silico perspective, a
framework for a search engine now exists which can generate rankings for nth order interactions in Wnt
signaling pathway, thus revealing unknown/untested/unexplored biological hypotheses and aiding in
understanding the mechanism of the pathway. The generic nature of the design can be applied to any signaling
pathway or phenomena under investigation where a prioritized order of interactions among the involved factors
need to be investigated for deeper understanding. Future improvements of the design are bound to facilitate
medical specialists/oncologists in their respective investigations.

Keywords: Combinatorial forest; Sensitivity analysis; Support vector ranking algorithm; Unknown biological
hypotheses; PORCN-WNT inhibitors; ETC-1922159
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Figure 1 Cartoon of Wnt Signaling.

1 Background

Significance

Recent development of PORCN-WNT inhibitor ETC-
1922159 cancer drug has lead to suppression of tu-
mor in a specific type of colorectal cancer. After the
administration of the drug, a list of genes were ob-
served to know the affect of the drug. Down and
up regulated list of genes have been provided but
it is not known at the higher order (≥ 2) level,
which combination of these genes might be influen-
tial. A search engine has be developed to prioritise
and reveal these unknown/untested/unexplored com-
binations to reduce the cost of wet lab tests in terms of
time/investment/energy. These ranked biological hy-
potheses facilitate biologists to narrow down their in-
vestigation in a vast combinatorial search forest.

Wnt signaling and secretion

[1]’s accidental discovery of the Wingless played a pi-
oneering role in the emergence of a widely expanding
research field of the Wnt signaling pathway. A major-
ity of the work has focused on issues related to • the
discovery of genetic and epigenetic factors affecting the
pathway [2] & [3], • implications of mutations in the
pathway and its dominant role on cancer and other
diseases [4], • investigation into the pathway’s contri-
bution towards embryo development [5], homeostasis
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Figure 2 Cartoon of Wnt Secretion.

[6] & [7] and apoptosis [8] and • safety and feasibility
of drug design for the Wnt pathway [9], [10], [11], [12]
& [13].

The Wnt phenomena can be roughly segregated into
signaling and secretion part. The Wnt signaling path-
way works when the WNT ligand gets attached to the
Frizzled(FZD)/LRP coreceptor complex. FZD may in-
teract with the Dishevelled (DVL) causing phosphory-
lation. It is also thought that Wnts cause phosphoryla-
tion of the LRP via casein kinase 1 (CK1) and kinase
GSK3. These developments further lead to attraction
of Axin which causes inhibition of the formation of the
degradation complex. The degradation complex con-
stitutes of AXIN, the β-catenin transportation com-
plex APC, CK1 and GSK3. When the pathway is ac-
tive the dissolution of the degradation complex leads
to stabilization in the concentration of β-catenin in
the cytoplasm. As β-catenin enters into the nucleus
it displaces the GROUCHO and binds with transcrip-
tion cell factor TCF thus instigating transcription of
Wnt target genes. GROUCHO acts as lock on TCF
and prevents the transcription of target genes which
may induce cancer. In cases when the Wnt ligands
are not captured by the coreceptor at the cell mem-
brane, AXIN helps in formation of the degradation
complex. The degradation complex phosphorylates β-
catenin which is then recognised by F BOX/WD re-
peat protein β-TRCP. β-TRCP is a component of
ubiquitin ligase complex that helps in ubiquitination
of β-catenin thus marking it for degradation via the
proteasome. A cartoon of the signaling transduction
snapshot is shown in figure 1.

Contrary to the signaling phenomena, the secretion
phenomena is about the release and transportation of
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Figure 3 Graphical abstract of how the whole search engine works to find out crucial interactions within the components of the
pathway under consideration as different time points and durations [14].

the WNT protein/ligand in and out of the cell, re-
spectively. Briefly, the WNT proteins that are synthe-
sized with the endoplasmic reticulum (ER), are known
to be palmitoyleated via the Porcupine (PORCN)
to form the WNT ligand, which is then ready for
transportation [15]. It is believed that these ligands
are then transported via the EVI/WNTLESS trans-
membrane complex out of the cell [16] & [17]. The
EVI/WNTLESS themselves are known to reside in the
Golgi bodies and interaction with the WNT ligands
for the later’s glycosylation [18] & [19]. Once outside
the cell, the WNTs then interact with the cell recep-
tors, as explained in the foregoing paragraph, to induce
the Wnt signaling. Of importance is the fact that the
EVI/WNTLESS also need a transporter in the from
of a complex termed as Retromer. A cartoon of the
signaling transduction snapshot is shown in figure 2.

PORCN-WNT inhibitors

The regulation of the Wnt pathway is dependent on
the production and secretion of the WNT proteins.
Thus, the inhibition of a causal factor like PORCN
which contributes to the WNT secretion has been pro-
posed to be a way to interfere with the Wnt cascade,

Figure 4 Hit to lead of ETC. Reprinted (adapted) with
permission from (Duraiswamy, A.J., et al.; Discovery and
optimization of a porcupine inhibitor. Journal of medicinal
chemistry 58(15), 5889–5899 (2015)). Copyright (2015)
American Chemical Society. [24]

which might result in the growth of tumor. Several
groups have been engaged in such studies and known
PORCN-WNT inhibitors that have been made avail-
able till now are IWP-L6 [20] & [21], C59 [22], LGK974
[23] and ETC-1922159 [24]. In this study, the focus
of the attention is on the implications of the ETC-
1922159, after the drug has been administered. The
drug is a enantiomer with a nanomolar activity and
excellent bioavailability as claimed in [24]. Figure 4
shows the hit to lead stabilization of the ETC enan-
tiomer.
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Figure 5 Translation of a modification of the pipeline in figure 3 into code of execution in R.

Revealing higher order biological hy-
potheses via sensitivity analysis and in-
silico ranking algorithm

In the trial experiments on ETC-1922159 [25], a list
of genes (2500±) have been reported to be up and
down regulated after the drug treatment and a time
buffer of 3 days. Some of the transcript levels of these
genes have been recorded and the experimental de-
sign is explained elaborately in the same manuscript.
In the list are also available unknown or uncharac-
terised proteins that have been recorded after the drug
was administered. These have been marked as ”- -”
in the list (Note - In this manuscript these uncharac-
terised proteins have been marked as ”XXM”, were
M = 1, 2, 3, ...). The aim of this work is to reveal
unknown/unexplored/untested biological hypotheses
that form higher order combinations. For example,
it is known that the combinations of WNT-FZD or
RSPO-LGR-RNF play significant roles in the Wnt
pathway. But the n ≥ 2, 3, ...-order combinations out
of N(> n) genes forms a vast combinatorial search
forest that is extremely tough to investigate due to
the humongous amount of combinations. Currently, a
major problem in biology is to cherry pick the com-
binations based on expert advice, literature survey

or random choices to investigate a particular combi-
natorial hypothesis. The current work aims to reveal
these unknown/unexplored/untested combinations by
prioritising these combinations using a potent support
vector ranking algorithm [26]. This cuts down the cost
in time/energy/investment for any investigation con-
cerning a biological hypothesis in a vast search space.

The pipleline works by computing sensitivity in-
dicies for each of these combinations and then vec-
torising these indices to connote and form discrimina-
tive feature vector for each combination. The rank-
ing algorithm is then applied to a set of combina-
tions/sensitivity index vectors and a ranking score is
generated. Sorting these scores leads to prioritization
of the combinations. Note that these combinations are
now ranked and give the biologists a chance to nar-
row down their focus on crucial biological hypotheses
in the form of combinations which the biologists might
want to test. Analogous to the webpage search engine,
where the click of a button for a few key-words leads to
a ranked list of web links, the pipeline uses sensitivity
indices as an indicator of the strength of the influence
of factors or their combinations, as a criteria to rank
the combinations. The generic pipleline for the genera-
tion for ranking has been shown in figure 3 from one of
the author’s unpublished/submitted manuscript [14],
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the time series data set for which was obtained from
[27].

Translating the pipeline into code of ex-
ecution in R

The pipeline depicted in figure 3 was modified and
translated into code in R programming language
[28]. Figure 5 shows one such computation and the
main commands and some of the internal execu-
tions are shown in red. The execution begins by
some preprocessing of the file containing the in-
formation regarding the down regulated genes via
source(”extractETCdata.R”). The library contain-
ing the sensitivity analysis methods is then loaded in
the interface using the command library(sensitivity)
[29] & [30]. Next a gaussian distribution for a partic-
ular transcript level for a gene is generated to have
a sample. This is needed in the computation of sen-
sitivity index for that particular gene. A gene of par-
ticular choice is selected (in blue) and the choice of
the combination is made (here k = 2). Later a ker-
nel is used (here rbf for HSIC method). 50 differ-
ent indices are generated which help in generating
aggregate rank using these 50 indices. The Support
vector ranking algorithm is employed to generate the
scores for different combinations and these scores are
then sorted out. This is done using the command
source(”SVMRank−Results−S−mean.R”). A file
is generated that contains the combinations in increas-
ing order of influence after the ETC-1922159 has been
administered. Note that 1 means lowest rank and 2743
is the highest rank for 2nd order combinations for gene
RAD51AP1 using HSIC-rbf density based sensitivity
index. The code has been depicted in figure 5.

Interpretation of 2nd order ranking with
RAD51AP1 using HSIC-rbf density based
sensitivity index

For example, the ranking generated for second order
combination for RAD51AP1 is enlisted below. What
these rankings suggests is that after the treatment
of ETC-1922159, genes along with their combination
with RAD51AP1 were prioritised and this gives the bi-
ologists a clue to study the behaviour of RAD51AP1
along with other genes in colorectal cancer case.

1 HOXB9-RAD51AP1
2 NASP-RAD51AP1
3 MCM3-RAD51AP1
4 ASF1B-RAD51AP1
5 ZWINT-RAD51AP1
6 RAD51AP1-RETNLB
7 CDK1-RAD51AP1

8 AHCY-RAD51AP1
9 PTPLAD1-RAD51AP1
•
•

2741 RAD51AP1-CDX2
2742 RAD51AP1-LPCAT3
2743 RAD51AP1-EIF2B1

DNA repair is an important aspect in maintaining the
proper and healthy functioning for the cells in the hu-
man body. Failure in DNA repair process can lead to
aberrations as well as tumorous stages. There are vari-
ous types of damages that a DNA can go through, one
of which is the DNA double strand breaks (DSB) that
can be repaired via homologous recombination (HR).
RAD51 plays a central role in HR and is known to
function in the three phases of HR namely : presynap-
sis, synapsis and post-synapsis [31]. Recently, RAD51
has been implicated as a negative/poor prognostic
marker for colorectal adenocarcinoma and has been
found to be highly expressed [32]. A negative/poor
prognostic marker indicates that it is harder to con-
trol the malignancy. Since RAD51 helps in the repair
of the DNA damage via HR and is implicated as a
poor prognostic marker in colorectal adenocarcinoma,
this suggests its functionality in maintaining genomic
stability and therapeutic resistance to cancer drugs.
Mechanistically, RAD51AP1 facilitates RAD51 during
the repairing process by binding with RAD51 via two
DNA binding sites, thus helping in the D-loop forma-
tion in the HR process [33] & [34].

In context of the ETC-1922159 treatment, a se-
ries of 2nd order rankings have been generated for
RAD51AP1. Using the above pipeline can help deci-
pher biological implications. BRCA2 is known to be a
main mediator in the HR process along with RAD51
and interact with RAD51 in various ways [35], [36], [37]
& [38]. A relative low rank of 458 between RAD51AP1-
BRCA2 states that after the ETC-1922159 treatment
the combination gets low priority indicating that as
there is suppression of CRC, the genomic stability of
the cancer cells is affected by rendering the DNA re-
pairing capacity of RAD51AP1-BRCA2 ineffective to
a certain extent. PPA2 is a tumor suppressor that
regulates many signaling pathways and plays crucial
role in cell transformation [39]. PPA2 in known to be
highly suppressed in colorectal cancer case [40]. The
relatively high ranking of 2675 for RAD51AP1-PPA2
combination indicates two points (a) the ineffective-
ness of RAD51AP1 to provide genomic stability to
cancer cell and (b) the over expression of PPA2 af-
ter ETC-1922159 was administered. Also, SET is a
known PPA2 inhibitor and is observed to be highly
overexpressed in colorectal cancer cases. In relation to
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Figure 6 Computation of variance based sobol sensitivity indices.

the ranking of RAD51AP1-PPA2, after the adminis-
tration of the drug, RAD51AP1-SET showed a lower
rank of 2227.

The x-ray repair cross complementing XRCC fam-
ily is known to work as a mediator or stabilizer for
RAD51 during the HR process [31]. The relatively
low rank of 366 for the RAD51AP1-XRCC2 indi-
cates that the effectiveness for DNA repair capabil-
ity is affected by ETC-1922159 drug as the tumor
growth is suppressed. This is further confirmed by the
fact that XRCC2 forms complex with paralogues of
RAD51, i.e RAD51C–RAD51D–XRCC2 for DNA re-
pair [41] & [42]. Other members of XRCC like XRCC1,
XRCC6BP1 and XRCC6, showed relatively higher
rankings of 1874, 2398 and 2558. Not much is known
about these 3 factors in colorectal cancer case. XRCC1
may be weakly implicated in the colorectal cancer
cases as have been found in the case studies in Taiwan
[43]. Very little is known about XRCC6BP1 and in a
risk score based analysis it was found that XRCC6BP1
acts as a tumor repressor with very low expression
profile in colorectal cancer [44]. Hight rankings sug-
gests that after ETC-1922159 treatment, the expres-
sion level of XRCC6BP1 is extremely high, indicat-
ing the establishment of genomic stability of health
via suppression of cancer cells. Finally, the very high
priority of XRCC6 only indicates its role as a tumor
repressor and further wet lab analysis needs to be con-
ducted to verify the effectiveness of the pipeline.

RNF43/ZNRF3 are known to negatively regulate the
Wnt pathway by targeting the FZD family and leading

to its degradation and thus acting as a hinderance to

the Wnt pathway [45]. In presence of members from

RSPO and LGR family, the RNF43/ZNRF3 is de-

graded in the cell and this leads to enhancement of the

Wnt signaling [46]. In relation to the RAD51AP1, the

ranking of RNF43 was found to be 1893 and the rank-

ing of ZNRF3 was found to be 549, respectively, after

the treatment of ETC-1922159. The lower ranking of

ZNRF43 with RAD51AP1 might indicate some affin-

ity between RAD51AP1-ZNRF43 in comparison to the

high ranking of RAD51AP1-RNF43. This needs to be

tested. LGR5 and LGR6 had associated low ranks for

327 and 161, respectively. After the administration of

the drug, the LGR5, RNF43 and ZNRF43 were known

to be downregulated [25]. These are evident from the

low rankings in combination with RAD51AP1, except

for RNF43. An implication of the above combination

of rankings can be the fact that as the drug takes

its affect, it has multiple consequences wherein the

RNF43/ZNRF3 along with LGR5 is being degraded

so that the signaling is inhibited and also the genomic

instability of the cancer cells in instigated by the in-

effectiveness of RAD51AP1 to help in DNA repair in

cancer cells.

Such rankings hold promise for any biologists who

is investigating a pathway for a particular phenomena

and is faced with a vast combinatorial search forest.

These rankings also provide confirmatory results for

existing published wet lab affirmations.
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Figure 7 Computation of density based hsic sensitivity indices.

Tools of study

Sensitivity analysis

In order to address the above issues, sensitivity analy-
sis (SA) is performed on either the datasets or results
obtained from biologically inspired causal models. The
reason for using these tools of sensitivity analysis is
that they help in observing the behaviour of the output
and the importance of the contributing input factors
via a robust and an easy mathematical framework. In
this manuscript both local and global SA methods are
used. Where appropriate, a description of the biologi-
cally inspired causal models ensues before the analysis
of results from these models.

Seminal work by Russian mathematician [47] lead to
development as well as employment of SA methods to
study various complex systems where it was tough to
measure the contribution of various input parameters
in the behaviour of the output. A recent unpublished
review on the global SA methods by [30] categorically
delineates these methods with the following function-
ality • screening for sorting influential measures ([48]
method, Group screening in [49] & [50], Iterated fac-
torial design in [51], Sequential bifurcation design in
[52] and [53]), • quantitative indicies for measuring
the importance of contributing input factors in linear
models ([54], [55], [56] and [57]) and nonlinear models
([58], [59], [60], [61], [62], [63], [64], & [65], [66], [67],
[68], [69], [70], [71], [72], [73] and [74]) and • explor-
ing the model behaviour over a range on input values
([75] and [76], [77] and [78]). [30] also provide various

criteria in a flowchart for adapting a method or a com-
bination of the methods for sensitivity analysis. Figure
6 shows the general flow of the mathematical formu-
lation for computing the indices in the variance based
Sobol method. The general idea is as follows - A model
could be represented as a mathematical function with
a multidimensional input vector where each element of
a vector is an input factor. This function needs to be
defined in a unit dimensional cube. Based on ANOVA
decomposition, the function can then be broken down
into f0 and summands of different dimensions, if f0 is
a constant and integral of summands with respect to
their own variables is 0. This implies that orthogonal-
ity follows in between two functions of different dimen-
sions, if at least one of the variables is not repeated. By
applying these properties, it is possible to show that
the function can be written into a unique expansion.
Next, assuming that the function is square integrable
variances can be computed. The ratio of variance of
a group of input factors to the variance of the total
set of input factors constitute the sensitivity index of
a particular group.

Besides the above [47]’s variance based indicies, more
recent developments regarding new indicies based on
density, derivative and goal-oriented can be found in
[79], [80] and [81], respectively. In a latest development,
[82] propose new class of indicies based on density ra-
tio estimation [79] that are special cases of dependence
measures. This in turn helps in exploiting measures
like distance correlation [83] and Hilbert-Schmidt in-
dependence criterion [84] as new sensitivity indicies.
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The framework of these indicies is based on use of [85]
f-divergence, concept of dissimilarity measure and ker-
nel trick [86]. Finally, [82] propose feature selection as
an alternative to screening methods in sensitivity anal-
ysis. The main issue with variance based indicies [47]
is that even though they capture importance informa-
tion regarding the contribution of the input factors,
they • do not handle multivariate random variables
easily and • are only invariant under linear transfor-
mations. In comparison to these variance methods, the
newly proposed indicies based on density estimations
[79] and dependence measures are more robust. Figure
7 shows the general flow of the mathematical formu-
lation for computing the indices in the density based
HSIC method. The general idea is as follows - The sen-
sitivity index is actually a distance correlation which
incorporates the kernel based Hilbert-Schmidt Infor-
mation Criterion between two input vectors in higher
dimension. The criterion is nothing but the Hilbert-
Schmidt norm of cross-covariance operator which gen-
eralizes the covariance matrix by representing higher
order correlations between the input vectors through
nonlinear kernels. For every operator and provided the
sum converges, the Hilbert-Schmidt norm is the dot
product of the orthonormal bases. For a finite dimen-
sional input vectors, the Hilbert-Schmidt Information
Criterion estimator is a trace of product of two ker-
nel matrices (or the Gram matrices) with a centering
matrix such that HSIC evaluates to a summation of
different kernel values.

It is this strength of the kernel methods that HSIC is
able to capture the deep nonlinearities in the biologi-
cal data and provide reasonable information regarding
the degree of influence of the involved factors within
the pathway. Improvements in variance based methods
also provide ways to cope with these nonlinearities but
do not exploit the available strength of kernel meth-
ods. Results in the later sections provide experimental
evidence for the same.

Application in systems biology

Recent efforts in systems biology to understand the im-
portance of various factors apropos output behaviour
has gained prominence. [87] compares the use of [47]
variance based indices versus [48] screening method
which uses a One-at-a-time (OAT) approach to anal-
yse the sensitivity of GSK3 dynamics to uncertainty
in an insulin signaling model. Similar efforts, but on
different pathways can be found in [88] and [89].

SA provides a way of analysing various factors tak-
ing part in a biological phenomena and deals with the
effects of these factors on the output of the biolog-
ical system under consideration. Usually, the model

equations are differential in nature with a set of in-
puts and the associated set of parameters that guide
the output. SA helps in observing how the variance
in these parameters and inputs leads to changes in
the output behaviour. The goal of this manuscript is
not to analyse differential equations and the parame-
ters associated with it. Rather, the aim is to observe
which input genotypic factors have greater contribu-
tion to observed phenotypic behaviour like a sample
after treatment of the drug.

There are two approaches to sensitivity analysis. The
first is the local sensitivity analysis in which if there
is a required solution, then the sensitivity of a func-
tion apropos a set of variables is estimated via a partial
derivative for a fixed point in the input space. In global
sensitivity, the input solution is not specified. This im-
plies that the model function lies inside a cube and the
sensitivity indices are regarded as tools for studying
the model instead of the solution. The general form of
g-function (as the model or output variable) is used
to test the sensitivity of each of the input factor (i.e
expression profile of each of the genes). This is mainly
due to its non-linearity, non-monotonicity as well as
the capacity to produce analytical sensitivity indices.
The g-function takes the form -

f(x) = Πd
i=1

|4 ∗ xi − 2|+ ai
1 + ai

(1)

were, d is the total number of dimensions and ai ≥ 0
are the indicators of importance of the input variable
xi. Note that lower values of ai indicate higher impor-
tance of xi. In our formulation, we randomly assign
values of xi ∈ [0, 1]. For the static data d = 2500±
(factors affecting the pathway). Thus the expression
profiles of the various genetic factors in the pathway
are considered as input factors and the global analy-
sis conducted. Note that in the predefined dataset, the
working of the signaling pathway is governed by a pre-
selected set of genes that affect the pathway. For com-
parison purpose, the local sensitivity analysis method
was also used to study how the individual factor is
behaving with respect to the remaining factors while
working of the pathway is observed in terms of expres-
sion profiles of the various factors. Thus, both global
and local analysis methods were employed to observe
the entire behaviour of the pathway as well as the lo-
cal behaviour of the input factors with respect to the
other factors, respectively, via analysis of fold changes.
Given the range of estimators available for testing the
sensitivity, it might be useful to list a few which are go-
ing to be employed in this research study. These have
been described in the Appendix. For brevity, we report
results from HSIC method only. This is not by random
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choice but it has been shown that density based meth-
ods are known to superior to their counterparts the
variance based methods.

Support vector ranking machines

Learning to rank is a machine learning approach with
the idea that the model is trained to learn how to
rank. A good introduction to this work can be found
in [90]. Existing methods involve pointwise, pairwise
and listwise approaches. In all these approaches, Sup-
port Vector Machines (SVM) can be employed to rank
the required query. SVMs for pointwise approach build
various hyperplanes to segregate the data and rank
them. Pairwise approach uses ordered pair of objects
to classify the objects and then utilize the classifier to
rank the objects. In this approach, the group structure
of the ranking is not taken into account. Finally, the
listwise ranking approach uses ranking list as instances
for learning and prediction. In this case the ranking is
straightforward and the group structure of ranking is
maintained. Various different designs of SVMs have
been developed and the research in this field is still in
preliminary stages. In context of the gene expression
data set employed in this manuscript, the objects are
the genes with their recorded expression values
after the ETC-1922159 treatment.

Note that rankings algorithms have been developed
to be employed in the genomic datasets but to the
author’s awareness, these algorithms do not rank the
range of combinations in a wide combinatorial search
space in time. Also, they do not take into account
the ranking of unexplored biological hypothesis which
are assigned to a particular sensitivity value or vec-
tor that can be used for prioritization. For example,
[91] presents a ranking algorithm that betters existing
ranking model based on the assignment of P -value.
As stated by [91] it detects genes that are ranked con-
sistently better than expected under null hypothesis of
uncorrelated inputs and assigns a significance score for
each gene. The underlying probabilistic model makes
the algorithm parameter free and robust to outliers,
noise and errors. Significance scores also provide a rig-
orous way to keep only the statistically relevant genes
in the final list. The proposed work here develops on
sensitivity analysis and computes the influences of the
factors for a system under investigation. These sen-
sitivity indices give a much realistic view of the bi-
ological influence than the proposed P -value assign-
ment and the probabilistic model. The manuscript at
the current stage does not compare the algorithms as
it is a pipeline to investigate and conduct a systems
wide study. Instead of using SVM-Ranking it is pos-
sible to use other algorithms also, but the author has

restricted to the development of the pipeline per se.
Finally, the current work tests the effectiveness of the
variance based (SOBOL) sensitivity indices apropos
the density and kernel based (HSIC) sensitivity in-
dices. Finally, [92] provides a range of comparison for
10 different regression methods and a score to measure
the models. Compared to the frame provided in [92],
the current pipeline takes into account biological in-
formation an converts into sensitivity scores and uses
them as discriminative features to provide rankings.
Thus the proposed method is algorithm independent.

Methods

1.1 Variance based sensitivity indices

The variance based indices as proposed by [47] prove
a theorem that an integrable function can be decom-
posed into summands of different dimensions. Also, a
Monte Carlo algorithm is used to estimate the sensi-
tivity of a function apropos arbitrary group of vari-
ables. It is assumed that a model denoted by function
u = f(x), x = (x1, x2, ..., xn), is defined in a unit n-
dimensional cube Kn with u as the scalar output. The
requirement of the problem is to find the sensitivity
of function f(x) with respect to different variables. If
u∗ = f(x∗) is the required solution, then the sensi-
tivity of u∗ apropos xk is estimated via the partial
derivative (∂u/∂xk)x=x∗ . This approach is the local
sensitivity. In global sensitivity, the input x = x∗ is
not specified. This implies that the model f(x) lies in-
side the cube and the sensitivity indices are regarded
as tools for studying the model instead of the solution.
Detailed technical aspects with examples can be found
in [58] and [93].

Let a group of indices i1, i2, ..., is exist, where 1 ≤
i1 < ... < is ≤ n and 1 ≤ s ≤ n. Then the notation for
sum over all different groups of indices is -

Σ̂Ti1,i2,...,is = Σni=1Ti+Σns=1Σ1≤i<j≤nTi,j+...+T1,2,...,n

(2)

Then the representation of f(x) using equation 2 in
the form -

f(x) = f0 + Σ̂fi1,i2,...,is (3)

= f0 + Σifi(xi) + Σi<jfi,j(xi, xj) + ...

+ f1,2,...,n(x1, x2, ..., xn) (4)

is called ANOVA-decomposition from [71] or expan-
sion into summands of different dimensions, if f0 is a
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constant and integrals of the summands fi1,i2,...,is with
respect to their own variables are zero, i.e,

f0 =

∫
Kn

f(x)dx (5)

∫ 1

0

fi1,i2,...,is(xi1 , xi2 , ..., xis)dxik = 0, 1 ≤ k ≤ s (6)

It follows from equation 4 that all summands on the
right hand side are orthogonal, i.e if at least one of the
indices in i1, i2, ..., is and j1, j2, ..., jl is not repeated i.e

∫ 1

0

fi1,i2,...,is(xi1 , ..., xis)fj1,...,jl(xj1 , xj2 , ..., xjs)dx = 0

(7)

[47] proves a theorem stating that there is an existence
of a unique expansion of equation 4 for any f(x) in-
tegrable in Kn. In brief, this implies that for each of
the indices as well as a group of indices, integrating
equation 4 yields the following -∫ 1

0

..

∫ 1

0

f(x)dx/dxi = f0 + fi(xi) (8)∫ 1

0

..

∫ 1

0

f(x)dx/dxidxj = f0 + fi(xi) + fj(xj)

+ fi,j(xi, xj) (9)

were, dx/dxi is
∏
∀k∈{1,..,n};i/∈k dxk and dx/dxidxj is∏

∀k∈{1,..,n};i,j /∈k dxk. For higher orders of grouped in-
dices, similar computations follow. The computation
of any summand fi1,i2,...,is(xi1 , xi2 , ..., xis) is reduced
to an integral in the cube Kn. The last summand
f1,2,...,n(x1, x2, ..., xn) is f(x)−f0 from equation 4. [58]
stresses that use of Sobol sensitivity indices does not
require evaluation of any fi1,i2,...,is(xi1 , xi2 , ..., xis) nor
the knowledge of the form of f(x) which might well be
represented by a computational model i.e a function
whose value is only obtained as the output of a com-
puter program.

Finally, assuming that f(x) is square integrable, i.e
f(x) ∈ L2, then all of fi1,i2,...,is(xi1 , xi2 , ..., xis) ∈ L2.
Then the following constants∫

Kn

f2(x)dx− f20 = D (10)∫ 1

0

..

∫ 1

0

f2i1,..,is(xi1 , .., xis)dxi1 ..dxis = Di1,..,is(11)

are termed as variances. Squaring equation 4, integrat-
ing over Kn and using the orthogonality property in

equation 7, D evaluates to -

D = Σ̂Di1,i2,...,is (12)

Then the global sensitivity estimates is defined as -

Si1,i2,...,is =
Di1,i2,...,is

D
(13)

It follows from equations 12 and 13 that

Σ̂Si1,i2,...,is = 1 (14)

Clearly, all sensitivity indices are non-negative, i.e an
index Si1,i2,...,is = 0 if and only if fi1,i2,...,is ≡ 0. The
true potential of Sobol indices is observed when vari-
ables x1, x2, ..., xn are divided into m different groups
with y1, y2, ..., ym such that m < n. Then f(x) ≡
f(y1, y2, ..., ym). All properties remain the same for
the computation of sensitivity indices with the fact
that integration with respect to yk means integration
with respect to all the xi’s in yk. Details of these com-
putations with examples can be found in [47]. Vari-
ations and improvements over Sobol indices have al-
ready been stated in section 1.

1.2 Density based sensitivity indices

As discussed before, the issue with variance based
methods is the high computational cost incurred due to
the number of interactions among the variables. This
further requires the use of screening methods to filter
out redundant or unwanted factors that might not have
significant impact on the output. Recent work by [82]
proposes a new class of sensitivity indicies which are a
special case of density based indicies [79]. These indi-
cies can handle multivariate variables easily and relies
on density ratio estimation. Key points from [82] are
mentioned below.

Considering the similar notation in previous section,
f : Rn → R (u = f(x)) is assumed to be continuous.
It is also assumed that Xk has a known distribution
and are independent. [94] state that a function which
measures the similarity between the distribution of U
and that of U |Xk can define the impact of Xk on U .
Thus the impact is defined as -

SXk
= E(d(U,U |Xk)) (15)

were d(·, ·) is a dissimilarity measure between two ran-
dom variables. Here d can take various forms as long
as it satisfies the criteria of a dissimilarity measure.
[85]’s f-divergence between U and U |Xk when all in-
put random variables are considered to be absolutely

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted August 26, 2017. ; https://doi.org/10.1101/180927doi: bioRxiv preprint 

https://doi.org/10.1101/180927
http://creativecommons.org/licenses/by-nc/4.0/


sinha Page 11 of 19

continuous with respect to Lebesgue measure on R is
formulated as -

dF (U ||U |Xk) =

∫
R
F (

pU (u)

pU |Xk
(u)

)pU |Xk
(u)du (16)

were F is a convex function such that F (1) = 0 and pU
and pU |Xk

are the probability distribution functions of
U and U |Xk. Standard choices of F include Kullback-
Leibler divergence F (t) = − loge(t), Hellinger distance
(
√
t−1)2, Total variation distance F (t) = |t−1|, Pear-

son χ2 divergence F (t) = t2 − 1 and Neyman χ2 di-
vergence F (t) = (1 − t2)/t. Substituting equation 16
in equation 15, gives the following sensitivity index -

SFXk
=

∫
R
dF (U ||U |Xk)pXk

(x)dx

=

∫
R

∫
R
F (

pU (u)

pU |Xk
(u)

)pU |Xk
(u)pXk

(x)dxdu

=

∫
R2

F (
pU (u)pXk

(x)

pU |Xk
(u)pXk

(x)
)pU |Xk

(u)pXk
(x)dxdu

=

∫
R2

F (
pU (u)pXk

(x)

pXk,U (x, u)
)pXk,U (x, u)dxdu (17)

were pXk
and pXk,Y are the probability distribu-

tion functions of Xk and (Xk, U), respectively. [85] f-
divergences imply that these indices are positive and
equate to 0 when U and Xk are independent. Also,
given the formulation of SFXk

, it is invariant under any
smooth and uniquely invertible transformation of the
variables Xk and U [95]. This has an advantage over
Sobol sensitivity indices which are invariant under lin-
ear transformations.

By substituting the different formulations of F in
equation 17, [82]’s work claims to be the first in estab-
lishing the link that previously proposed sensitivity in-
dices are actually special cases of more general indices
defined through [85]’s f-divergence. Then equation 17
changes to estimation of ratio between the joint den-
sity of (Xk, U) and the marginals, i.e -

SFXk
=

∫
R2

F (
1

r(x, u)
)pXk,U (x, u)dxdu

= E(Xk,U)F (
1

r(Xk, U)
) (18)

were, r(x, y) = (pXk,U (x, u))/(pU (u)pXk
(x)). Multi-

variate extensions of the same are also possible under
the same formulation.

Finally, given two random vectors X ∈ Rp and
Y ∈ Rq, the dependence measure quantifies the de-
pendence between X and Y with the property that the
measure equates to 0 if and only if X and Y are in-
dependent. These measures carry deep links [96] with

distances between embeddings of distributions to re-
producing kernel Hilbert spaces (RHKS) and here the
related Hilbert-Schmidt independence criterion (HSIC
by [84]) is explained.

In a very brief manner from an extremely simple in-
troduction by [97] - ”We first defined a field, which
is a space that supports the usual operations of addi-
tion, subtraction, multiplication and division. We im-
posed an ordering on the field and described what it
means for a field to be complete. We then defined vec-
tor spaces over fields, which are spaces that interact in
a friendly way with their associated fields. We defined
complete vector spaces and extended them to Banach
spaces by adding a norm. Banach spaces were then
extended to Hilbert spaces with the addition of a dot
product.” Mathematically, a Hilbert space H with ele-
ments r, s ∈ H has dot product 〈r, s〉H and r · s. When
H is a vector space over a field F , then the dot product
is an element in F . The product 〈r, s〉H follows the be-
low mentioned properties when r, s, t ∈ H and for all
a ∈ F -
• Associative : (ar) · s = a(r · s)
• Commutative : r · s = s · r
• Distributive : r · (s+ t) = r · s+ r · t

Given a complete vector space V with a dot product
〈·, ·〉, the norm on V defined by ||r||V =

√
(〈r, r〉) makes

this space into a Banach space and therefore into a full
Hilbert space.

A reproducing kernel Hilbert space (RKHS) builds
on a Hilbert space H and requires all Dirac evaluation
functionals in H are bounded and continuous (on im-
plies the other). Assuming H is the L2 space of func-
tions from X to R for some measurable X. For an
element x ∈ X, a Dirac evaluation functional at x is a
functional δx ∈ H such that δx(g) = g(x). For the case
of real numbers, x is a vector and g a function which
maps from this vector space to R. Then δx is simply a
function which maps g to the value g has at x. Thus,
δx is a function from (Rn 7→ R) into R.

The requirement of Dirac evaluation functions basi-
cally means (via the [98] representation theorem) if φ
is a bounded linear functional (conditions satisfied by
the Dirac evaluation functionals) on a Hilbert space
H, then there is a unique vector ` in H such that φg
= 〈g, `〉H for all ` ∈ H. Translating this theorem back
into Dirac evaluation functionals, for each δx there is a
unique vector kx in H such that δxg = g(x) = 〈g, kx〉H.
The reproducing kernel K for H is then defined as :
K(x, x′) = 〈kx, kx′〉, were kx and kx′ are unique repre-
sentatives of δx and δx′ . The main property of interest
is 〈g,K(x, x′)〉H = g(x′). Furthermore, kx is defined to
be a function y 7→ K(x, y) and thus the reproducibility
is given by 〈K(x, ·),K(y, ·)〉H = K(x, y).

Basically, the distance measures between two vectors
represent the degree of closeness among them. This
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degree of closeness is computed on the basis of the
discriminative patterns inherent in the vectors. Since
these patterns are used implicitly in the distance met-
ric, a question that arises is, how to use these distance
metric for decoding purposes?

The kernel formulation as proposed by [86], is a so-
lution to our problem mentioned above. For simplicity,
we consider the labels of examples as binary in nature.
Let xi ∈ Rn, be the set of n feature values with corre-
sponding category of the example label (yi) in data set
D. Then the data points can be mapped to a higher
dimensional space H by the transformation φ:

φ : xi ∈ Rn 7→ φ(xi) ∈ H (19)

This H is the Hilbert Space which is a strict inner
product space, along with the property of complete-
ness as well as separability. The inner product formu-
lation of a space helps in discriminating the location of
a data point w.r.t a separating hyperplane in H. This
is achieved by the evaluation of the inner product be-
tween the normal vector representing the hyperplane
along with the vectorial representation of a data point
in H (Figure 8 represents the geometrical interpreta-
tion). Thus, the idea behind equation( 19) is that even
if the data points are nonlinearly clustered in space
Rn, the transformation spreads the data points into
H, such that they can be linearly separated in its range
in H.

Often, the evaluation of dot product in higher dimen-
sional spaces is computationally expensive. To avoid
incurring this cost, the concept of kernels in employed.
The trick is to formulate kernel functions that depend
on a pair of data points in the space Rn, under the
assumption that its evaluation is equivalent to a dot
product in the higher dimensional space. This is given
as:

κ(xi,xj) =< φ(xi), φ(xj) > (20)

Two advantages become immediately apparent. First,
the evaluation of such kernel functions in lower di-
mensional space is computationally less expensive
than evaluating the dot product in higher dimensional
space. Secondly, it relieves the burden of searching an
appropriate transformation that may map the data
points in Rn to H. Instead, all computations regard-
ing discrimination of location of data points in higher
dimensional space involves evaluation of the kernel
functions in lower dimension. The matrix containing
these kernel evaluations is referred to as the kernel
matrix. With a cell in the kernel matrix containing a
kernel evaluation between a pair of data points, the
kernel matrix is square in nature.

As an example in practical applications, once the ker-
nel has been computed, a pattern analysis algorithm
uses the kernel function to evaluate and predict the
nature of the new example using the general formula:

f(z) = < w, φ(z) > +b

= <
N∑
i=1

αi × yi × φ(xi), φ(z) > +b

=
N∑
i=1

αi × yi× < φ(xi), φ(z) > +b

=
N∑
i=1

αi × yi × κ(xi, z) + b

(21)

where w defines the hyperplane as some linear com-
bination of training basis vectors, z is the test data
point, yi the class label for training point xi, αi and b
are the constants. Various transformations to the ker-
nel function can be employed, based on the properties
a kernel must satisfy. Interested readers are referred
to [99] for description of these properties in detail.

The Hilbert-Schmidt independence criterion (HSIC)
proposed by [84] is based on kernel approach for find-
ing dependences and on cross-covariance operators in
RKHS. Let X ∈ X have a distribution PX and con-
sider a RKHS A of functions X → R with kernel kX
and dot product 〈·, ·〉A. Similarly, Let U ∈ Y have a
distribution PY and consider a RKHS B of functions
U → R with kernel kB and dot product 〈·, ·〉B. Then
the cross-covariance operator CX,U associated with the
joint distribution PXU of (X,U) is the linear operator
B → A defined for every a ∈ A and b ∈ B as -

〈a,CXUb〉A = EXU [a(X), b(U)]−EXa(X)EUb(U) (22)

The cross-covariance operator generalizes the covari-
ance matrix by representing higher order correlations
between X and U through nonlinear kernels. For ev-
ery linear operator C : B → A and provided the sum
converges, the Hilbert-Schmidt norm of C is given by
-

||C||2HS = Σk,l〈ak, Cbl〉A (23)

were ak and bl are orthonormal bases of A and B,
respectively. The HSIC criterion is then defined as the
Hilbert-Schmidt norm of cross-covariance operator -

HSIC(X,U)A,B =


||CXU ||2HS =
EX,X′,U,U ′kX (X,X ′)kU (U,U ′)+
EX,X′kX (X,X ′)EU,U ′kU (U,U ′)−
2EX,Y [EX′kX (X,X ′)EU ′kU (U,U ′)]

(24)
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were the equality in terms of kernels is proved in [84].
Finally, assuming (Xi, Ui) (i = 1, 2, ..., n) is a sample
of the random vector (X,U) and KX and KU denote
the Gram matrices with entries KX (i, j) = kX (Xi, Xj)
and KU (i, j) = kU (Ui, Uj). [84] proposes the following
estimator for HSICn(X,U)A,B -

HSICn(X,U)A,B =
1

n2
Tr(KXHKUH) (25)

were H is the centering matrix such that H(i, j) =
δi,j − 1

n . Then HSICn(X,U)A,B can be expressed as -

HSIC(X,U)A,B =



1
n2 Σni,j=1kX (Xi, Xj)kU (Ui, Uj)
+ 1
n2 Σni,j=1kX (Xi, Xj)×

1
n2 Σni,j=1kU (Ui, Uj)
− 2
nΣni=1[ 1nΣnj=1kX (Xi, Xj)×

1
nΣnj=1kU (Ui, Uj)]

(26)

Finally, [82] proposes the sensitivity index based on
distance correlation as -

S
HSICA,B
Xk

= R(Xk, U)A,B (27)

were the kernel based distance correlation is given by
-

R2(X,U)A,B =
HSIC(X,U)A,B√

(HSIC(X,X)A,AHSIC(U,U)B,B)

(28)

were kernels inducing A and B are to be chosen within
a universal class of kernels. Similar multivariate for-
mulation for equation 25 are possible.

Results & discussion

Identified/identified 2nd-order combina-
tions

Table 1 shows the relative rankings apropos RNF43
for three different kernels. The genes that have been
shown along with the RNF43 are known to be highly
expressed in colorectal cancer cases and after the ETC-
1922159 was administered. Here we show only a few of
the rankings as a confirmatory result that supports the
in silico findings of the pipeline. In the table, except
for BMP7 and NKD1, while considering the majority
rankings over the three different columns representing
the kinds of kernels used with the HSIC density based
method, we find that each one of them has been as-
signed a relatively low priority in the order of 2743
combinations. The implication of these low rankings

 

Figure 8 A geometrical interpretation of mapping nonlinearly
separable data into higher dimensional space where it is
assumed to be linearly separable, subject to the holding of dot
product.

indicate or confirm the effectiveness of the pipeline in
assigning appropriate biologically induced priority to
the ETC-1922159 influenced down regulation of these
genes. Surprisingly, BMP7 [100] and NKD1 [101] are
known to be highly expressed in colorectal cancer case
and were down regulated after the drug treatment. But
these were assigned high rank with RNF43. Mutations
in RNF43 could be subdued after ETC-1922159 has
suppressed the Wnt pathway as has been shown in [25].
NKD1 is enigmatic in nature and known to be a nega-
tive regulator of the Wnt pathway [102]. Mutations in
NKD1 have been found to be prevalent in colorectal
cancer cases [103]. High rank might suggest that after
the suppression of the cancer cells, the NKD1 is highly
activated or the mutated version of NKD1, if present,
are highly ineffective. Thus the RNF43-NKD1 acquires
a high ranking by the engine and it is more likely that
NKD1 is highly activated.

ZNRF3/RNF43 is known to be implicated in inhibit-
ing the Wnt signaling via degradation of FZDs at the
cell surface level [46] & [104]. Mutations in these can
lead to abberent signaling and mutated RNF43 were
found to be suppressed after the ETC-1922159 treat-
ment and the relatively low rank assigned to the com-
bination points to effectiveness of the pipeline. Sim-
ilarly, RRM2 which is involved in DNA repair [105],
is implicated in the metastasis of colon cancer [106]
and was observed to be highly expressed in colorectal
cancer cases [25]. With mutated RNF43, as the Wnt
signaling is enhanced, there is possibility of increased
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Ranking using HSIC w.r.t RNF43

2nd odr comb. rbf laplace linear
LGR5-RNF43 61 85 114
LGR6-RNF43 1652 805 939
RAD51AP1-RNF43 175 469 11
ZNRF3-RNF43 570 1603 404
RRM2-RNF43 556 667 442
MKI67-RNF43 1575 278 92
AXIN2-RNF43 531 51 482
ASCL2-RNF43 116 441 197
MCM4-RNF43 131 1142 204
RNF43-BMP7 2723 2701 2530
RNF43-NKD1 2635 2169 2226

Table 1 2nd order interaction ranking using HSIC for different
kernels. Total number of interactions per gene were 2743.

tumorigenesis and RRM2 could synergistically work
in tandem with RAD51AP1 (another contributor of
genomic stability) to enhance the metastasis of CRC.
Coincidently, the pipeline gives a preferred low rank of
139 to RRM2-RAD51AP1 combination after the drug
treatment, thus indicating that its inhibition in the
suppressed cancer cells. The lower ranking of RRM2
along with the RNF43 points to the correct prioriti-
zation by the pipeline. Similar results were found for
KI-67 (MKI67) which as an independent prognostic
marker for CRC [107] and MCM4, which play essen-
tial role in DNA replication [108], are both highly ex-
pressed in colorectal cancer cases. AXIN2, like AXIN1,
helps in the assembly of the destruction complex that
facilitates in the degradation of β-catenin in the cy-
toplasm, thus negatively regulating the Wnt pathway
[109]. Mutations in AXIN family can lead to differ-
ent subtypes of CRC. AXIN2 is also a transcriptional
target for β-catenin and changes in protein levels of
AXIN2 due to excessive β-catenin can negatively reg-
ulate the Wnt pathway in cancer cases. Mutations in
RNF43 can lead to enhanced Wnt signaling which can
then target the over expression of AXIN2 via β-catenin
that might lead to negative feedback to the pathway
at a later stage. After the ETC-1922159 treatment,
AXIN2 was found to be down regulated. This implies
that the drug is working at multiple levels to inhibit
the Wnt pathway and the low ranking of the AXIN2-
RNF43 combination assigned by the pipeline accounts
for this fact.

ASCL2 has been found to play a major role in stem-
ness in colon crypts and is implicated in colon cancer
[110]. Switching of the ASCL2 leads to a literal block-
age of the stemness process and vice versa. At the
downstream level, ASCL2 is regulated by TCF4/β-
catenin via non-coding RNA target named WiNTR-
LINC1 [111]. Activation of ASCL2 leads to feedfor-
ward transcription of the non-coding RNA and thus

a loop is formed which helps in the stemness and is
highly effective in colon cancer. At the upstream level,
ASCL2 is known act as a WNT/RSPONDIN switch
that controls the stemness [112]. It has been shown
that removal of RSPO1 lead to decrease in the Wnt sig-
naling due to removal of the FZD receptors that led to
reduced expression of ASCL2. Also, low levels of LGR5
were observed due to this phenomena. The opposite
happened by increasing the RSPO1 levels. After the
drug treatment, it was found that ASCL2 was highly
suppressed pointing to the inhibition of stemness in
the colorectal cancer cells. Also, [112] show that by
genetically disrupting PORCN or inducing a PORCN
inhibitor (like IWP-2), there is loss of stem cell markers
like LGR5 and RNF43, which lead to disappearance of
stem cells and moribund state of mice. A similar affect
can be found with ETC-1922159, where there is sup-
pression of RNF43 and LGR5 that lead to inhibition
of the Wnt pathway and thus the ASCL2 regulation.
These wet lab evidences are confirmed in the relatively
low ranking of the combination ASCL2-RNF43 via
the inhibition of PORCN-WNT that leads to block-
ing of the stemness that is induced by ASCL2. Since
ASCL2 is directly mediated by the WNT proteins, the
recorded ASCL2-WNT10B combination showed low
priority ranking of 488, 497 and 321 for rbf, laplace
and linear kernels, respectively, thus indicating a pos-
sible connection between WNT10B and ASCL2 acti-
vation. WNT10B might be playing a crucial role in
stemness. This is further confirmed by wet lab exper-
iments in [113], which show BVES deletion results in
amplified stem cell activity and Wnt signaling after
radiation. WNT10B has been implicated in colorectal
cancer [114].

The foregoing descriptions confirm the effectiveness
of the pipeline for a few cases and it is not possible
to elucidate each and every combination in a single
manuscript. The rankings have been made available
for further tests and will help the investigator in nar-
rowing down their focus on particular aspects of the
signaling pathway in cancer cases.

Unidentified/(Un)identified 2nd-order com-
binations - one blade double edged sword

Hitherto, the 2nd order combinations pertaining to
known or recorded factors that have been affected by
the ETC-1922159 have been prioritized and discussed.
But there were some uncharacterized proteins that
were also affected after the drug treatment and their
behaviour might not be known in terms of higher order
interactions. We now traverse the unchartered terri-
tory of unknown/unexplored/untested proteins whose
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transcript levels were recorded after the drug treat-
ment. Note that we will be dealing with two differ-
ent cases over here - (1) Unidentified/identified 2nd

order combinations and (2) Unidentified/unidentified
2nd order combinations. In total 234 such unidentified
proteins were recorded of which we show the interpre-
tations of only a few. Note that the numbers like 1,13,
121 etc associated with XX DO NOT imply any sort
of association and we do not assume anything about
them. We just interpret the rankings of these uniden-
tified factors with indentified and unidentified factors.
Table 2 represents these combinations, with the first
20 describing XX1-identified factor combinations and
the next 16 describing XX1-unidentified factor combi-
nations.
unidentified-identified combinations - We first

begin with the analysis of the unknown factor XX1
with some of the identified and comfirmed factors that
are implicated in the pathway either positively or neg-
atively. As has been seen earlier many of the fac-
tors like RAD51AP1, RRM2, ASCL2, AXIN2, MKI67,
LGR5 and NDK1 that are highly implicated in colorec-
tal cancer case were found to be suppressed after the
drug treatment. XX1 pairs with these factors and the
pipeline assigns low rank to these combinations. One
of the interpretations can be that XX1, like the above
factors, is highly implicated in colorectal cancer case
and its association with some of these factors might
be possible in reality and entails verification of the
same. For example, the minichromosome maintenance
(MCM) proteins are essential replication factors and
have been found to be overexpressed in colorectal can-
cer [115]. After the administration of the drug, MCM3
was found to be highly suppressed and the pipeline
points to its low rank along with XX1. Ubiquitin-
conjugating enzyme E2C gene (UBE2C) [116] is known
to be overexpressed in colorectal cancer [117] and its
apparent downregulation after ETC-1922159 has been
assigned a low rank with XX1. Genetic alterations in
tyrosine phosphatases have been found in colorectal
cancer and serve as tumor suppressors in colorectal
cancer [118]. PTPRO is one such family member and
was found to be suppressed after drug treatment and
assigned low ranks with XX1. There might be a pos-
sibility that mutations in PTPRO were present and
there was overexpression of these mutated versions in
the tumor cells before the drug administration. After
the treatment, the in silico low ranks point to the ob-
served suppressions in PTPRO. The HOX family, is
known to play multiple roles in various tumor cases
and varied affects have been found in colorectal tu-
mor and normal cases [119]. HOXB8 and HOXB9 are
highly expressed in colorectal cancer cases and were
found to be downregulated after the drug treatment.

Ranking using HSIC w.r.t XX1

2nd odr comb. rbf laplace linear
unidentified-identified combinations

XX1-RAD51AP1 199 434 36
RRM2-XX1 131 185 138
ASCL2-XX1 476 328 217
XX1-AXIN2 552 331 419
MKI67-XX1 67 299 48
MCM3-XX1 188 3 26
UBE2C-XX1 10 204 21
XX1-LGR5 40 208 39
XX1-PTPRO 130 21 12
XX1-NKD1 763 801 539
XX1-HOXB8 740 178 411
XX1-HOXB9 436 464 287
XX1-PPA2 2399 2320 2659
XX1-RNF43 2127 1488 2140
XX1-XRCC6BP1 1475 1916 1732
XX1-XRCC6 2569 2278 2734
XX1-HOXB7 2533 2554 2708
XX1-HOXB13 2631 2463 1579
XX1-HOXA9 2006 1091 1823
XX1-HOXA11 1860 1984 2326
unidentified-unidentified combinations
XX1-XX15 35 107 245
XX1-XX110 112 763 101
XX1-XX182 2734 2582 2669
XX1-XX196 2689 2615 1964
XX1-XX2 86 190 231
XX1-XX20 105 386 15
XX1-XX205 2669 2499 2610
XX1-XX207 2671 2739 2733
XX1-XX33 194 194 360
XX1-XX35 430 600 654
XX1-XX34 1969 1397 2173
XX1-XX38 1968 1445 1509
XX1-XX49 21 340 303
XX1-XX47 115 814 119
XX1-XX44 1690 465 1070
XX1-XX45 1417 1830 2106

Table 2 2nd order interaction ranking using HSIC for different
kernels. Total number of interactions per gene were 2743.

Along with XX1, they were assigned low ranks as de-
sired.

The opposite interpretations are that there are very
high ranks assigned to many of the factors that are
known to play tumor suppressor roles like HOXB7,
HOXB13, HOXA9, HOXA11 [119], PPA2 [40] and
XRCC6BP1 and mutations in these could lead to en-
hancement in colorectal cancer. These were found to
be down regulated after the drug treatment in can-
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cer cases and were assigned high ranks along with the
XX1. XX1 might be a tumor suppressor gene also that
might be mutated in colorectal cancer case. But these
high ranks provide an alternative insight to the func-
tioning of XX1. Thus the interpretations are like two
edges of one blade and biologists can use these rank-
ings to see the multifaceted aspects of the hitherto
unidentified XX1.
unidentified-unidentified combinations - Now

we analyse the unknown factor XX1 with some of the
unknown/unexplored factors that are implicated in the
pathway either positively or negatively. Observing ta-
ble 2, the rankings of unidentified-unidentified factors
after the ETC-1922159 were also generated.

In each of the series starting with XXM , were M ∈
1, 2, 3, 4, two interactions are shown with very low
ranks assigned to them and two interactions are shown
with very high ranks assigned to them. For exam-
ple, XX1-XX20 and XX1-XX2 both show low priority
ranks while XX1-XX205 and XX1-XX207 high ranks.
The low priority ranks indicate that their down regula-
tion was important after the ETC-1922159 treatment
and these might have been highly expressed in colorec-
tal cancer case before the treatment of the drug. The
high priority ranks indicate that these might be tumor
suppressor genes (might be mutated) in colorectal can-
cer and would be highly expressed after the adminis-
tration of the drug, had the mutations not happened in
them. Their down regulation and yet high rank points
to their mutated versions in the cancerous cells, a pos-
sibility that needs to be verified. Similar interpreta-
tions can be made for the different ranked unidentified-
unidentified combinations that the pipeline generated
on the list of downregulated genes after the ETC-
1922159 treatment.

Conclusion

A theoretically sound and a practical framework has
been developed to prioritize higher order combinations
of downregulated genes after the administration of
ETC-1922159 PORCN-WNT inhibitor in cancer cells.
The prioritization uses advanced density based sensi-
tivity indices that exploit nonlinear relations in repro-
ducing kernel hilbert spaces via kernel trick and sup-
port vector ranking method to rank and reveal var-
ious combinations of identified and unidentified fac-
tors that are affected after the drug treatment. This
gives medical specialists/oncologists as well as biolo-
gists a way to navigate in a guided manner in a vast
combinatorial search forest thus cutting down cost in
time/investment/energy as well as avoid cherry pick-
ing unknown biological hypotheses.
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Appendix

Choice of sensitivity indices

The sensitivity package ([29] and [30]) in R langauge provides a range

of functions to compute the indices and the following indices will be taken

into account for addressing the posed questions in this manuscript.

1 sensiFdiv - conducts a density-based sensitivity analysis where the

impact of an input variable is defined in terms of dissimilarity

between the original output density function and the output density

function when the input variable is fixed. The dissimilarity between

density functions is measured with Csiszar f-divergences. Estimation

is performed through kernel density estimation and the function kde

of the package ks. [79] and [82]

2 sensiHSIC - conducts a sensitivity analysis where the impact of an

input variable is defined in terms of the distance between the

input/output joint probability distribution and the product of their

marginals when they are embedded in a Reproducing Kernel Hilbert

Space (RKHS). This distance corresponds to HSIC proposed by [84]

and serves as a dependence measure between random variables.

3 soboljansen - implements the Monte Carlo estimation of the Sobol

indices for both first-order and total indices at the same time (all

together 2p indices), at a total cost of (p+2) × n model evaluations.

These are called the Jansen estimators. [74] and [66]

4 sobol2002 - implements the Monte Carlo estimation of the Sobol

indices for both first-order and total indices at the same time (all

together 2p indices), at a total cost of (p+2) ×n model evaluations.

These are called the Saltelli estimators. This estimator suffers from a

conditioning problem when estimating the variances behind the

indices computations. This can seriously affect the Sobol indices

estimates in case of largely non-centered output. To avoid this effect,

you have to center the model output before applying ”sobol2002”.

Functions ”soboljansen” and ”sobolmartinez” do not suffer from this

problem. [60]

5 sobol2007 - implements the Monte Carlo estimation of the Sobol

indices for both first-order and total indices at the same time (all

together 2p indices), at a total cost of (p+2) × n model evaluations.

These are called the Mauntz estimators. [73]

6 sobolmartinez - implements the Monte Carlo estimation of the Sobol

indices for both first-order and total indices using correlation

coefficients-based formulas, at a total cost of (p + 2) × n model

evaluations. These are called the Martinez estimators.

7 sobol - implements the Monte Carlo estimation of the Sobol

sensitivity indices. Allows the estimation of the indices of the

variance decomposition up to a given order, at a total cost of (N +

1) × n where N is the number of indices to estimate. [47]
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