A mathematical model of ctDNA shedding predicts tumor detection size
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Abstract

Early cancer detection aims to find tumors before they progress to an uncurable stage. Prospective studies with tens of thousands of healthy participants are ongoing to determine whether asymptomatic cancers can be accurately detected by analyzing circulating tumor DNA (ctDNA) from blood samples. We developed a stochastic mathematical model of tumor evolution and ctDNA shedding to investigate the potential and the limitations of ctDNA-based cancer early detection tests. We inferred ctDNA shedding rates of early stage lung cancers and calculated that a 15 mL blood sample contains on average only 1.5 genome equivalents of ctDNA for lung tumors with 1 billion cells (size of ~1 cm³). We considered two clinically different scenarios: cancer screening and cancer relapse detection. For monthly relapse testing with a sequencing panel covering 20 tumor-specific mutations, we found a median detection size of 0.24 cm³ corresponding to a lead time of 160 days compared to imaging-based relapse detection. For annual screening, we found a median detection size of 2.8-4.8 cm³ depending on the sequencing panel size and on the mutation frequency. The expected detection sizes correspond to lead times of 390-520 days compared to current median lung tumor sizes at diagnosis. This quantitative framework provides a mechanistic interpretation of ctDNA-based cancer detection approaches and helps to optimize cancer early detection strategies.

* correspondence should be addressed to johannes.reiter@stanford.edu
Introduction

Early stage cancer patients are more likely to be cured than advanced stage cancer patients (Etzioni et al. 2003; Song et al. 2018; Srivastava et al. 2019; Mattox et al. 2019). For example, the five-year survival rate of lung cancer patients who are diagnosed at a localized stage is 57% while for those diagnosed with distant metastases is only 5% (Siegel, Miller, and Jemal 2020). Unfortunately, only 16% of lung cancers are diagnosed at a localized stage. Recently, multiple studies presented new minimally invasive approaches to detect cancer-specific biomarkers in blood samples (Bettegowda et al. 2014; Newman et al. 2014; Phallen et al. 2017; Cohen et al. 2018; Mouliere et al. 2018; Shen et al. 2018; Cristiano et al. 2019; Ulz et al. 2016). These studies focused on cell-free DNA (cfDNA) which is released into the bloodstream when cells undergo apoptosis (Wan et al. 2017; Heitzer et al. 2019). Most cfDNA in the bloodstream derives from normal cells, while a small proportion can derive from tumor cells and is known as circulating tumor DNA (ctDNA). Smaller tumors are therefore harder to detect because fewer tumor cells undergo apoptosis and their ctDNA makes up less than 0.01% of the cfDNA in the blood (Abbosh et al. 2017; Newman et al. 2016).

Despite this challenge, previous studies successfully demonstrated that 30-100% of symptomatic tumors (mostly larger than 3 cm³) can be detected from a 10 – 15 mL blood sample (Cohen et al. 2018; Phallen et al. 2017). However, assessing whether blood-based tests can also detect still asymptomatic tumors at sizes smaller than 3 cm³ with a sufficiently high specificity to reduce cancer mortality requires elaborate clinical trials with tens of thousands of participants (Aravanis, Lee, and Klausner 2017). While the first trials are already on the way, we lack mechanistic frameworks to predict the expected detection size for a given sequencing panel and screening frequency such that the clinical trials can focus on approaches with the highest success probability. For example, how would the performance of a screening test change for a subpopulation with tumors with half as many mutations (e.g., lung cancers of non-smokers vs. smokers)? Motivated by these fundamental questions, we developed a stochastic mathematical model of cancer evolution and biomarker shedding to study the potential and the limitations of blood-based cancer early detection tests across various scenarios (Hori and Gambhir 2011; Hori et al. 2017; Vogelstein et al. 2013; Greaves and Maley 2012). This framework will help to predict the performance of ctDNA-based tumor detection approaches and thereby inform the design of future clinical trials to find cancers earlier.

Results

Mathematical model of cancer evolution and ctDNA shedding

We first consider early stage lung cancers with a typical tumor volume doubling time of 181 days leading to a net growth rate of $r = \ln(2)/181 \approx 0.4\%$ per day (Winer-Muram et al. 2002). Lung cancer cells approximately divide with a birth rate of $b = 0.14$ per day (Rew and Wilson 2000), and die with a death rate of $d = b - r = 0.136$ per day (Fig. 1). For now, we assume that tumor cells release ctDNA into the bloodstream exclusively during apoptosis with a ctDNA shedding probability of $q_d$ per cell death. Later, we will explore ctDNA shedding during
other processes such as necrosis or proliferation (Wan et al. 2017; Mouliere et al. 2018). By reanalyzing ctDNA sequencing data of an early stage lung cancer cohort (Abbosh et al. 2017), we inferred a mean shedding probability of $q_d \approx 1.4 \times 10^{-4}$ diploid genome equivalents (GE) per cell death (90% confidence interval, CI: $2.7 \times 10^{-5} - 7.0 \times 10^{-4}$; fig. S1; Supplementary Information). For a ctDNA half-life time of $t_{1/2} = 30$ minutes (Wan et al. 2017), we calculated a ctDNA elimination rate of $\varepsilon \approx 33.3$ per day. We illustrate a typical realization of this evolutionary process in Fig. 1C. A malignant tumor grows exponentially with a growth rate of $r = 0.4\%$ and releases ctDNA into the bloodstream with a shedding rate of $d \cdot q_d$. At a primary tumor size of 1 cm$^3$ (1 billion cells), we find on average 572 ctDNA GE circulating in the bloodstream (Fig. 1D). A 15 mL blood sample contains approximately 1.5 ctDNA GE (Fig. 1E). At a plasma DNA concentration of 6.3 ng per plasma mL, 1.5 GE per plasma mL correspond to a
tumor fraction of 0.02% (assuming 6.6 pg per GE; Supplementary Information). The unit of GE can also be interpreted as the expected number of ctDNA fragments that exhibit a specific somatic heterozygous mutation. Hence, the number of ctDNA genome equivalents in a sample represents a biological limitation to detect a specific mutation in the tumor. In comparison, given a number of DNA fragments covering a specific genomic region, the number of mutated DNA fragments can be converted to a variant allele frequency (VAF) representing a technological detection limitation due to sequencing errors (Newman et al. 2016; Phallen et al. 2017).

Next we aimed to calculate the expected number of ctDNA genome equivalents, $C$, circulating in the bloodstream for any tumor size $M$ and derived a surprisingly simple closed-form expression. The number of ctDNA genome equivalents circulating when the tumor reaches a size of $M$ cells follows a Poisson distribution with a mean of $C = M \cdot d \cdot q_d / (\varepsilon + r)$ (for $M \gg 1$ and $d \cdot q_d \ll 1$; Supplementary Text S1). For a tumor with 1 billion cells, we calculated a mean of $C \approx 572$ ctDNA GE which perfectly matched the results from the exact computer simulations of the above defined branching process (Fig. 1D).

To further demonstrate the generality of this framework and the accuracy of our analytical results, we considered tumors with different sizes, growth rates, and cell turnover rates. As expected, a tumor with 0.5 billion cells leads to roughly half the number of circulating biomarkers ($C \approx 286$ ctDNA GE; Fig. 2A). More surprisingly, a slowly growing lung cancer ($r = 0.1\%$) leads to a significantly higher number of 585 GE than a faster growing cancer ($r = 4\%$) with 420 GE at the same size of 1 cm$^3$ (Fig. 2B; assuming that the faster growth is achieved by a lower death rate). If instead the faster growth is achieved by a higher birth rate and equal death rates, we find a smaller difference (571.6 vs. 572.3 GE). In comparison with colorectal cancer cells that divide on average with a birth rate of $b = 0.25$ ($d = 0.246$ for the same growth rate) (Bozic et al. 2010), we observed that the higher cell turnover rate of colorectal tumors leads to an almost 2-fold (1036 vs 572 GE) increase in the amount of ctDNA in the bloodstream because of the increased rate of cells undergoing apoptosis (Fig. 2C). Generally, the tumor growth dynamics, the ctDNA half-life time, and the ctDNA shedding rate strongly influence ctDNA levels (fig. S2). The analytical results were validated by perfectly matching exact simulation results across all considered scenarios (full lines vs bars in histogram of Fig. 2, A–C; fig. S3; tables S1 and S2).

Using this mathematical framework of cancer evolution (Durrett 2015; Beerenwinkel et al. 2015; Altrock, Liu, and Michor 2015; Wodarz and Komarova 2014), we can predict the expected tumor detection size for an early detection test based on somatic point mutations in ctDNA (Phallen et al. 2017; Cohen et al. 2018). To compute realistic tumor detection sizes, we considered various sources of biological and technical errors. Given the number of wildtype and mutant fragments, we calculated the probability that a mutation arose from sequencing errors assuming a sequencing error rate of $1.5 \cdot 10^{-5}$ per base-pair (Newman et al. 2016)
To comprehend the variation of DNA concentration in plasma samples, we reanalyzed previously measured plasma DNA concentrations from Cohen et al. (Cohen et al. 2018). We used a Gamma distribution with a median of 5.2 ng of DNA per plasma mL (= 788 GE per plasma mL) to model the variability of plasma DNA concentration (fig. S4B; Supplementary Information). This analysis also revealed that plasma DNA concentrations increased in advanced cancer patients more than expected by the ctDNA amount shed from larger tumors (fig. S4E). Although the plasma DNA concentration increased with age in the cohort of Cohen et al. ($R^2 = 0.18$, $P = 3.3 \cdot 10^{-4}$; fig. S4F) and the healthy patients were on average younger than the cancer patients (mean of 49 vs. 63 years), this age difference explains less than 20% of the observed plasma DNA concentration increase in cancer patients.

We distinguish two types of early cancer detection tests because of their distinct clinical use-cases and requirements: i) cancer screening (somatic mutations of the tumor are not known a priori) and ii) cancer relapse detection (somatic mutations are known a priori by sequencing a sample of the primary tumor). We start with the fundamentally simpler detection problem (ii).
where the mutations are known and therefore relatively small custom sequencing panels can be used to detect a relapsing tumor.

**Tumor relapse detection if mutations are known a priori**

For cancer relapse detection, we considered an aggressive lung tumor growing with \( r = 1\% \) per day (doubling time of 69 days) and assumed a sequencing panel that covers 20 tumor-specific mutations (Abbosh et al. 2017; McDonald et al. 2019; Newman et al. 2016; Tie et al. 2016; Reinert et al. 2019; Khan et al. 2018). Requiring that at least one of these 20 tumor-specific mutations needs to be called present in the plasma sample to infer that the tumor relapsed, we find an AUC (area under the curve) for the ROC (receiver operating characteristic) curve of 86% for tumors with 0.2 cm\(^3\) (Fig. 3A). At a specificity of 99.5%, we observed a sensitivity of 20% for tumors with 0.2 cm\(^3\). Repeatedly applying this virtual early detection test to a relapsing lung tumor led to a median detection size of 190 mm\(^3\) for monthly sampling and 530 mm\(^3\) for quarterly sampling (Fig. S5). Important to note is that although the same test with a specificity of

---

**Fig. 3:** Expected tumor relapse detection size and lead time compared to current clinical relapse detection.  
**A** | ROC (Receiver Operating Characteristic) curves for tumors with 100 million cells (≈ 0.1 cm\(^3\), blue line), 200 million cells (≈ 0.2 cm\(^3\), orange line), or 500 million cells (≈ 0.5 cm\(^3\), red line) when 20 clonal tumor-specific mutations are tracked for relapse detection and one of these 20 mutations needs to be called for a positive test. Sensitivities of 7.3%, 20%, and 63% for tumors with 100 million, 200 million, and 500 million cells at a specificity of 99.5%. AUC, area under the curve.  
**B-G** | For better comparability, positive detection test thresholds were set such that if the test is repeated over a full year, a false positive rate of 5% is obtained. **B** | Expected tumor detection size distributions for monthly and quarterly repeated relapse detection tests (sequencing panel covers 20 mutations). **C** | Expected lead time distributions compared to imaging-based approaches applied at the same frequency with a detection limit of 1 cm\(^3\) for monthly and quarterly repeated relapse detection tests (sequencing panel covers 20 mutations). **D-G** | Median tumor detection sizes over the number of clonal mutations covered by the sequencing panel (panel D), the testing frequency (panel E), the sequencing error rate (panel F), and the sampled blood amount (panel G). Parameter values typical for lung cancer (if not differently specified): birth rate \( b = 0.14 \) per cell per day; death rate \( d = 0.136 \) per cell per day; ctDNA half-life time \( t_{1/2} = 30 \) minutes; ctDNA shedding probability per cell death \( q_z = 1.4 \times 10^{-4} \); sequencing error rate per base-pair \( 1.5 \times 10^{-5} \); 15 mL blood sampled per test; DNA median concentration 5.2 ng per plasma mL.
99.5% has been applied for both sampling frequencies, the monthly sampling produces 0.06 false-positive test results over 12 months of relapse testing while the quarterly sampling only produces 0.02 false-positives over 12 months. For a fair comparison, we adjusted the mutation calling thresholds such that 0.05 false-positives are expected for both sampling frequencies over 12 months of relapse testing. With this adjustment, the median detection size of quarterly testing decreased to 350 mm$^3$. Monthly relapse testing still led to a 31% smaller median detection size of 240 mm$^3$ (Fig. 3B).

To further assess ctDNA-based relapse detection approaches, we computed the expected lead time to imaging-based relapse detection when applied at the same frequency (ignoring the differences in the costs). We conservatively assumed a radiological detection limit of exactly 1 cm$^3$ and a specificity of 100% above that limit. The median lead time of monthly ctDNA testing compared to imaging was 160 days (Fig. 3C). Quarterly ctDNA testing yielded a similar lead time of 150 days because of our assumption that imaging is performed at the same frequency. These predicted lead times for early stage lung cancer are similar to the reported median of ~160 days by Chaudhuri et al. (Chaudhuri et al. 2017) and slightly longer than the reported median of 70 days (range, 10 – 346 days) by Abbosh et al. (2017), likely due to less frequent relapse testing and a lower average number of clonal mutations covered by the sequencing panel (range 3-26).

Next, we investigated how the sequencing panel size, sampling frequency, blood sample amount, sequencing error, and the number of called mutations for detection affect the tumor detection size. Although we kept the expected number of false-positives per year again constant at 0.05, the median tumor detection size strongly decreased up to a sequencing panel size of approximately 40 and then continued to minimally decrease (Fig. 3D). As expected, the median tumor detection size also decreased with an increasing sampling frequency (Fig. 3E). Weekly and more frequent relapse testing led to a large drop of the median detection size. Decreasing the sequencing error rate strongly decreased the detection size as it simultaneously increases the sensitivity and specificity (Fig. 3F). Increasing the amount of sampled blood, led to a similarly strong decrease of the expected detection size (Fig. 3G). Moreover, we found that requiring multiple called mutations for a positive detection test additionally helped to increase the sensitivity at the same specificity (Wan et al. 2019) (fig. S6).

**Tumor detection without a priori known mutations**

If the mutations in the tumor are not known a priori, cancer detection becomes fundamentally more complex. Two major considerations for ctDNA-based cancer early detection are the expected number of mutations per tumor covered by the sequencing panel and the underlying sequencing error rate per base-pair of the assay. The expected number of somatic mutations covered by the sequencing panel can be maximized by focusing on recurrently mutated regions such that many more mutations per sequenced Mega-base are observed than expected from the average lung cancer mutation frequency of ~10 mutations per Mega-base. For example,
CAPP-Seq (spanning ~300,000 base-pairs) and CancerSEEK (spanning ~4,500 base-pairs) cover on average 9.1 and 1.1 mutations per early stage lung cancer in the Abbosh et al. cohort (Newman et al. 2016; Cohen et al. 2018; Abbosh et al. 2017). However, expanded clones in normal tissue and benign tumors frequently exhibit the same recurrent mutations as cancer cells.
(Martincorena and Campbell 2015; Yokoyama et al. 2019; Makohon-Moore et al. 2018), and hence DNA shed from these cells can hamper the specificity of a cancer screening test (Dudley et al. 2019). Fortunately, most benign lesions are smaller than malignant tumors and since benign cells typically replicate with a lower rate than malignant cells, they are expected to release comparatively less ctDNA into the bloodstream (Rew and Wilson 2000). Moreover, we assume that white blood cells were sequenced separately to filter mutations related to clonal hematopoiesis of indeterminate potential present in hematopoietic stem cells (Cohen et al. 2018).

We consider again an early stage lung tumor growing with $r = 0.4\%$ per day. For a sequencing panel covering on average one mutation per lung cancer across 4,500 base-pairs, we computed AUC values for the ROC curves of 59%, 75%, and 94% for tumors at sizes of 1 cm$^3$, 2 cm$^3$, and 4 cm$^3$, respectively (Fig. 4A). Based on previous lung cancer screening studies, we assumed that eight benign lung nodules with each 34 million cells (diameter of ~4 mm) replicated at a constant size with a cell birth/death rate of $b_{bn} = d_{bn} = 0.07$ per day. Per benign nodule, one mutation was assumed to be covered by the sequencing panel (McWilliams et al. 2013; Rew and Wilson 2000). At a specificity of 99%, we computed a sensitivity of 32% for tumors with 2 cm$^3$ (diameter of 16 mm). Repeating this virtual early detection test annually for a growing tumor, we obtain a median detection size of 4.8 cm$^3$ (Fig. 4B). This detection size would be 79% smaller than the current median detection size of approximately 22.5 cm$^3$ (diameter of 35 mm; assuming that tumors are approximately spherical) for lung cancers reported in the SEER database from 2005 to 2015 (NCI Seer 2018). Comparing the computed detection size and the SEER median size at diagnosis, we calculated a lead time to current diagnosis times of 390 days for a typical growth rate of early stage lung cancer (Fig. 4C). For a screening test repeated every 6 months, we computed a median detection size of 3.4 cm$^3$ (adjusted specificity to 99.5% to obtain the same number of 0.01 false-positives per year of screening). Faster growing tumors led to larger detection sizes. For example, for more than twice as fast-growing tumors ($r = 1\%$, tumor volume doubling time of 70 days), we computed a median detection size of 15 cm$^3$ for annual screening (fig. S7A). Note that these tumors grow from 0.1 cm$^3$ to 3.8 cm$^3$ in just one year.

In comparison, a sequencing panel covering 300,000 base-pairs (e.g., CAPP-Seq) led to AUC values for the ROC curves of 88% and 95% for lung tumors with a size of 2 cm$^3$ in never-smoking subjects and in subjects with a smoking history, respectively (Fig. 4, D and G). We separately analyzed smokers and non-smokers here because in contrast to the above evaluated panel focused on driver gene mutations, the expected number of mutations covered by the larger panel for cancers of never-smoking subjects was lower than for cancers of subjects with a smoking history (5 vs. 10 mutations; table S3). For an annually repeated screening test, the expected median detection size was 3.4 cm$^3$ for lung tumors of never-smokers and 2.8 cm$^3$ for tumors of subjects with a smoking-history (Fig. 4, E and H). These detection sizes correspond to lead times compared to current tumor sizes at diagnosis of 470 and 520 days for tumors of never-smokers and smokers, respectively (Fig. 4, F and I).
While these predicted tumor detection sizes are encouraging, a major challenge for every cancer detection test is the low incidence rate of cancers. Relatively common cancers such as lung cancer have yearly incidence rates of approximately 1 in 2,000 (Siegel, Miller, and Jemal 2020). Because more than 98% of lung cancers occur in people above 50 (~30% of the US population), the incidence rate increases to 1 in 600 in this age group. Hence, approximately six false-positives would be expected for one true-positive at a test specificity of 99%. We calculated a PPV (positive predictive value) of 5.5% and an NPV (negative predictive value) of 99.9% for a lung tumor with 2 billion cells. For heavy smokers in their late sixties the incidence rate increases to 1 in 120 and the same test would have a PPV of 22.6% and an NPV of 99.4% for lung cancers with 2 billion cells. Screening for many common cancer types with one joint detection test will help to improve the PPV but might require larger sequencing panels potentially increasing biological and sequencing artefacts.

**ctDNA shedding during apoptosis, necrosis, and proliferation**

So far we assumed that ctDNA shedding occurs exclusively during apoptosis. We can generalize our framework such that the effective shedding rate \( \lambda \) is given by the sum of ctDNA fragments shed during apoptosis, necrosis, and proliferation: \( \lambda = d \cdot q_d + q_n + b \cdot q_b \) where \( q_b \) denotes the shedding probability per cell division and \( q_n \) denotes the shedding rate from necrosis per unit of time. We show that independent of the three shedding processes, the amount of ctDNA when the tumor reaches a size of \( M \) cells remains approximately Poisson-distributed with a mean of \( C = M \cdot \lambda / (\varepsilon + \tau) \) (assuming \( M \gg 1 \) and \( \lambda \ll 1 \); Supplementary Text S1) where the effective shedding rate simply represents the sum of the operating ctDNA shedding processes (fig. S8; table S1).

**Discussion**

Our mathematical framework provides a theoretical upper-bound for the performance of mutation-based ctDNA cancer early detection tests. A critical parameter for these estimates is the normalized ctDNA shedding rate per cell. Based on ctDNA data of early stage lung cancer, the stochastic model suggests that decreasing the sequencing error rate, increasing the amount of sampled plasma, increasing the sequencing panel size, and increasing the sampling rate can drastically decrease the expected tumor relapse detection size at the same normalized annual false-positive rate (Fig. 3). The virtual screening computations indicate that lung tumors would be detected when they reach a diameter of 2.1 mm in an annual screening program with a sequencing panel of 4,500 base-pairs (Fig. 4B). According to the lung cancer staging system for tumor sizes, 7% of the detected cases would be classified as T1a (≤1 cm), 36% as T1b (>1 but ≤2 cm), and 51% as T1c (>2 but ≤3 cm) (Detterbeck et al. 2017). Only 6% of the detected tumors would have reached sizes for stages T2a (>3 but ≤4 cm) or beyond. Although these calculations suggest that most tumors can only be detected when they reach sizes of billions of
cells, detecting some tumors before they become symptomatic and shifting some diagnosis to an
earlier stage can have an enormous impact on cancer mortality (Mattox et al. 2019).

This study has several limitations. First, our understanding of ctDNA shedding and its
variance across lung tumors and tumor types is still in its infancy and more studies such as
TRACERx with ctDNA and CT volumetric analysis are required to inform the shedding rate
inference. Second, the ctDNA shedding dynamics of precursor lesions and how their presence
interferes with cancer early detection are largely unknown. We conservatively assumed that the
cTNA shedding probability per cell death in benign lesions is the same as in malignant tumors.
Nonetheless, it is plausible that benign cells exhibit a lower shedding rate because they have not
invaded surrounding tissue. Third, our analysis was limited to point mutations present in ctDNA.
Including additional cancer-associated characteristics of ctDNA or other biomarkers can help to
further decrease the expected detection size (Cohen et al. 2018; Shen et al. 2018; Mouliere et al.
2018; Cristiano et al. 2019; Ulz et al. 2016; Heitzer et al. 2019). Last, while we validated our
mathematical results through exact computer simulations, the predicted tumor detection sizes
will need to be validated in large prospective studies.

A major challenge of cancer early detection is the stochastic nature of cancer initiation and
progression. While new technologies can detect smaller and smaller tumors, the optimal
treatment of asymptomatic tumors is often unclear and needs to be balanced with the risk for
over-treatment as well as undertreatment (Srivastava et al. 2019; Mattox et al. 2019). For
example, in more than 20% of smokers suspicious lesions can be found by low-dose computed
tomographic screening. Nevertheless, lung cancer was detected only in ~0.6% of screened
smokers within a 10-year follow-up (The National Lung Screening Trial Research Team 2011;
de Koning et al. 2020). Similarly, around 33% of humans harbor precursor lesions in their
pancreas but the life-time risk of developing pancreatic cancer is 1.6% (NCI Seer 2018;
Makohon-Moore and Iacobuzio-Donahue 2016). Hence, most precursor lesions do not progress
to cancer within the life-time of humans (Makohon-Moore et al. 2018; Lang et al. 2020).
Because cancer incidence strongly depends on factors such as age, genetic predisposition,
life-style, or exposure to mutagens (e.g., sun, smoke, etc.), screening programs often focus on
high-risk individuals to decrease the chances of overtreatment. Our results show that cancer
screening and surveillance strategies can be further optimized and personalized by
comprehensive mathematical models of cancer evolution (de Koning et al. 2014; Curtius et al.
2020; Ryser et al. 2016; Lahouel et al. 2020; Lang et al. 2020).
Supplementary Information

Parameter selection and inference
We used previously measured values of cell division rates and tumor volume doubling times to obtain the tumor growth rates and death rates. The estimated average time between cell divisions of lung cancer cells is 7 days ( Rew and Wilson 2000 ), resulting in a cell birth rate of \( b = 0.14 \) per day. Given a volume doubling time of \( \sim 180 \) days of stage I lung cancers ( Winer-Muram et al. 2002 ), we find a tumor growth rate \( r = \ln(2)/180 \approx 0.4\% \) per day and a death rate of \( d = b - r = 0.136 \) per day. Since benign lung nodules have doubling times of \( \geq 500 \) days ( Winer-Muram et al. 2002 ), we explore the effects of nodules at fixed sizes and assume that cells in benign lung nodules replicate with rates of \( b_{pn} = d_{pn} = 0.07 \) per day ( Rew and Wilson 2000 ).

The estimated average time between cell divisions of colorectal cancer cells is 4 days ( Rew and Wilson 2000 ), resulting in a cell birth rate of \( b = 0.25 \) per day.

To estimate the ctDNA shedding rate per cancer cell, we reanalyzed data from the TRACERx study ( Abbosh et al. 2017 ). Tumor volumes were estimated from preoperative CT scans ( see Supplementary Table 1 of Abbosh et al. (2017) ). We calculated the mean VAF ( variant allele frequency ) of somatic mutations in each liquid biopsy across all mutations that were identified as clonal in the primary tumor ( see Supplementary Table 5 of Abbosh et al. (2017) ). We studied the correlation between tumor volume and the mean VAF of clonal mutations as well as the mean mutant fragment number of clonal mutations in 24 patients. We excluded all patients where cancer cells were found in lymph nodes because those cancer cells were not part of the tumor volume estimation. The mean VAF of clonal mutations strongly correlated with tumor volume ( Spearman \( \rho = 0.53, P = 0.0083; \) fig. S1A ). This correlation is slightly weaker than reported in the original TRACERx study because the mean frequency was calculated from all clonal mutations including those mutations that were undetectable in the plasma sample. Tumor volume showed a stronger correlation with the mean mutant fragment number of clonal mutations ( Spearman \( \rho = 0.66, P < 0.001; \) fig. S1B ), possibly because plasma DNA concentrations vary strongly even in healthy patients and thereby complicate a strictly frequency-based analysis ( fig. S4 ). Linear regression predicts 0.19 mutant fragments of clonal heterozygous mutations per plasma mL per cm\(^3\) of tumor tissue.

To infer the shedding rate \( \lambda \), we used the estimated 0.19 mutant fragments per plasma mL and set up the following equilibrium equation of \( \lambda \cdot 10^9 \) cells per cm\(^3\) = \( 570 \cdot e \), assuming 570 (= 0.19 \cdot 3000) diploid genome equivalents in 3000 mL of plasma. We followed previous estimates of the ctDNA half-life time of \( t_{1/2} = 30 \) minutes and explored the effects of half-life times from 20 to 120 minutes ( fig. S2 ) ( Wan et al. 2017 ). We calculated the ctDNA elimination rate as \( e = \ln{2} / t_{1/2} \cdot 60 \cdot 24 \approx 33.3 \) fragments per day. We found a shedding rate of \( \lambda = 1.9 \cdot \)
10^{-5} \text{ GE per cell per day leading to a shedding probability of } q_d = \frac{\lambda}{d} = 1.4 \times 10^{-4} \text{ GE per cell death, assuming that ctDNA is exclusively shed during cell apoptosis. To estimate the shedding rate of cells in other tissue types, we can rescale the shedding probability by the corresponding cell death rate. For example, we estimate the shedding rate of cells in benign lung nodules as } \lambda_{bn} = d_{bn} \cdot q_d \approx 9.8 \times 10^{-6} \text{ GE per cell per day.}

In silico sampling and sequencing of plasma DNA

To compare different screening strategies, we employed the virtual sampling and sequencing of plasma DNA. For each liquid biopsy, ctDNA fragments in 15 mL of blood were sampled from 6000 mL of blood according to a binomial distribution. For the virtual detection tests in Figs. 3, 4 and figs. S5-S7, plasma cfDNA concentrations were sampled from a Gamma distribution (mean and median of 6.3 and 5.2 ng per plasma mL) as illustrated in fig. S4B. To calculate the cfDNA GE, we assumed a weight of 6.6 pg per GE (Heitzer et al. 2019). The sequencing error rate per base-pair was set to $e_{seq} = 0.0015\%$ (Newman et al. 2016; Phallen et al. 2017). For each mutation covered by the sequencing panel, we account for sequencing errors by calculating a $P$ value as $1 - \sum_{i=0}^{k-1} \binom{n}{i} \cdot e_{seq}^i \cdot (1 - e_{seq})^{n-i}$ where $k$ denotes the number of observed fragments supporting the mutation and $n$ denotes the total number of fragments covering the mutation’s genomic position.

Supplementary Materials

Supplementary Text S1: Mathematical modeling.

Fig. S1. Amount of ctDNA correlates with tumor volume in early stage lung cancer.

Fig. S2. Detection probability of ctDNA fragments in a 15 mL liquid biopsy at given tumor size depends on many parameters.

Fig. S3. Comparison between computer simulations, exact and asymptotic theoretical distributions conditioned on tumor survival.

Fig. S4. Plasma DNA concentration increases with disease progression.

Fig. S5. Expected tumor detection size and lead time compared to current clinical relapse detection at a fixed specificity of 99.5% per test.

Fig. S6. Expected tumor detection size and lead time compared to current clinical relapse detection at a fixed specificity of 99.5% per test.

Fig. S7. Expected tumor detection size distributions for fast growing lung cancers.

Fig. S8. Operating ctDNA shedding processes determine the effective shedding rate.
Table S1. Mean and variance for the distribution of the circulating biomarker \( C_t \) at time \( t \) shed by a tumor conditioned on its survival until time \( t \) across different shedding processes.

Table S2. Mean and variance for the distribution of the circulating biomarker \( C_t \) at time \( t \) shed by a tumor conditioned on its survival until time \( t \) across a wide range of shedding rates.

Table S3. Mean number of mutations of lung cancers covered by CancerSEEK and CAPP-Seq.
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