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Appendix A
Regression Models

All Bayesian mixed effects regression models were implemented in brms with default weak priors (Bürkner, 2017) using
No-U-Turn sampling (Hoffman & Gelman, 2014) with the proposal acceptance probability set to .99. In all cases, participant
id was used as a random intercept. All fixed effects were also entered as random slopes following a maximal random structure
approach (Barr, Levy, Scheepers, & Tily, 2013). This allows us to compute a Bayes factor comparing each model against a null
model, which used the same random effect structure but with the target fixed effect omitted. The Bayes factor was computed
using bridge sampling (Gronau, Singmann, & Wagenmakers, 2017) as a method to approximate the marginal likelihood of
both models. All models were estimated over four chains of 4000 iterations, with a burn-in period of 1000 samples.

Table A1
Experiment 1: Mixed Effects Models

Judgment Accuracy Judgment Accuracy Confidence Rating Confidence Rating
Est. Est. Est. Est.

Intercept 12.77 14.89 6.62 8.26
[11.73, 12.80] [13.50, 16.31] [6.14, 7.11] [7.95, 8.58]

Observed Nodes -0.60 0.23
[-0.79, -0.41] [0.17, 0.30]

Confidence Rating -0.66
[-0.83, -0.49]

GP Uncertainty -1.80
[-2.50, -1.12]

Random Effects
σ2 4.86 4.77 2.61 2.40
τ00 73.37 73.52 3.37 3.58
ICC 0.06 0.06 0.44 0.40
N 100 100 100 100

Observations 3000 3000 3000 3000
Bayesian R2 .07 0.09 0.46 0.43

Note: We report the posterior mean and 95% highest posterior density (HPD) interval below in
brackets. σ2 indicates the individual-level variance, τ00 indicates the variation between individual
intercepts and the average intercept, and ICC is the intraclass correlation coefficient.
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Table A2
Experiment 2: Mixed Effects Models

P(repeat) Graph Distance Reward Eigen Centrality
Odds Ratio Est. Est. Est.

Intercept 0.00 10.59 78.61 0.15
[0.00,0.00] [9.85, 11.36] [76.65, 80.51] [0.14, 0.17]

Previous Reward 1.13 -0.11
[1.12,1.14] [-0.12, -0.10 ]

Trial -0.003
[-0.003, -0.002]

Eigen Centrality -26.65
[-31.17, -22.04]

Random Effects
σ2 -0.01 1.37 65.15 0.003
τ00 0.25 18.47 496.55 0.04
ICC -0.02 0.07 0.12 0.07
N 98 98 98 98

Observations 22050 22050 22050 22932
Bayesian R2 .58 .42 .17 .08

Note: We report the posterior mean and 95% highest posterior density (HPD) interval below in
brackets, except the first column, which is a logistic regression reporting the odds ratio and the
respective 95% CI. σ2 indicates the individual-level variance, τ00 indicates the variation between
individual intercepts and the average intercept, and ICC is the intraclass correlation coefficient.
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Table A3
Experiment 2: Bonus Round

Judgment Judgment Judgment Confidence
Est. Est. Est. Est.

Intercept -12.38 5.15 5.24 7.72
[-26.16,-0.89] [-1.04, 11.11] [-2.37, 12.33] [7.23,8.22]

GP Prediction 1.16
[0.93,1.43]

GP Uncertainty -3.13
[-4.37, -1.92]

dNN Prediction 0.80
[0.69,0.92]

kNN Prediction 0.79
[0.66,0.94]

Random Effects
σ2 51.14 53.38 63.86 2.55
τ00 275.06 274.38 272.84 4.37
ICC 0.16 0.16 0.17 0.37
N 98 98 98 98

Observations 980 980 980 980
Bayesian R2 .32 .33 .33 .50

Note: Note that the BMT is not included, since it invariably makes the same prediction for all
unobserved options based on the prior mean and prior variance. The bonus round only consisted of
judgments about unobserved otions. We report the posterior mean and 95% highest posterior density
(HPD) interval below in brackets. σ2 indicates the individual-level variance, τ00 indicates the vari-
ation between individual intercepts and the average intercept, and ICC is the intraclass correlation
coefficient.
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Appendix B
Correspondence between participant judgments and model predictions in Experiment 1

In addition to comparing prediction accuracy (Fig. 3d-e), we also examined the correspondence between participant judgments,
the true underlying values, and model predictions. Figure B1a shows a scatter plot comparing participant judgments to the
true target value (r = .59, p < .001, BF10 > 100), which shows participants were well calibrated to ground truth. Figure B1b-
d provides similar scatter plots showing the correspondence between each model’s predictions and participant judgments.
Overall, the GP had the highest correlation with participant judgments (r = .71, p < .001, BF10 > 100), followed by the dNN
(r = .68, p < .001, BF10 > 100) and kNN models (r = .67, p < .001, BF10 > 100)
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Figure B1. Experiment 1 correspondence between participant and model predictions. a) Participant judgments against the
ground truth. b-d) Model predictions compared against participant judgments. Each dot is a single judgment and the red line
is a linear regression. The Pearson correlation coefficient is shown above (BF10 > 109 in all cases).
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Appendix C
Eigen Centrality

We analyzed search behavior from Experiment 2 as a function of the connectivity of the sample nodes, which we quantify
using eigen centrality (EC; Bonacich, 1972). Intuitively, EC quantifies the connectivity of a node similar to how Google’s
PageRank (Langville & Meyer, 2011) quantifies webpages based on the number and quality of hyperlinks. Nodes with higher
EC are those that exert higher influence on the network, by being connected to other nodes that are themselves highly central
in the network. The ECs of each node in a graph xi ∈ x are defined by the normalized eigenvector belonging to the largest
eigenvalue λ of the adjacency matrix A, fulfilling the identity:

λx = Ax (14)

Compared to the overall distribution of ECs in the task, participants systematically selected nodes with lower EC (one-
sample t-test: t(97) = −9.0, p < .001, d = 0.9, BF = 3.2 × 1011; Fig. C1a). Participants also increasingly selected lower EC
nodes over successive trials (Bayesian mixed model: btrial = −0.003, 95% HPD: [−0.003,−0.002], BF10 = 1.6 × 1011; Table
A2; Fig. C1b). While EC was not predictive of expected rewards in the underlying task environment (r = −.03, p = .109,
BF = .17; Fig. C1c), we found a systematic relationship in the choices made by participants: lower EC nodes sampled by
participants had higher reward values (beigenCentrality = −26.54, 95% HPD: [−31.17,−22.04], BF10 = 1.9 × 1020; Table A2;
Fig. C1d). This is perhaps because nodes with lower EC tended to have more eccentric reward values. Indeed, the highest and
lowest rewards across environments had very similar average EC values, of 0.06 and 0.05, respectively. Thus, this trend of
preferentially sampling less central nodes may reflect a high-risk high-reward heuristic (Leuker, Pachur, Hertwig, & Pleskac,
2018), which combined with generalization proved to be an adaptive search strategy.
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Figure C1. Eigen Centrality. a) Distribution of EC values of selected options (blue) compared to the ground truth of the task
(red). The vertical dashed lines indicate the means of each distribution. b) Participants preferentially selected nodes with
lower EC over subsequent trials. Each dot is the aggregate mean (± 95% CI) and the red line shows the group-level effect of a
Bayesian mixed model (Table A2), with the ribbon showing the 95% CI. The dashed horizontal line indicates the mean eigen
centrality across all nodes in the task. c) EC was not predictive of rewards in the task. d) However, from the nodes sampled
by participants, those with lower EC corresponded to higher rewards. Each dot is dot is the aggregate mean (calculated at
intervals of 0.01) and the red line is the group-level effect of a Bayesian mixed model (Table A2), with the ribbon indicating
the 95% CI.

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 9, 2020. ; https://doi.org/10.1101/2020.03.06.981399doi: bioRxiv preprint 

https://doi.org/10.1101/2020.03.06.981399
http://creativecommons.org/licenses/by-nc-nd/4.0/


WU, SCHULZ, & GERSHMAN, 2020 21

Appendix D
Experiment 2 model supplement

Figure D1 provides an overview of parameter estimates for each model, while Figure D2 shows how different parameter esti-
mates were related to different levels of predictive accuracy. In addition, Figure D3 compares the difference in out-of-sample
prediction error between the GP and each other model as a function of performance on the bandit task.

Parameter estimates

GP. The GP used the diffusion parameter (α) to define the extent of generalization, where larger values of α implied a
wider influence of observed rewards over the graph structure. While the superior predictive accuracy of the GP over alternative
models provided evidence for generalization, α estimates were systematically lower than the underlying value of α = 2 used
to generate the environments (t(97) = −13.5, p < .001, d = 1.4, BF[10] = 9.3 × 1020). Thus, undergeneralization rather
than overgeneralization was the norm, consistent with previous findings of a beneficial a bias towards undergeneralization
in a similar search context (Wu, Schulz, Speekenbrink, et al., 2018). Additionally, the exploration bonus (β) estimated how
participants traded off between exploring uncertain options vs. exploiting options with high expectations of reward. We found
that the estimated β values were substantially larger than the lower bound (t(97) = 4.5, p < .001, d = 0.5, BF10 = 949),
providing further evidence for directed exploration. Lastly, we also define a stickiness parameter (ω), which captures an
aspect of the high rates of repeat clicks by adding an additional bonus to the value of the last selected options.

BMT. In comparison, while the BMT also made uncertainty estimates, these were defaulted to the prior variance
(v0 = 500) for all unobserved options. Thus, the BMT made the predictions uncertainty predictions for nodes near and far
from previous observations. In contrast to the GP model, we found little evidence for directed exploration using the BMT,
with β estimates only marginally different from the lower bound of .007 (t(97) = 2.1, p = .038, d = 0.2, BF10 = .92). The
BMT also made similar use of the stickiness parameter compared to the GP (t(97) = 0.7, p = .460, d = 0.1, BF10 = .15).

Nearest-neighbors. The dNN generated predictions by averaging the rewards of observed nodes within a distance
of d. The mean estimate of distance was d = 2.4, although the mode and median were both 1. Thus, the dNN predominately
made predictions solely based on observations of directly connected nodes. Nonetheless, it was still able to predict participant
choices fairly accurately. While the dNN had no access to directed exploration, we nevertheless find similar levels of random
exploration (τ: t(97) = 1.2, p = .230, d = 0.1, BF10 = .23) and stickiness (ω: t(97) = −1.0, p = .317, d = 0.1, BF10 = .18)
compared to the GP. Thus, one potential source of the gap in simulated learning performance compared to the GP (Fig. ??b),
could be due to the dNN lacking a form of directed exploration. The kNN model also performed similar to the dNN, by
averaging the k nearest nodes rather than selecting nodes at a fixed distance. The mean number of neighbors was k = 3, and
with a mode and median of 2. Thus, like the dNN, generalizations were on the basis of integrating a small number of other
observations. The dNN and kNN also shared similar levels of both undirected exploration (t(97) = 1.8, p = .077, d = 0.3,
BF10 = .52), and stickiness (t(97) = 1.1, p = .290, d = 0.2, BF10 = .19).
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Figure D1. Experiment 2 parameter estimates. Each dot is the median cross-validated estimate for a single participant. The
diamond indicates group mean and Tukey box plots show the median and 1.5 inter-quartile range. Note that the y-axis is
log-scaled for parameters except d and k, which are natural numbers.
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Figure D2. Experiment 2 model parameters and predictive accuracy. Each panel compares median per-participant parame-
ter estimates against predictive accuracy (R2), as an intuitive measure of objective model performance. Predictive accuracy
compares the out-of-sample log loss of any given model k against a random model: R2 = 1 − logLk/ logLrand. Intuitively,
R2 = 0 indicates a model is equivalent to random chance, while R2 = 1 is a theoretically perfect model. Each dot is a single
participant, with linear regression lines added (ribbon indicates standard error). a) The diffusion parameter α measuring the
level of generalization, where higher levels of generalization corresponded to better model predictions (r = .34, p < .001,
BF10 = 54) b) The inverse sensitivity parameter σ2

ε , where higher estimates (i.e., smaller learning updates) corresponded to
better model predictions (r = .25, p = .012, BF10 = 4.7). c) The exploration bonus β controls the level of directed exploration.
For both GP and BMT models, higher levels of directed exploration corresponded to worse model predictions (BF10 > 100).
d) The softmax temperature parameter τ controls the level of random exploration. For all models, temperatures corresponded
to worse model predictions (BF10 > 100). e The stickiness parameter ω added a bonus to the previously selected option,
making it more likely to choose the same option on the next trial. For the GP and BMT models, stickiness was correlated with
worse model model predictions (BF10 > 100), whereas there was no relationship for the dNN and kNN models (BF10 < 1).
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Figure D3. Experiment 2 Model Differences and Score. Each panel compares the difference in out-of-sample prediction error,
measured as negative log likelihood (nLL), of two models as a function of mean performance on the bandit task. Each dot is
a single participant, with the Pearson correlation shown above and a linear regression line added to the plot (ribbon indicates
standard error). The color of each dot indicates the model with the lower nLL. a) GP vs. BMT. b) GP vs. dNN. c) GP vs.
kNN. d) GP vs. Stickiness and softmax model.
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