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We present CryoGAN, a new paradigm for single-particle cryo-EM reconstruction based on unsupervised deep adversarial learning. The major challenge in single-particle cryo-EM is that the measured particles have unknown poses. Current reconstruction techniques either estimate the poses or marginalize them away—steps that are computationally challenging. CryoGAN sidesteps this problem by using a generative adversarial network (GAN) to learn the 3D structure whose simulated projections most closely match the real data in a distributional sense. The architecture of CryoGAN resembles that of standard GAN, with the twist that the generator network is replaced by a cryo-EM physics simulator. CryoGAN is an unsupervised algorithm that only demands picked particle images and CTF estimation as inputs; no initial volume estimate or prior training are needed. Moreover, it requires minimal user interaction and can provide reconstructions in a matter of hours on a high-end GPU. Experiments on synthetic datasets confirm that CryoGAN can reconstruct a high-resolution volume with its adversarial learning scheme. Preliminary results on real \(\beta\)-galactosidase data demonstrate its ability to capture and exploit real data statistics in more challenging imaging conditions. Given the plurality of technical developments ahead in GAN architectures, further gain in resolution is expected in the near-future for this new paradigm.

Single-particle cryo-electron microscopy (cryo-EM) is a powerful method for determining the atomic structure of macro-molecules by imaging them with electron rays at cryogenic temperatures\textsuperscript{1,3}. Its popularity has rocketed in recent years, culminating in 2017 with the Nobel Prizes of Jacques Dubochet, Richard Henderson and Joachim Frank.

There exists a multitude of software packages to produce high-resolution 3D structure(s) from

\textsuperscript{1}Equal contributions
the acquired 2D measurements \[4\]–[11]. These sets of sophisticated algorithms, which include projection matching approaches, maximum likelihood optimization frameworks or regularized methods, enable the determination of structures with unprecedented atomic resolutions.

The reconstruction procedure in single-particle cryo-EM remains nonetheless riddled with complex obstacles. The task equates to a high-dimensional nonconvex optimization problem with numerous local minima, and the outcome of the global process usually depends on the quality of the initial reconstruction \[12\]–[13]. Moreover, one still often relies on the input of an expert user for appropriate processing decisions and parameter tuning \[14\]. Even for more automated methods, the risk of outputting incorrect and misleading 3D reconstructions is ever-present. A key reason behind such complexity is that the measured particles have unknown poses. To handle this, current methods either estimate the poses \[9\] or marginalize them in likelihood-based optimization procedures \[11\]. Both are computationally challenging approaches that can demand large resources or rely on approximations.

To overcome these limitations, we introduce CryoGAN, an unsupervised reconstruction algorithm for single-particle cryo-EM that exploits the remarkable ability of generative adversarial networks (GANs) to capture data distributions \[15\]. Similar to GANs, CryoGAN is driven by the competitive training of two entities: one that captures the real data distribution, and another that discriminates between generated samples and samples from the real dataset. In a classical GAN, the two entities are convolutional neural networks (CNNs)—respectively known as the generator and the discriminator—that are trained simultaneously using backpropagation (Figure 1a). The important twist with CryoGAN is that we replace the generator network by a cryo-EM physics simulator (Figure 1b). By doing so, CryoGAN learns the 3D density map whose simulated projections are the most consistent with a given 2D measurement set in a distributional sense (see Online Methods - Mathematical Framework).

The CryoGAN architecture represents a complete change of paradigm for single-particle cryo-EM reconstruction. No estimation of the poses is attempted during the learning procedure; rather, the reconstruction is obtained through distributional matching performed in a likelihood-free manner. Thanks to this innovative setting, CryoGAN sidesteps many cumbersome processing steps, such as 2D alignment and 2D/3D classification. It also avoids many of the computational drawbacks associated with likelihood-based methods, in particular the need to marginalise over all poses via numerical integration.

In practice, CryoGAN requires no prior knowledge of the 3D structure; its learning process is purely unsupervised and data-driven. At a minimum, the user needs only to feed the picked particles and CTF estimations to the algorithm. No initial estimate of the volume is needed: the
Figure 1: A schematic comparison between (a) a classical GAN architecture and (b) the CryoGAN architecture. Both frameworks rely on a deep adversarial learning scheme to capture the distribution of real data. CryoGAN exploits this ability to look for the volume whose simulated measurements have a distribution that matches this real data distribution. This is achieved by adding a “cryo-EM physics simulator” that produces synthetic measurements following a mathematical model of the cryo-EM imaging procedure. Importantly, CryoGAN does not rely on a first low-resolution volume estimate, but is initialized with a zero-valued volume. Note that, for both architectures, the updates involve backpropagating through the neural networks; those actions are not indicated here for the sake of clarity.

Algorithm starts with a volume initialized with zeros. The CryoGAN framework is backed up by a comprehensive mathematical framework that provides guarantees on the recovery of the volume under a given set of assumptions often met in practice, at least to some degree of approximation.

We first assessed the performance and stability of CryoGAN on a synthetic β-galactosidase dataset, where we generated noisy projections via computer simulation. The results demonstrate that our unsupervised reconstruction paradigm permits accurate recovery of a high-resolution 3D structure (Figure 2). We then deployed CryoGAN on a real β-galactosidase dataset [16], reaching...
a resolution of 7.99 Å in under 200 minutes in far more challenging conditions (Figure 3). These preliminary results are a strong indication of the viability of the CryoGAN framework for the reconstruction of real structures. On the implementation side, we expect to be able to improve the resolution of the reconstructions by taking advantage of the many technical developments and advances in the area of GANs. In the meantime, the preliminary results obtained with CryoGAN are encouraging and demonstrate the potential of adversarial learning scheme in image reconstruction. The proposed paradigm opens many new perspectives in single-particle cryo-EM reconstruction and paves the way for more applications beyond the present one.

RESULTS

The CryoGAN Algorithm

CryoGAN is like a classical GAN, except that the generator network is replaced by a cryo-EM physics simulator (Figure 1b). This simulator implements a mathematical model of the imaging procedure to produce a synthetic measurement based on 1) the current volume-estimate and 2) a given random projection-orientation. This image-formation model considers that the cryo-EM 2D measurement is the projection of the volume at that orientation, modulated by microscopy-related effects and corrupted by substantial additive noise.

The cryo-EM physics simulator is paired with a discriminator network whose architecture is similar to that of standard GANs. The role of the discriminator in CryoGAN is to encourage the simulator to learn the volume whose simulated dataset distribution matches that of the real dataset, while it simultaneously gets better at evaluating the simulated projections for authenticity. Thanks to this novel adversarial-learning scheme, CryoGAN is able to output the volume that best explains the statistics of a provided set of particle images.

CryoGAN is based on a sound mathematical framework that provides guarantees on the recovery of the volume that best explains the measurements, under a given set of assumptions. Its adversarial learning scheme falls under the framework of Wasserstein GANs (WGANs), with the key architectural difference mentioned above. The algorithm alternates between updates of the discriminator and the volume with stochastic gradient descents, and is implemented in PyTorch [17]. The complete mathematical and algorithmic descriptions of CryoGAN are given in the Online Methods.

Performance on a Synthetic Dataset

We first assessed the viability and performance of CryoGAN on a synthetic dataset consisting of 41,000 β-galactosidase particles. To generate this dataset of “picked particles”, we fitted the protein’s
Figure 2: CryoGAN is applied on a synthetic dataset (dubbed “picked particles”) generated from a 5Å β-galactosidase volume. (a) Starting with zero-values, the volume is progressively updated to produce projections whose distribution matches that of the picked particles. (b) Evolution during training of some “clean” projections (i.e., before CTF and noise) generated by the cryo-EM physics simulator. (c) Row 1: Clean projections (before CTF and noise) generated at the final stage of training. Row 2: CTF-modulated projections (before noise) generated at the final stage of training. Row 3: Realistic projections (with CTF and noise) generated at the final stage of training. Row 4: Samples of picked particles, for comparison. (d) FSC curves between the two reconstructed half-maps at different training times.
PDB entry (5a1a) with a 5 Å-resolution density map, and applied the forward model described in the Online Methods to obtain thousands of projections modulated by CTF effects and corrupted by noise. We then randomly divided this dataset in two and applied the CryoGAN algorithm separately on both halves to generate half-maps. The complete details behind the experimental conditions are given in the Supplementary Materials.

We ran the CryoGAN algorithm for 160 minutes on a NVIDIA P100 GPU to obtain a reconstruction of 7.58 Å resolution (Figure 2a). Starting from a zero-valued volume, CryoGAN progressively updates the 3D structure so that its simulated projections—generated by the cryo-EM physics simulator and displayed in Figure 2b—reach a distribution that matches that of the particles dataset. These gradual updates are at the core of the deep adversarial learning scheme of CryoGAN. At each algorithm iteration, the gradients from the discriminator (see Figure 1b) carry information about the current difference between the picked particles (“real data”) and the generated projections (“fake data”). Those gradients are used by the cryo-EM physics simulator to update itself and learn a volume that yields more realistic projections. Hence, at the end of its run, the volume learned by CryoGAN has projections (Figure 2c, rows 1-3) that are similar to the picked particles (Figure 2c, row 4) in a distributional sense. The evolution of the Fourier-shell correlation (FSC) curves between the reconstructed half-maps (Figure 2d) shows the progressive increase in resolution that derives from this adversarial learning scheme.

Results on Real Data

We then deployed CryoGAN on 41,123 β-galactosidase particles (EMPIAR-10061) to assess its capacity to reconstruct real, experimental data. The dataset obviously represents a much more challenging test-case for CryoGAN, whose adversarial learning scheme relies on our ability to faithfully model the imaging physics of cryo-EM. Here as well, we randomly divided the dataset in two and applied CryoGAN separately on both halves. The complete details behind this experiment are given in the Supplementary Materials.

We ran CryoGAN for 160 minutes to obtain a 3D reconstruction with 7.99 Å resolution using a NVIDIA P100 GPU. The results are displayed in Figure 3. The flexible architecture of CryoGAN permits the straightforward injection of prior knowledge on this specific imaging procedure into the reconstruction pipeline (e.g., the assumption of uniform pose distribution). Using this prior knowledge and its adversarial learning scheme, CryoGAN progressively converges toward the reconstruction that best explains the statistics of the dataset (Figure 3a). As for the synthetic experiment, this is achieved by exploiting the gradients of the discriminator to update the simulator and the current volume estimate, so that the projections generated at later iterations (Figure 3b)
Figure 3: Results of CryoGAN on the real β-galactosidase dataset from [16].

(a) Starting with zero-values, the volume is progressively updated to produce projections whose distribution matches that of the real dataset.

(b) Evolution during training of some “clean” projections (i.e., before CTF and noise) generated by the cryo-EM physics simulator.

(c) Row 1: Clean projections (before CTF and noise) generated at the final stage of training. Row 2: CTF-modulated projections (before noise) generated at the final stage of training. Row 3: Realistic projections (with CTF and noise) generated at the final stage of training. Row 4: Samples of picked particles, for comparison.

(d) FSC curves of the two reconstructed half-maps at different training times.
gradually follow a distribution that approaches that of the real dataset. Higher-resolution details are thus progressively introduced in the estimated volume throughout the run, as illustrated by the FSC curves between successive reconstructed half-maps (Figure 3d). For this particular run, this resulted in a 7.99 Å β-galactosidase structure whose synthetic projections closely resemble the real picked particles, both visually (Figure 3c) and—more importantly—statistically.

DISCUSSION

We demonstrated the ability of CryoGAN to autonomously reconstruct 3D density maps through its purely data-driven adversarial learning scheme, which represents a complete change of paradigm for single-particle cryo-EM reconstruction. Capitalizing on the ability of deep learning models to capture data distribution, the CryoGAN algorithm looks for the reconstruction most consistent with the measurements in a distributional sense. Hence, it is able to avoid the whole angular-assignment procedure by directly exploiting the statistics of the provided dataset. CryoGAN is a completely unsupervised algorithm that requires minimal prior information and user input. It is backed up by a sound mathematical framework that gives guarantees on the recovery under specific assumptions (i.e., the validity of image formation model). When these assumptions are met, our main theorem (see Supplementary Materials) asserts that CryoGAN samples the proper probability distribution and recovers the correct 3D volume.

An important point is that CryoGAN bypasses angular-assignment in a likelihood-free manner, which is in contrast with likelihood-based approaches, used for example in CryoSPARC [11]. This permits CryoGAN to avoid marginalizing over the angles, a complex but necessary task in likelihood-based approaches that requires the approximation of integrals by sums. CryoGAN also sidesteps many cumbersome processing steps, e.g., 2D alignment or 2D/3D classification, which further reduces the need for user-dependent inputs.

Our synthetic experiments demonstrate the ability of CryoGAN to gradually resolve a structure so that its simulated projections distribution progressively matches that of the experimental picked particles. These results validate the CryoGAN paradigm and the viability of its current implementation: Without any prior training and starting from a zero-valued volume, the algorithm is able to autonomously capture the relevant statistical information from the dataset of noise-corrupted, CTF-modulated particles, and to learn the volume that best explains these statistics.

The results on the real β-galactosidase dataset demonstrate the capacity of CryoGAN to perform reconstruction in challenging real imaging conditions. The implementation of the CryoGAN algorithm is bound to further improve, and several interesting developmental steps still lie ahead. In particular, we expect the ongoing progresses in deep-learning architectures to help enrich the
fast-evolving CryoGAN algorithm so that additional gain in resolution can be obtained in the near-future.

**Roadmap for Future Work**

The current implementation of CryoGAN is at the “proof-of-concept” stage and could benefit from several algorithmic refinements. For example, we expect the speed could be increased by using a fast Fourier transform-based projector. A fine tuning of the global CryoGAN architecture (e.g., number of convolutional layers in the discriminator) could further improve its performance, leading to faster convergence. This would consequently increase the resolution that can be obtained in a given amount of time. The use of a larger discriminator and/or dataset size—when GPUs permit—would likely have the same effect.

Like most reconstruction algorithms, CryoGAN can fail if the provided dataset contains a disproportionate amount of corrupted particle images (e.g. with broken structures or strong optical aberrations). Several solutions could be deployed to handle excessive outliers in the data distribution. One approach would be to include in the CryoGAN learning scheme a step that automatically spots and discards corrupted data so that the discriminator never sees them. Another interesting option is to directly simulate the patches of non-aligned micrographs/frames (rather than picked particles), and match their distribution to that of the raw dataset. Doing so would also allow cryoGAN to bypass additional preprocessing tasks, in particular particle picking. Finally, recent DL-based approaches able to track outliers in data could prove useful [18].

Similar to the likelihood-based methods, the CryoGAN algorithm requires the specification of the distribution of poses. One could also parametrize the pose distribution and learn its parameters during the reconstruction procedure [19]. A similar approach could be used to calibrate the distribution of the projection translations.

On the theoretical side, we currently have mathematical guarantees on the recovery of volumes for which the assumed pose distribution (be it uniform or not) matches the distribution of the real data. Moreover, we have prior mathematical indication that this can also be achieved when there is a certain mismatch between the assumed pose distribution and the actual one, given that an appropriate GAN loss is used.

The performance of the cryo-EM physics simulator should improve hand-in-hand with our ability to precisely model the physics behind single-particle cryo-EM with computationally tractable entities. At the moment, CryoGAN relies on an additive noise model in its image formation model. One could go even further and consider a Poisson-noise-based forward model [20, 21]. This would, however, require backpropagating through a Poisson distribution, a non-trivial operation at this
Another promising direction of research is the use of a coarse-to-fine strategy to reconstruct the volume progressively at higher and higher resolutions. The motivation is that an increased robustness during the low-resolution regime tends to positively impact the convergence of all the subsequent higher-resolution steps. Several GAN architectures rely on such frameworks, such as the progressive GANs [22] and the styleGANs [23]. The benefits of multi-scale refinement could be considerable for CryoGAN given the extremely challenging imaging conditions faced in single-particle cryo-EM, which make the convergence of optimization algorithms non-trivial. The core idea here would be to have the discriminator learn to differentiate between real and synthetic distributions at a low resolution first, and then at successively higher ones. The impact on CryoGAN could be as important as of the one it had on GANs, which progressed from generating blurry facial images [15] to synthetic images non-distinguishable from real facial images [22, 23] in just a few years. More generally, the new upcoming tools and extensions in GAN architectures could bring significant gain in resolution to the CryoGAN implementation.

While the spatial resolution of the CryoGAN reconstructions from real data is not yet competitive with the state-of-the-art, the algorithm is already able to steadily perform the harder part of the job, which is to obtain a reasonable structure by using only the particle dataset and CTF estimations. We believe that the aforementioned developments will help to bring the CryoGAN algorithm to the stage where it becomes a relevant contributor for high-resolution reconstruction in single-particle cryo-EM. Moreover, we have laid out a roadmap of future improvements that should get us to this stage. Our hope is that this new take on GANs will foster developments beyond the present application in cryo-EM.
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ONLINE METHODS

Image Formation Model in Single-Particle Cryo-EM

We model the single-particle cryo-EM imaging procedure [24] by the linear relationship

\[ y = H_\varphi x + n, \]  
\( (1) \)

where

- \( y \in \mathbb{R}^M \) is a 2D projection of size \( M = M_1 \times M_2 \);
- \( x \in \mathbb{R}^V \) is the 3D density map of size \( V = V_1 \times V_2 \times V_3 \);
- \( H_\varphi \in \mathbb{R}^{M \times V} \) denotes the forward operator (see (2) below) with parameters \( \varphi \);
- \( \varphi = (\theta_1, \theta_2, \theta_3, t_1, t_2, d_1, d_2, \alpha_{\text{ast}}) \) is the set of imaging parameters. It includes the projection (Euler) angles \( \theta = (\theta_1, \theta_2, \theta_3) \), the projection shifts \( t = (t_1, t_2) \), and the CTF parameters \( c = (d_1, d_2, \alpha_{\text{ast}}) \) where \( d_1 \) is the defocus-major, \( d_2 \) is the defocus-minor, and \( \alpha_{\text{ast}} \) is the angle of astigmatism;
- \( n \in \mathbb{R}^M \) represents an additive noise following a distribution \( p_n \).

The forward operator \( H_\varphi \) is given by

\[ H_\varphi = C_c S_t P_\theta. \]  
\( (2) \)

It is composed of the projection operator \( P_\theta : \mathbb{R}^V \rightarrow \mathbb{R}^M \), the shift operator \( S_t : \mathbb{R}^M \rightarrow \mathbb{R}^M \), and the convolution operator \( C_c : \mathbb{R}^M \rightarrow \mathbb{R}^M \). A more detailed description of the physics behind this image formation model \( H_\varphi \) is given in Supplementary Materials.

Mathematical Framework of CryoGAN

The goal of single-particle cryo-EM reconstruction is to estimate a 3D density map \( x_{\text{rec}} \) whose projections are consistent with the observed projections (data) of the true density map \( x_{\text{true}} \).

We can write the conditional probability density function of a measurement \( y \) given a volume \( x \), by marginalizing over the imaging parameters,

\[ p(y|x) = \int p_n(y - H_\varphi x)p_\varphi(\varphi)d\varphi, \]  
\( (3) \)

where \( p_\varphi \) is the distribution of the imaging parameters \( \varphi \). We denote \( y_{\text{noiseless}} = H_\varphi x \).
In our formulations, the projections in the real dataset are samples of a distribution \( p_{\text{data}} \). We then make the assumption that the distribution \( p(y|x_{\text{true}}) \) corresponds to the distribution of the real dataset, \( i.e. \ p(y|x_{\text{true}}) = p_{\text{data}}(y) \), which is reasonable if the image-formation model faithfully mimics the cryo-EM physics.

We demonstrate in Theorem 1 in Supplementary Materials that two 3D volumes \( x_1 \) and \( x_2 \) have identical conditional distributions, \( i.e. \ p(y|x_1) = p(y|x_2) \), if and only if \( x_1 \) is equal to \( x_2 \) (up to rotation and reflection). Hence, Theorem 1 implies that for the reconstruction \( x_{\text{rec}} \) to be perfect (\( i.e. \ x_{\text{rec}} = x_{\text{true}} \)), it must satisfy \( p(y|x_{\text{rec}}) = p(y|x_{\text{true}}) \).

This is a mathematical result of importance as it means we can formulate the reconstruction task as the minimization problem

\[
x_{\text{rec}} = \arg\min_x D(p(y|x), p(y|x_{\text{true}}))
\]

\[
= \arg\min_x D(p_x(y), p_{\text{data}}(y)),
\]

where \( D \) is some distance between two distributions. In essence, Equation (5) states that the appropriate reconstruction is the 3D density map whose theoretical projection set is the most similar to the real data set in a distributional sense. For the sake of conciseness, we shall henceforth use the notation \( p(y|x) = p_x(y) \).

We use for (5) the Wasserstein distance defined as

\[
D(p_1, p_2) = \inf_{\gamma \in \Pi(p_1, p_2)} \mathbb{E}_{(y_1, y_2) \sim \gamma}[\|y_1 - y_2\|],
\]

where \( \Pi(p_1, p_2) \) is the set of all the joint distributions \( \gamma(y_1, y_2) \) whose marginals are \( p_1 \) and \( p_2 \), respectively. Our choice is driven by works demonstrating that the Wasserstein distance is more stable than other popular distances (\( e.g. \) Total-Variation or Kullback-Leibler) for this kind of applications [25].

Using (6), the minimization problem (5) expands as

\[
x_{\text{rec}} = \arg\min_x \inf_{\gamma \in \Pi(p_x, p_{\text{data}})} \mathbb{E}_{(y_1, y_2) \sim \gamma}[\|y_1 - y_2\|].
\]

By using the formalism of [25 27], this minimization problem can also be stated in its dual form

\[
x_{\text{rec}} = \arg\min_x \max_f \mathbb{E}_{y \sim p_{\text{data}}}[f(y)] - \mathbb{E}_{y \sim p_x}[f(y)],
\]

where the function \( f \) belongs to the set of functions with Lipschitz value \( \|f\|_L \) less than 1.
CryoGAN and the connection with WGANs

A key observation is that Equation (8) falls under the framework of the generative adversarial networks (GANs) \[13\] called WGANs (for Wasserstein-GANs) \[25\].

In the classical WGAN representation, the function \( f \) is parameterized by a neural network \( D_\phi \) with parameters \( \phi \) that is called the discriminator. The task of the discriminator is to learn to differentiate between samples originating from real data and samples originating from synthetic data. These synthetic data are produced by another neural network called the generator that aims at producing data realistic-enough to “fool” the discriminator. This adversarial learning scheme drives the WGAN to progressively capture the distribution of the real data.

The idea behind CryoGAN is that we learn the volume \( x \) whose simulated projections follow the real-data distribution captured through the adversarial learning scheme. In terms of architecture, the key difference with classical WGANs is that we replace the generator network by a cryo-EM physics simulator (see “The Cryo-EM Physics Simulator” below). Its role is to produce synthetic projections of a volume estimate \( x \) using the image formation model \[1\]. These simulated projections then follow a distribution \( y \sim p_x \).

Hence, Equation (8) translates into

\[
\mathbf{x}_{\text{rec}} = \arg\min_{x} \max_{D_\phi} \mathbb{E}_{y \sim p_{\text{data}}}[D_\phi(y)] - \mathbb{E}_{y \sim p_x}[D_\phi(y)]. \tag{9}
\]

As proposed in \[28\], the Lipschitz constraint \( \|D_\phi\|_L < 1 \) is best enforced by penalizing the norm of the gradient of \( D_\phi \) with respect to its input. This gives the final formulation of our reconstruction problem:

\[
\mathbf{x}_{\text{rec}} = \arg\min_{x} \max_{D_\phi} \mathbb{E}_{y \sim p_{\text{data}}}[D_\phi(y)] - \mathbb{E}_{y \sim p_x}[D_\phi(y)] + \lambda \cdot \mathbb{E}_{y \sim p_{\text{int}}}[(\|\nabla_y D_\phi(y)\| - 1)^2]. \tag{10}
\]

Here, \( p_{\text{int}} \) describes the uniform distribution along the straight line between points sampled from \( p_{\text{data}} \) and \( p_x \) and \( \lambda \in \mathbb{R}_+ \) is an appropriate penalty coefficient (see \[28\], Section 4).

The CryoGAN Algorithm

Equation (10) is a min-max optimization problem. By replacing the expected values by their empirical counterparts (sums) \[28\], we reformulate it as the minimization of

\[
L_S(x, D_\phi) = \sum_{n \in S} D_\phi(y^n_{\text{data}}) - \sum_{n \in S} D_\phi(y^n_{\text{sim}}) + \lambda \sum_{n \in S} (\|\nabla_y D_\phi(y^n_{\text{int}})\| - 1)^2), \tag{11}
\]

where
\( S \) consists of either the full dataset \( S_{\text{full}} = \{1, \ldots, N_{\text{tot}}\} \) or a batch \( B \subseteq S_{\text{full}} \);

\( y^n_{data} \) is a real projection sampled from the acquired dataset;

\( y^n_{sim} \sim p_x \) is a synthetic projection of the current estimate \( x \) generated by the cryo-EM physics simulator;

\( y^n_{int} = \alpha_n \cdot y^n_{data} + (1 - \alpha_n) \cdot y^n_{sim} \), where \( \alpha_n \) is sampled from a uniform distribution between 0 and 1.

In practice, we minimize (11) with stochastic gradient descent (SGD) using batches. We alternatively update with an Adam optimizer the discriminator \( D_\phi \) (in \( n_{\text{discr}} \) iterations) and the volume \( x \) (in 1 iteration) using their respective gradients of \( L_S(x, D_\phi) \). A pseudo-code and a schematic view of the CryoGAN algorithm are given in Algorithm 1 and Figure 4, respectively. The architecture of the CryoGAN discriminator is presented below (see “The CryoGAN Discriminator Network”).

![Figure 4: Schematic view of CryoGAN.](image)

The Cryo-EM Physics Simulator

The goal of the physics simulator is to sample \( y_{sim} \sim p_x(y) \). We do this in three steps:

1. Sample the imaging parameters \( \varphi \) from the distribution \( p_\varphi; \varphi \sim p_\varphi; \)
### Algorithm 1 CryoGAN

**Parameters:** $n_{\text{train}}$, the number of training iterations; $n_{\text{discr}}$, the number of iterations of the discriminator per training iteration; $N$, the size of the batches used for SGD; $\lambda$, the penalty parameter.

for $n_{\text{train}}$ do
  for $n_{\text{discr}}$ do
    • Sample real projections: \( \{y_{1\text{batch}}, \ldots, y_{N\text{batch}}^n\} = \{y_{\text{data}}^n\}_{n \in B}; \)
    • Sample projections simulated from current $x$: \( \{y_{1\text{sim}}, \ldots, y_{N\text{sim}}^n\} \sim p_x \) (see Algorithm 2);
    • Sample \( \{\alpha_1, \ldots, \alpha_n\} \sim U[0,1]; \)
    • For all $n \in \{1, \ldots, N\}$, compute $y_{\text{int}}^n = \alpha_n \cdot y_{\text{batch}}^n + (1 - \alpha_n) \cdot y_{\text{sim}}^n$;
    • Update the parameters $\phi$ of the discriminator $D_\phi$ by ascending its stochastic gradient
      \[
      \nabla_\phi L_B(x, D_\phi) = \nabla_\phi \left( \sum_{n=1}^N D_\phi(y_{\text{batch}}^n) - \sum_{n=1}^N D_\phi(y_{\text{sim}}^n) + \lambda \sum_{n=1}^N (\|\nabla_y D_\phi(y_{\text{int}}^n)\| - 1)^2 \right). \tag{12}
      \]
  end for
  • Sample \( \{y_{1\text{sim}}, \ldots, y_{N\text{sim}}^n\} \sim p_x; \)
  • Update of the volume $x$ by descending its stochastic gradient
    \[
    \nabla_x L_B(x, D_\phi) = \nabla_x \left( -\sum_{n=1}^N D_\phi(y_{\text{sim}}^n) \right). \tag{13}
    \]
end for

2. Generate noiseless CTF-modulated and shifted projections from the current volume estimate $x$: $H_\varphi(x)$;

3. Sample the noise model to simulate noisy projections: $y = H_\varphi(x) + n$ where $n \sim p_n$.

A pseudo-code of the cryo-EM Physics Simulator is given in Algorithm 2

**Step 1: Sampling the imaging parameters $\varphi$**

We recall that the set of imaging parameters is given by $\varphi = (\theta_1, \theta_2, \theta_3, t_1, t_2, d_1, d_2, \alpha_{\text{ast}})$. We first sample the Euler angles $\theta = (\theta_1, \theta_2, \theta_3)$ from a distribution $p_\theta$ decided a-priori based on the acquired dataset. Similarly, the projection shifts $t = (t_1, t_2)$ are also sampled from a prior distribution $p_t$.

The CTF parameters $c = (d_1, d_2, \alpha_{\text{ast}})$ can also be sampled from a prior distribution $p_c$. For example, a uniform distribution over the defocus range can be assumed. In practice, we exploit the fact that the CTF parameters can often be efficiently estimated for the micrographs, and we then uniformly sample from the whole set of extracted CTF parameters.
Algorithm 2 Cryo-EM Physics Simulator

**Inputs:** current volume estimate \( x \)

1. Sample the imaging parameters \( \varphi = [\theta, t, c] \), i.e.:
   - Sample the Euler angles: \( \theta = (\theta_1, \theta_2, \theta_3) \sim p_\theta; \)
   - Sample the 2D shifts: \( t = (t_1, t_2) \sim p_t; \)
   - Sample the CTF parameters: \( c = (d_1, d_2, \alpha_{ast}) \sim p_c; \)
2. Generate a synthetic noiseless projection based on (2): \( y_{\text{noiseless}} = H_\varphi x; \)
3. Sample the noise: \( n \sim p_n. \) Add to the projection: \( y_{\text{sim}} = y_{\text{noiseless}} + n. \)

**Step 2: Simulation of noiseless cryo-EM projections**

We generate noiseless projections \( y_{\text{noiseless}} \) by applying \( H_\varphi \) to the current volume estimate \( x \). The projection operator \( P_\theta \) in (2) is implemented using the ASTRA toolbox [30].

**Step 3: Sampling of the noise model**

The precise modeling of the noise is a particularly challenging feat in cryo-EM. To produce noise realizations as realistic as possible, we extract random background patches directly from the micrographs themselves, at locations where particles do not appear. For consistency, the noise patch added to a given noiseless projection is taken from the same micrograph that was used in Step 1 to estimate the CTF parameters previously applied to that specific projection. Additional details for this implementation are given in the **Supplementary Materials**.

**The CryoGAN Discriminator Network**

The role of the discriminator is to learn to differentiate between projections from the real dataset and projections generated by the cryo-EM physics simulator (i.e., “fake” images). The gradients from the discriminator (see Equation [13] in Algorithm [1]) carry information on the difference between real and fake images at a given run-time. Those gradients are used by the simulator to update itself and learn a volume that generates more realistic projections.

The discriminator network takes an image as input and outputs a single value. Its architecture is illustrated in Figure [5]. It is composed of 8 layers: 6 convolutional blocks, followed by 2 fully connected (FC) layers. Each convolutional block is made up of a convolutional layer followed by a max-pooling and a leaky ReLU (with negative slope of 0.1). The number of channels in each convolutional layer are 96, 192, 384, 768, 1536, and 3072, respectively. The filter size in these layers are of size 3, and the padding size is 1. The max-pooling layer uses a kernel of size 2 with a stride of 2. This leads to a downsampling by a factor of 2. The output of the final convolutional block is
then reshaped, fed into the FC layer with 10 neurons, and then processed by a leaky ReLU. The resulting activations are then fed to the last FC layer to output a scalar.

Figure 5: Architecture of the discriminator. It consists of 6 blocks of convolutional layers followed by 2 blocks of fully-connected layers. The parameter for the channel size is $C = 96$ in all the experiments. The input image with size $H \times W$ is successively processed and downsampled to output a scalar.

Related Works

The main challenge in cryo-EM reconstruction is that every particle has an unknown pose in the micrographs. If the poses were known, maximum likelihood (ML) or maximum a posteriori (MAP) estimation of the volume could be performed by solving a standard linear inverse problem, where the large number of measurements would be useful to counteract the low SNR of the measurements. The dominant strategies for cryo-EM reconstruction are likelihood-based; these involve either the estimation of the unknown poses [9] or their marginalization (e.g., first phase of the CryoSPARC package [11]). For a more in-depth discussion of the two approaches, see the review [14].

Cryo-EM Reconstruction With Pose Estimation

Pose estimation can be achieved with a variety of strategies, including the popular projection matching approach [31,32]. Whatever the method used, pose estimation is challenging because the SNR of individual projection images is extremely low. It also requires the estimation of additional param-
eters and the projection of the current reconstructed volume at a large number of angles, at every iteration of the reconstruction pipeline; this is obviously very computationally demanding.

**Cryo-EM Reconstruction With Pose Marginalization**

Marginalization over the poses, as done in the first phase of [11], is an attractive approach to sidestep many of the shortcomings of pose estimation. In particular, there are no extra parameters to be estimated for every noisy projection image. However, a traditional downside of those methods is their computational cost, as true marginalization requires integration over all poses. Here again this requires projecting the current reconstruction volume at a large number of angles, which inherently involves some degree of approximation. Some ingenuous algorithmic schemes can reduce their computational complexity [11]. Marginalization-based reconstruction approaches usually remain limited to a certain resolution (typically no better than 10 Å). In practice, they therefore need to be followed by a pose-estimation-based refinement procedure to obtain a high-resolution volume.

**Cryo-EM Reconstruction Without Pose Estimation nor Marginalization**

Methods that reconstruct a cryo-EM volume without pose-estimation nor marginalization (hence avoiding the pitfalls of likelihood-based methods) are relatively few, even though a first approach was already proposed in 1980s [33]. This method reconstructs an “ab-initio” structure such that the first few moments of the distribution of its theoretical cryo-EM measurements matches the ones of the picked particles. However, the method assumes that the poses of the picked-particles have a uniform distribution. This moment-matching technique has been recently extended in [19] to reconstruct an “ab-initio” structure in the case of non-uniform pose distribution.

By contrast, our method proposes to *exactly* match the distribution of the theoretical cryo-EM measurements and the distribution of the picked particles, *i.e.*, to match all the moments and not just the first few. Moreover, our method works for any pose distribution of the particles provided the latter is known beforehand. Alternatively, one could rely on a parametric model of the pose distribution and use the backpropagation mechanism of neural networks to learn its parameters during the CryoGAN run, similarly to [19].

**Deep Learning in Cryo-EM**

Deep learning has already had a profound impact in a wide range of image reconstruction applications [34][36]. However, their current utilization in cryo-EM is mostly restricted to pre-processing steps such as micrographs denoising [37] or particle picking [38][42]. A recent work used neural networks to model continuous generative factors of structural heterogeneity [43]. However, the al-
algorithm relies on a pose-estimation procedure that is done using a conventional approach. Another recent work [18] uses a variational autoencoder trained using a discriminator based-objective to find a low dimensional latent representation of the picked particles. These representations are then used for pose estimation.

**Unsupervised Deep Learning for Inverse Problems**

Deep learning is now extensively used to solve inverse problems in imaging [35, 44–46]. However, most methods are based on supervised learning and thus rely on training data. An unsupervised scheme that needs no training data was recently proposed for general inverse problems [47]. Our CryoGAN method extends it to the harder inverse problem of cryo-EM, both theoretically and experimentally.

Finally, the reconstruction of a 3D structure from its 2D viewpoints (and not projections) is an important problem in computer vision. Many recent deep learning algorithms have been used in this regard [48, 49]. However, the measurement model for these problems is much less complicated than the cryo-EM one, and is thus not straightforwardly applicable to this modality.
SUPPLEMENTARY MATERIALS

Image Formation Theory

For our forward model, we follow the development in [24] (2.1-2.10), [50] and [21], which results in a linear relationship between the 3D Coulomb potential of the molecule and the 3D measurement in the image plane. Specifically, we have in the Fourier domain

\[ \mathcal{F}\{y(\vec{\omega})\} = \hat{C}(\vec{\omega}) \mathcal{F}\{P_\theta\{f\}\}(\vec{\omega}) \tag{14} \]

where

- \( \mathcal{F}\{\cdot\} \) is the 2D Fourier transform;
- \( y : \mathbb{R}^2 \to \mathbb{R} \) is the intensity measured on the image plane;
- \( f : \mathbb{R}^3 \to \mathbb{R} \) is the Coulomb potential we aim to recover;
- the transform
  \[ P_{\theta,r_0}\{f\}(r) = \int_{-\infty}^{\infty} f \left( R_\theta \left( \begin{array}{c} r' \\ z \end{array} \right) - \left[ \begin{array}{c} r_0 \\ 0 \end{array} \right] \right) dz \tag{15} \]
  is the X-ray projection of \( f \) in a pose specified by the 3D rotation matrix \( R_\theta \) and the translation \( r_0 \);
- and where \( \hat{C} : \mathbb{R}^2 \to \mathbb{R} \) is the Contrast Transfer Function (CTF).

The CTF itself can be written as

\[ \hat{C}(\vec{\omega}) = \hat{C}_p(\vec{\omega}) \hat{E}(\vec{\omega}) \hat{A}(\vec{\omega}) \tag{16} \]

where

- \( \hat{A} : \mathbb{R}^2 \to \mathbb{R} \) is the objective aperture function given by
  \[ \hat{A}(\vec{\omega}) = \begin{cases} 1, & \text{for } \|\vec{\omega}\| \leq \omega_{\text{cutoff}}, \text{ and} \\ 0, & \text{for } \|\vec{\omega}\| > \omega_{\text{cutoff}}, \end{cases} \tag{17} \]
  where \( \omega_{\text{cutoff}} = \frac{2\pi d_{\text{ap}}}{f_l} \) is the cut-off frequency, \( f_l \) is the focal length of the objective lens, and \( d_{\text{ap}} \) corresponds to the diameter of the aperture.
\[ \hat{E} : \mathbb{R}^2 \to \mathbb{R} \] describes the spatial and chromatic envelop function given as
\[ \hat{E}(\mathbf{\omega}) = \exp \left( -B(\|\mathbf{\omega}\|^2) \right), \] (18)

where \( B(\|\mathbf{\omega}\|^2) \) is a function influenced by chromatic aberration and spatial incoherence.

\[ \hat{C}_p : \mathbb{R}^2 \to \mathbb{R} \] is the phase contrast transfer function that takes the form
\[ \hat{C}_p(\mathbf{\omega}) = -\sqrt{1 - A^2 \sin(\gamma(\mathbf{\omega}))} - A^2 \cos(\gamma(\mathbf{\omega})), \] (19)

with
\[ \gamma(\mathbf{\omega}) = \pi \lambda \left( z(\alpha)\|\mathbf{\omega}\|^2 - \frac{1}{4} \lambda^3 c_s \|\mathbf{\omega}\|^4 \right), \] (20)

where \( \lambda \) is the electron wavelength, \( c_s \) is third-order spherical aberration constant, \( \alpha \) is the phase of the vector \( \mathbf{\omega} \), and \( z(\alpha) \) is the defocus arising at the phase \( \alpha \). This defocus is given as
\[ z(\alpha) = z_u \cos^2(\alpha - \alpha_0) + z_v \sin^2(\alpha - \alpha_0), \] (21)

where \( z_u \) and \( z_v \) are the horizontal and vertical defocus and \( \alpha_0 \) is the reference angle defining the azimuthal direction of axial astigmatism. All these parameters are part of the experimental setup.

For more details on the image formation model, we refer to [50] and [21].
Theoretical Recovery Guarantee

The proposed paradigm is supported by Theorem 1 which is also a contribution of this work. Recall from (1) and (2) that $y = H_{\varphi}x + n$ is the 2D measurement obtained from a 3D volume $x$. The operator $H_{\varphi} = C_{c}S_{t}P_{\theta}$ where $P_{\theta}$ is the projection operator, $S_{t}$ is the shift operator, and $C_{c}$ is the convolution operator.

Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$. Then its support is $\text{Support}\{f\} = \{x \in \mathbb{R}^d : f(x) \neq 0\}$. If $\text{Support}\{f\} = \mathbb{R}^d$, then $f$ is said to have a full support.

Theorem 1. Let $y = H_{\varphi}x + n$ as given in (2) with $\varphi = (\theta_1, \theta_2, \theta_3, t_1, t_2, d_1, d_2, \alpha_{ast})$, where $\theta = (\theta_1, \theta_2, \theta_3)$ are the projection angles, $t = (t_1, t_2)$ are the shifts, and $c = (d_1, d_2, \alpha_{ast})$ are the CTF parameters (respectively, the defocus-major, the defocus-minor and the angle of astigmatism), $x \in \mathbb{R}^V$ is the vectorized 3D volume, and $y, n \in \mathbb{R}^M$ are vectorized 2D images. Let $\theta \sim p_{\theta}$, $c \sim p_{c}$, $t \sim p_{t}$, and $n \sim p_{n}$. Then given the assumptions,

1. the Fourier transform of the noise distribution $p(n)$ has a full support;
2. the support of $p_{c}$ is such that for any $c_1, c_2 \in \text{Support}\{p_{c}\}$ and $c_1 \neq c_2$, the $F\{C_{c_1} + C_{c_2}\}$ has a full support;
3. the volume $x$ is non-negative everywhere and has a bounded support; and
4. the probability distributions $p_{\theta}$, $p_{c}$, and $p_{t}$ are bounded;

the following holds

$$p(y|x_1) = p(y|x_2) \iff x_1 = G(x_2),$$

(22)

where $G$ is some member of the set of rotation-reflection operations.

Proof. We first comment on the assumptions. Assumption 1) is true for many common noise distributions including the Gaussian distribution. Assumption 2) is generally true as well. In fact it is used to Wiener filter the clustered projections in classical Cryo-EM reconstruction pipeline. Assumption 3) is true since the volume represents the coulomb potential which is non-negative. Also, the biological structures considered in cryo-EM have finite size.

We denote $y_{\text{noiseless}} = H_{\varphi}x$ with distribution $p_{\text{noiseless}}(\cdot|x)$. We will prove the following in sequence

1. $p(\cdot|x_1) = p(\cdot|x_2) \iff p_{\text{noiseless}}(\cdot|x_1) = p_{\text{noiseless}}(\cdot|x_2),$
2. $p_{\text{noiseless}}(\cdot|x_1) = p_{\text{noiseless}}(\cdot|x_2) \iff x_2 = G(x_1),$
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For the first part we progress by noting that $y = y_{\text{noiseless}} + n$. Recall that the distribution of the addition of two random variables is equal to the convolution of the distributions of the two random variables. This implies that

$$p(y|x) = p_{\text{noiseless}}(y|x) * p(n),$$

(23)

and

$$\mathcal{F}\{p(\cdot|x)\} = \mathcal{F}\{p_{\text{noiseless}}(\cdot|x)\} \mathcal{F}\{p_n(\cdot)\}.$$  

(24)

By assumption (i), we can now write

$$p_{\text{noiseless}}(\cdot|x) = \mathcal{F}^{-1}\left\{ \frac{\mathcal{F}\{p(\cdot|x)\}}{\mathcal{F}\{p_n(\cdot)\}} \right\}.$$ 

(25)

From this it is easy to see that $p(\cdot|x_1) = p(\cdot|x_2) \iff p_{\text{noiseless}}(\cdot|x_1) = p_{\text{noiseless}}(\cdot|x_2)$. This concludes our first part.

For the second part we will use the result from Theorem 4 (please see “Theoretical Recovery Guarantee in Continuous-Domain”). However, it is based on a continuous-domain volume. But note that $x$ actually represent a continuous domain volume. Given assumption (iv), the continuous domain representation of $x$ is

$$f_x(\cdot) = \sum_{i=1}^{V_1} \sum_{j=1}^{V_2} \sum_{k=1}^{V_3} c_{i,j,k} \beta(\cdot - s[i,j,k]^T)$$

(26)

where $\beta$ is a compactly supported basis function, $s$ is the size of a pixel in unit length, and $c_{i,j,k}$ are such that $f_x(s[i,j,k]^T) = x[i,j,k]$. We assume a $\beta$ such that $f_x$ is non-negative. The operator $H_{\phi}x$ is equivalent to applying the continuous-domain forward operator in (14) to $f_x$ and then discretizing and vectorizing the obtained measurement. We can now invoke the result from Theorem 4 which claims that given $f_{x_1}$ and $f_{x_2}$, the support of their corresponding $p_{\text{noiseless}}$ is identical if and only if $f_{x_1}$ and $f_{x_2}$ are identical up to a rotation-reflection operation. The latter is equivalent to $x_1 = G(x_2)$ where $G$ is some rotation-reflection operation. This concludes that $p_{\text{noiseless}}(\cdot|x_1) = p_{\text{noiseless}}(\cdot|x_2) \iff x_1 = G(x_2)$.
Theoretical Recovery Guarantee in Continuous-Domain

In the absence of CTF and shifts the recovery guarantee of a function \( f : \mathbb{R}^3 \to \mathbb{R} \) from its 2D projections obtained at unknown random poses is given in [51, Theorem 3.1]. We will first go through the notations described in [51] in order to state the required foundational result. We will then extend this theorem for the case when the CTF and shifts are present.

Notations and Preliminaries

Let \( SO(3) \) be the space of the special orthogonal matrices and \( \mathcal{D} \) be the Borel \( \sigma \)-algebra induced using the standard Reimannian metric on \( SO(3) \). Then \( (SO(3), \mathcal{D}) \) describes the measurable space of orthogonal matrices. Let \( \Delta_W^W = \{ x \in \mathbb{R}^N : \|x\|_2 \leq W \} \) for some \( W \in \mathbb{R}^+ \). By \( (L_2, \mathcal{B}) \) we denote the measurable space of all the square integrable functions supported in \( \Delta_W^W \) with Borel \( \sigma \)-algebra \( \mathcal{B} \) induced by the \( L_2 \)-norm. We denote by \( F \), the set of all the functions supported in \( \Delta_W^W \) which are non-negative and are essentially bounded.

For any \( f \in F \) and \( A \in SO(3) \), we denote \( y = P_A\{f\} = \int_{-\infty}^{\infty} A f(x, y, z) \, dz \) where \( A f(x) = f(A^{-1}x) \). Let \( p_A \) be a probability density on the space \( (SO(3), \mathcal{D}) \). Note that there is a bijective mapping from \( \theta \) in Theorem 1 and \( A \). Infact \( A \) represents the rotation matrix associated with the projection angle \( \theta \).

We denote by \( \Psi \) the normalized Haar measure on \( (SO(3), \mathcal{D}) \) and by \( \Psi_A \) the measure associated with \( p_A \) such that \( \Psi_A[\cdot] = \int_{\{a \in \cdot\}} p_A(a) \Psi[da] \).

For a given \( f \in F \), the density \( p_A \) induces a probability measure \( P_{\text{proj}}(\cdot|f) \) on the space \( (L_2, \mathcal{B}) \) through the mapping \( P_A\{f\} \) such that

\[
P_{\text{proj}}(\cdot|f) = \Psi_A\{A \in SO(3) : P_A\{f\} \in \cdot\}.
\]  

(27)

When \( p_A \) is uniform on \( SO(3) \),

\[
P_{\text{proj}}(\cdot|f) = P_{\text{proj}}(\cdot|R f), \quad \forall f \in F \text{ and } R \in O(3),
\]  

(28)

where \( O_3 \) is the space of all orthogonal matrices such that \( \det A \in \{-1, 1\} \). The invariance in (28)...
is true since

\[ \mathbb{P}_{\text{proj}}(\cdot|f) = \Psi \{ A \in SO(3) : \mathcal{P}_A \{ f \} = \cdot \} \quad (29) \]

\[ = \Psi \{ A \in SO(3) : \mathcal{P}_{R^{-1}A} \{ Rf \} = \cdot \} \quad (30) \]

\[ = \Psi \{ RA' \in SO(3) : \mathcal{P}_{A'} \{ Rf \} = \cdot \} \quad (31) \]

\[ = \Psi \{ A' \in SO(3) : \mathcal{P}_{A'} \{ Rf \} = \cdot \} \quad (32) \]

where \( A' = R^{-1}A \) and the last equality follows from the right invariance of Haar measure. We define \( G\{F\} = \{ \gamma_A : A \in O_3 \} \) such that

\[ (\gamma_A f)(\cdot) = f(A^{-1}\cdot), \forall A \in O(3), f \in \mathbb{F}. \quad (33) \]

We define the shape \([f]\) as an orbit of \( f \) under the influence of \( G \) such that \([f] = \{ \gamma_A f : \gamma_A \in G \} \). Basically, when \( p_A \) is uniform, the shape \([f]\) is composed of all the rotations and reflections of \( f \).

Equipped with the notation we can now restate the Theorem 3.1 in [51]. We discuss here the sketch of the proof given in [51].

**Theorem 2 ([51, Theorem 3.1]).** Let \( p_A \) be any bounded distribution on \( SO(3) \) and let the assumptions of Theorem 2 be true, then \( \forall f, g \in \mathbb{F} \),

\[ [f] \neq [g] \implies \mathbb{P}_{\text{proj}}(\cdot|f) \perp \mathbb{P}_{\text{proj}}(\cdot|g). \quad (34) \]

**Proof Sketch.** Without loss of generality we provide the proof sketch for the case when \( p_A \) is uniform. For the case when \( p_A \) is non-uniform the argument remains the same provided that \( \Psi_A \) associated with the non-uniform distribution \( p_A \) is absolutely continuous w.r.t. \( \Psi \) (\( \Psi_A \ll \Psi \)).

This has been stated in [51]. Since we assume \( p_A \) to be bounded, this condition is satisfied. The only difference here with respect to the uniform-distribution is that the orbit of \( f \) and \( g \) are more restricted than \( O(3) \).

The proof first uses Proposition 7.8 in [52] which states that the following

**Proposition 3 ([52 Proposition 7.8]).** Let \( f \in \mathbb{F} \) and \( S_A \) be an uncountably infinite subset of \( SO(3) \), then \( f \) is determined by the collection \( \{ \mathcal{P}_A \{ f \} \}_{A \in S_A} \) ordered with respect to \( A \in S_A \).

Note that this proposition assumes that the angle of the projections are known. Although in our case the angles are unknown, we shall see that this proposition will be useful.

Coming back to the proof we now want to determine how different \( \mathbb{P}_{\text{proj}}(\cdot|f) \) and \( \mathbb{P}_{\text{proj}}(\cdot|g) \) are
for any given \( f \) and \( g \). For this we use the following equality

\[
TV(P_1, P_2) = 2 \inf_{\gamma \in \Pi(P_1, P_2)} E_{(y_1, y_2) \sim \gamma} [\| I_{y_1 \neq y_2 } ]
\]

(35)

where TV is the total variation distance and \( \Pi(P_1, P_2) \) is the set of all the joint distributions \( \gamma(y_1, y_2) \) whose marginals are \( P_1 \) and \( P_2 \), respectively [26]. In fact, \( E[I_{y_1 \neq y_2 }] \) is equal to the probability of the event \( y_1 \neq y_2 \). In our context this translates into

\[
TV(P_{\text{proj}}(|f\rangle, P_{\text{proj}}(|g\rangle)) = 2 \inf_{\gamma \in \Pi(P_{\text{proj}}(|f\rangle, P_{\text{proj}}(|g\rangle))} \text{Prob}(y_1 \neq y_2) \text{ where } (y_1, y_2) \sim \gamma.
\]

(36)

The optimum is achieved at the extremas which are sparse joint distributions and are such that the variable \( y_2 \) is a function of \( y_1 \). For any arbitrary joint distribution (or coupling) of this form, the proof then assigns a measurable function \( h : SO(3) \rightarrow SO(3) \), such that \( (y_1, y_2) = (P_A(|f\rangle, P_{h(A)}(|g\rangle)) \) for \( A \sim p_A \).

We can then write

\[
\Psi[ A \in SO(3) : P_{h(A)}(|g\rangle) \in \cdot ] = P_{\text{proj}}(|g\rangle).
\]

(37)

The task now is to estimate \( \text{Prob}(y_1 \neq y_2) \) where \( (y_1, y_2) = (P_A(|f\rangle, P_{h(A)}(|g\rangle)) \) for \( A \sim p_A \).

(Continuous \( h \)). When \( h \) is continuous, then with the help of Proposition 3, it is shown that if \( |f\rangle \neq |g\rangle \) then,

\[
\Psi[ A \in SO(3) : \| P_A(|f\rangle - P_{h(A)}(|g\rangle)\|_2 > 0 ] = 1.
\]

(38)

(General \( h \)). When the function \( h \) is not continuous, the proof uses Lusin’s theorem to approximate \( h \) by a continuous function. Lusin’s theorem states that for any \( \delta > 0 \) there exists an \( h_\delta \) such that \( h(A) = h_\delta(A) \), \( \forall A \in \mathcal{H}_\delta \) and \( \Psi(SO(3)|\mathcal{H}_\delta) < \delta \). This is then followed by showing that

\[
\Psi[ A \in SO(3) : \| P_A(|f\rangle - P_{h_\delta(A)}(|g\rangle)\|_2 > 0 ] \geq \Psi(\mathcal{H}_\delta),
\]

(39)

\[
\geq 1 - \delta.
\]

(40)

Since \( \delta \) is arbitrarily small, the event \( \{ P_A(|f\rangle \neq P_{h_\delta(A)}(|g\rangle) \} \) has probability 1.

In conclusion for any arbitrary coupling, the proof shows that the event \( \{ P_A(|f\rangle \neq P_{h(A)}(|g\rangle) \} \) has probability 1 if \( |f\rangle \neq |g\rangle \). This implies that when \( |f\rangle \) and \( |g\rangle \) are not the same, the total-variation distance between \( P_{\text{proj}}(|f\rangle) \) and \( P_{\text{proj}}(|g\rangle) \) is 2. This ensures that the two Probability measures are mutually singular (the intersection of their support has zero measure). This concludes the proof.
Noiseless CTF-modulated Projections

We now extend the previous result for the case when the CTF is present. We assume that \( c \sim p_c \) such that the support of \( p_c \) is in some bounded region \( C \subset \mathbb{R}^3 \). We denote \( \Psi_c[\cdot] \) as the measure associated with \( p_c \) on the space \( C \).

We denote by \((SO(3) \times C)\), the product space of \( SO(3) \) and \( C \), and by \( \Psi_{A,c} \), the measure on this product space. We then define

\[
P_{\text{proj},\text{CTF}}(\cdot|f) = \Psi_{A,c}(A, c) \in (SO(3) \times C) : C_c * P_A\{f\} \in \cdot \tag{41}
\]

where \( C_c \) is the space-domain CTF given in (14).

**Theorem 4.** Let \( p_A \) be a bounded probability distribution on \( SO(3) \), \( p_c \) be a distribution of the CTF parameters \( c \in C \), and let the assumptions of Theorem 1 be true, then \( \forall f, g \in F, [f] \neq [g] \implies P_{\text{proj},\text{CTF}}(\cdot|f) \perp P_{\text{proj},\text{CTF}}(\cdot|g). \tag{42} \)

**Proof.** Similar to the previous proof we show that the TV distance between \( P_{\text{proj},\text{CTF}}(\cdot|f) \) and \( P_{\text{proj},\text{CTF}}(\cdot|g) \) is 2 when \([f]\) and \([g]\) are distinct. For simplification, we assume \( p_A \) is uniform. When this is not the case the proof essentially remains the same. We need to show that \( \text{Prob}(y_1 \neq y_2) = 1 \) for any arbitrary coupling \( \gamma \) of \( P_{\text{proj},\text{CTF}}(\cdot|f) \) and \( P_{\text{proj},\text{CTF}}(\cdot|g) \). For arbitrary coupling \( \gamma \) such that \( \text{Prob}(y_1 \neq y_2) \) is minimum, we again assign \( h : (SO(3) \times C) \to (SO(3) \times C) \) such that

\[
(y_1, y_2) = (C_c * P_A\{f\}, C_{h_1(A,c)} * P_{h_0(A,c)}\{g\}) \text{ where } A \sim p_A, c \sim p_c, \tag{43}
\]

and where \( h_0 : (SO(3) \times C) \to SO(3) \) and \( h_1 : (SO(3) \times C) \to C \) are such that \( h(A, c) = (h_0(A, c), h_1(A, c)) \). This implies that

\[
P_{\text{proj},\text{CTF}}(\cdot|g) = \Psi_{A,c}(A, c) \in (SO(3) \times C) : C_{h_1(A,c)} * P_{h_0(A,c)}\{g\} \in \cdot, \tag{44}
\]

We will now show that for any \( h \), the event \( \{y_1 \neq y_2\} \) has probability 1.

(Continuous \( h \).) We first assume that \( h \) is continuous and use the same kind of technique as in the proof of [51 Theorem 3.1].

Since \( SO(3) \) is transitive, we can write

\[
h(A, c) = (A \Gamma_{A,c}, h_1(A, c)). \tag{45}
\]
As $h$ is continuous, so is $\Gamma_{A,c}$. Let \( \{A_n^i \times C_n^i\}_{i=1}^{i=n} \) be a collection of $n$ disjoint sets which creates the partition of \((SO(3) \times C)\). These partitions are such that for any $j$, there exists a $k_j$ such that \( \{A_n^{j+1} \times C_n^{j+1}\} \subset \{A_n^{k_j} \times C_n^{k_j}\} \). This means that as $n$ increases the partitions become finer. We now define

\[
h_n(A, c) = (A_{\Gamma_n^i}, h_n^i, h_n^i(A, c)) \quad \forall (A, c) \in \{A_n^i \times C_n^i\},
\]

such that

\[
\Gamma_n^i = \arg\min_{\Gamma_n \in \{\Gamma_{A,c}(A,c) \in \{A_n^i \times C_n^i\} \}} \min_{(A,c) \in \{A_n^i \times C_n^i\}} ||P_{\Lambda}(f) - P_{\Lambda\Gamma}(g)||
\]

where \( \bar{A}^i_n \) and \( \bar{C}^i_n \) are the closures of \( A^i_n \) and \( C^i_n \), respectively. The sequence $h_n$ converge to $h$ as $n \to \infty$. We denote

\[
K = \{(A, c) \in (SO(3) \times C) : \|C_n * P_{\Lambda}(f) - C_{h_n(A,c)} * P_{\Lambda\Gamma_n}(g)\| > 0\},
\]

\[
K_n = \{(A, c) \in (A_n^i \times C_n^i) : \|C_n * P_{\Lambda}(f) - C_{h_n(A,c)} * P_{\Lambda}\{\Gamma_n^i g\}\| > 0\}.
\]

Similar to [51] Theorem 3.1, we can then show that

\[
\Psi_{A,d}[K] = \lim_{n \to \infty} \sum_{i=1}^{i=n} \Psi_{A,d}[K_n].
\]

We invoke Proposition 5 which gives $\Psi_{A,c}[K_n] = \Psi_{A,c}[(A_n^i \times C_n^i)]$. Therefore, $\Psi_{A,d}[K] = \Psi_{A,c}[(SO(3) \times C)] = 1$. This means that when $h$ is continuous the event \( \{y_1 \neq y_2\} \) has probability 1 if $[f] \neq [g]$.

(General $h$). When $h$ is not continuous, we can invoke the Lusin’s theorem to claim the same (similar to Theorem 2). This means that for any $h$ if $[f] \neq [g]$, the probability of the event \( \{y_1 \neq y_2\} \) is 1. Therefore the TV distance between $P_{\text{proj,CTF}}(\cdot|f)$ and $P_{\text{proj,CTF}}(\cdot|g)$ is 2 i.e. $P_{\text{proj,CTF}}(\cdot|f) \perp P_{\text{proj,CTF}}(\cdot|g)$. This concludes the proof.

**Proposition 5.** Let $A' \subseteq SO(3)$, $C' \subseteq C$, $\Gamma \in SO(3)$, and

\[
K' = \{(A, c) \in (A' \times C') : \|C_n * P_{\Lambda}(f) - C_{h_n(A,c)} * P_{\Lambda}(g)\| > 0\}.
\]

Let the assumptions from Theorem 1 be true. Then if $[f] \neq [g]$, the following holds

\[
\Psi_{A,c}[K'] = \Psi_{A,c}[(A' \times C')].
\]

**Proof.** We show that $\Psi_{A,c}[K'] = 0$ where \( (K' \cup K) = (A' \times C') \). We define the set $S_{A'} = \{c \in C' :$
\[ \| C_c \ast \mathcal{P}_A \{ f \} - C_{h_1(A, c)} \ast \mathcal{P}_A \{ \Gamma g \} \| = 0 \]. We define \( S_{\mathcal{A}'} = \cup_{A \in \mathcal{A}'} S_A \) for any \( \mathcal{A}' \subseteq \mathcal{A} \). We define
\[ \mathcal{A}'_1 = \{ A \in \mathcal{A}' : S_A \text{ is an uncountable set} \}, \quad (53) \]
\[ \mathcal{A}'_2 = \{ A \in \mathcal{A}' : S_A \text{ is a countable non-empty set} \}. \quad (54) \]

Note that \( K^{\mathcal{C}} = \cup_{i=1}^2 \cup_{A \in \mathcal{A}'} (A \times S_A) \). Then
\[ \Psi_{A, c}[K^{\mathcal{C}}] = \sum_{i=1}^2 \Psi_{A, c}[\cup_{A \in \mathcal{A}'} (A \times S_A)] \quad (55) \]

We now look at the two cases.

- (When \( S_A \) is uncountable). For this case we show that \( \Psi[A'_1] = 0 \). The main argument is that if this is not true then it contradicts \( [f] \neq [g] \).

For the sake of conciseness we denote \( \mathcal{P}_A \{ f \} \) by \( I_f \) and \( \mathcal{P}_A \{ \Gamma g \} \) by \( I_g \). Now note that, for any \( A \in \mathcal{A}_1' \), the following is true
\[ C_c \ast I_f = C_{h_1(A, c)} \ast I_g, \quad \forall c \in S_A \quad (56) \]
\[ \hat{C}_c \ast \hat{I}_f = \hat{C}_{h_1(A, c)} \ast \hat{I}_g, \quad \forall c \in S_A \quad (57) \]

where \( \hat{C}, \hat{I}_f, \hat{I}_g \) are the Fourier transforms of \( C, I_f, I_g \), respectively.

We denote by \( ze(\hat{I}) = \{ \omega \in \mathbb{R}^2 : \hat{I}(\omega) = 0 \} \), by \( \omega_a = \{ \{ r \cos \alpha, r \sin \alpha \} : r > 0 \} \), and by \( ze_{\alpha}(\hat{I}) = ze(\hat{I}) \cap \omega_a \). From (57) we can write
\[ ze(\hat{C}_c) \cup ze(\hat{I}_f) = ze(\hat{C}_{h_1(A, c)}) \cup ze(\hat{I}_g), \quad \forall c \in S_A. \quad (58) \]

Two remarks are in order. Firstly, by assumption (ii) of Theorem [ ] \( ze(\hat{C}_{c_1}) \cap ze(\hat{C}_{c_2}) = \emptyset \) for \( c_1 \neq c_2 \). Note that \( ze_{\alpha}(\hat{C}_c) \) for any \( \alpha \in [0, \pi] \) is non-empty (see “Image Formation Theory”). Secondly, by assumption (iii) of Theorem [ ] support of \( f \) and \( g \) are compact and nontrivial, so is the support of \( I_f \) and \( I_g \). This means that their Fourier transforms \( \hat{I}_f \) and \( \hat{I}_g \) are analytic functions, which implies that there are infinitely many \( \alpha \) such that the cardinality of the sets \( ze_{\alpha}(\hat{I}_f) \) and \( ze_{\alpha}(\hat{I}_g) \) is countable. We call the set of such \( \alpha \) as \( S_\alpha \). Now
\[ ze_{\alpha}(\hat{C}_c) \cap (ze_{\alpha}(\hat{C}_c) \cup ze_{\alpha}(\hat{I}_f)) = ze_{\alpha}(\hat{C}_c) \cap (ze_{\alpha}(\hat{C}_{h_1(A, c)}) \cup ze_{\alpha}(\hat{I}_g)), \quad (59) \]
\[ ze_{\alpha}(\hat{C}_c) \cup (ze_{\alpha}(\hat{C}_c) \cap ze_{\alpha}(\hat{I}_f)) = (ze_{\alpha}(\hat{C}_c) \cap ze_{\alpha}(\hat{C}_{h_1(A, c)})) \cup (ze_{\alpha}(\hat{C}_c) \cap ze_{\alpha}(\hat{I}_g)), \quad (60) \]
\[ ze_{\alpha}(\hat{C}_c) \cup (ze_{\alpha}(\hat{C}_c) \cap ze_{\alpha}(\hat{I}_f)) = ze_{\alpha}(\hat{C}_c) \cap ze_{\alpha}(\hat{I}_g) \quad (61) \]
for all \( c \in S_A \) and \( \alpha \in [0, \pi] \).

We can now write

\[
\bigcup_{c \in S_A} ze_\alpha(\hat{C}_c) \cup (ze_\alpha(\hat{C}_c) \cap ze_\alpha(I_f)) = \bigcup_{c \in S_A} ze_\alpha(\hat{C}_c) \cap ze_\alpha(I_g). 
\] (62)

for any \( \alpha \in S_\alpha \). The set on L.H.S. in (62) has uncountably infinite cardinality since there are uncountably many \( c \in S_A \) and for each \( c \) there are distinct \( ze_\alpha(\hat{C}_c) \). Contrary to that the set in the R.H.S. is countable for a given \( \alpha \in S_\alpha \). Therefore, for any \( \alpha \in S_\alpha \) the two sets have different cardinality. This raises contradiction. The only possible scenario in which (58) is true is when \( h_1(A, c) = c \). Using (57) we infer that \( P_A\{f\} = P_A\{\Gamma g\} \). Therefore, for any \( A \in A'_1 \), \( P_A\{f\} = P_A\{\Gamma g\} \). However, \( \Psi[A'_1] = 0 \), since if this is not true then by Proposition [3] \( [f] = [g] \).

Now note that,

\[
\Psi_{A,c}[\bigcup_{A \in A'_1} (A \times S_A)] \leq \Psi_{A,c}[^{\bigcup_{A \in A'_1} (A \times S_A)}_{\text{finite}}] = 0. 
\] (63)

(When \( S_A \) is countable and non-empty). Since \( S_A \) for this case is a countable set, its elements have a bijection with natural numbers. We denote this bijection by \( b : \mathbb{Z} \times A'_2 \to S_A \). We denote by \( q(z) = \bigcup_{A \in A'_2} (A, b_A(z)) \) \( \forall z \in \mathbb{Z} \). Note that \( q(z) \) is a graph of function \( b(z, \cdot) \). Since it is a graph, \( \Psi_{A,c}[q(z)] = 0 \).

We also have \( \Psi_{A,c}[\bigcup_{A \in A'_2} (A \times S_A)] = \Psi_{A,c}[\sum_{z \in \mathbb{Z}} q(z)] \). The latter is zero since its the measure of a countable addition of sets of measures zero. Hence, \( \Psi_{A,c}[\bigcup_{A \in A'_2} (A \times S_A)] = 0 \).

This gives \( \Psi_{A,c}[K^{c_0}] = \sum_{i=1}^2 \Psi_{A,c}[\bigcup_{A \in A'_1} (A \times S_A)] = 0 \), which concludes the proof.
Information on Synthetic Data Experiment

**Experimental dataset:** We construct a synthetic cryo-EM dataset that mimics the real β-galactosidase dataset (EMPIAR-10061) from [16]. We generate 41,000 synthetic β-galactosidase particles using our cryo-EM image-formation model (see Online Methods). The ground-truth volume is generated by fitting a 5Å density map on the PDB-5a1a atomic model in Chimera [53]. This gives a volume of size $(302 \times 233 \times 163)$ with pixel size of 0.637 Å, that is then padded, averaged, and downsampled to size $(180 \times 180 \times 180)$ with pixel size of 1.274 Å. This corresponds to a Nyquist resolution of 2.548 Å for the reconstructed volume.

The projections poses are sampled from a uniform distribution over $SO(3)$, where $SO(3)$ is the group of 3D rotations around the origin of $\mathbb{R}^3$. For the CTF, a micrograph from the EMPIAR-10061 dataset is randomly selected and its CTF parameters are extracted using Relion [9]. We then apply the CTF with these parameters to the clean projections. The parameter $B$ of the envelope function of the CTF (see Equation (18)) is chosen such that it decays to a value of 0.2 at the Nyquist frequency. Noisy projections are obtained by adding a randomly-selected background patch from the same micrograph to each noiseless projection. The noise patch is first normalized to zero mean and scaled. The scaling is such that the ratio of the signal energy to the noise energy (SNR) is kept at 0.55, which is equivalent to -2.6 dB.

The dataset is randomly divided into two halves, and the algorithm is applied separately on both halves to generate the half-maps.

**Generator settings:** We reconstruct a volume of size $180 \times 180 \times 180$ pixels for each half-dataset. The pixel size is 1.274 Å. The volumes are initialized with zeros, and the D2 symmetry of β-galactosidase is enforced during reconstruction.

We use our image-formation model to generate realistic projections from the current volume estimate at every CryoGAN iteration. The distribution of the imaging parameters is identical to the one used to generate the dataset. To add the noise on the CTF-modulated projections, we keep the same approach than used to generate the dataset. However, we assume that the final SNR of each projection is unknown, i.e., we learn the scaling parameter that controls the ratio between the projections and the noise patches.

We apply a binary spherical mask of size $(171 \times 171 \times 171)$ on the learned volume. To handle the sharp transition at the mask borders, we enforce some clipping constraints on the masked volume. The clipping value linearly increases with the distance from the center of the projection to the border of the mask, while its minimum value at the center linearly increases from 0 to 10% of the maximum protein value with the number of epochs (i.e., a full pass through each half-dataset). This enforces positivity during the initial phases of reconstruction, which increases the stability of the algorithm.
**Discriminator architecture:** The architecture of the discriminator network is detailed in the Online Methods. The discriminator is initialized identically for both half-datasets. All projections (i.e., the picked particles and the ones generated by the simulator) are normalized to zero-mean and with standard-deviation of 1 before being given to the discriminator.

**General settings:** The adversarial learning scheme is implemented in Pytorch \[17\]. For the optimization, we use \(\beta_1 = 0.5, \beta_2 = 0.9, \epsilon = 10^{-8}\) with a learning rate of \(10^{-3}\) and a batch size of 8. The learning rate decreases by 8% at every epoch. The parameter for the gradient penalty term is kept to \(\lambda = 0.001\) (cf Equation (10)). The discriminator is trained 4 times for every training of the generator (i.e., \(n_{\text{discr}} = 4\) in Algorithm 1).

For the back-propagations, the norm of the gradients for the discriminator are clipped to a maximal value of \(10^6\). For the generator, the gradients for each pixel are clipped to a maximal value of \(10^3\). The clipping values linearly increase from zero to those maximas in the first two epochs. Doing so increases the stability of the adversarial learning scheme in the starting, in particular that of the discriminator. All parameters are tuned for a fixed value range that follows from the normalization of all projections.

**Computational resources:** The reconstruction is run on a Nvidia P100 GPU with 18GB memory. Each epoch lasts 10 minutes. The algorithm is run for 16 epochs which, in the current implementation, takes 160 minutes.
Information on Real Data Experiment

**Experimental dataset:** The dataset consists of 41,123 β-galactosidase (EMPIAR-10061) particle images extracted from 1539 micrographs [18]. Particle images of size 384 × 384 are downsampled to 192 × 192, with pixel size of 1.274 Å. This corresponds to a Nyquist resolution of 2.548 Å for a reconstructed volume of size 180 × 180 × 180. The dataset is randomly divided in two, and the algorithm is applied separately on both halves to generate half-maps. The defocuses and astigmatism parameters of the CTF are estimated from each micrograph using Relion.

**Generator settings:** For each half-dataset we reconstruct a volume of size 180 × 180 × 180 pixels. Each pixel is of size 1.274 Å. The volumes are initialized with zeros, and the D2 symmetry of β-galactosidase is enforced during reconstruction. A uniform distribution is assumed for the poses. The CTF parameters estimated in Relion are used in the forward model of the CryoEM Physics Simulator. We set the parameter $B$ of the envelope function of the CTF (see [18]) such that it decays to a value of 0.4 at the Nyquist frequency. The translations (vertical and horizontal) are sampled independently from triangle-shaped distributions.

To handle the noise, we randomly extract (prior to the learning procedure) 41,123 patches of size (384 × 384) from the background of the micrographs at locations where particles do not appear; this is done by identifying patches with the lowest variance. We extract as many noise patches per micrograph as we have particle images. Each noise patch is then downsampled to size (192 × 192) and normalised. Then, during run-time, the noise patches are sampled from this collection, scaled, and added to the simulated projections. For consistency, the noise patch added to a given simulated projection is taken from the same micrograph that was used to estimate the CTF parameters previously applied to that specific projection. The scaling operation weights the contribution of the noise w.r.t. the projection signal. This is handled by multiplying the pixel values of the noise images and the projection images by two scalars that are learnt throughout the procedure. These two scalar values are the same for every pair of noise/projection images, i.e., the same amount of extracted noise is added to every simulated projection.

We apply a binary spherical mask of size (171 × 171 × 171) on the learned volume. To handle the sharp transition at the mask borders, we enforce the same clipping constraints on the masked volume as in the synthetic experiment.

**Discriminator architecture:** The architecture of the discriminator network is detailed in the Online Methods. The discriminator is initialized identically for both half-datasets. The projection images (real and fake) are smoothed with a Gaussian kernel before being given to the discriminator. The width of the kernel is initially set at 2 and decreases by 2% at every epoch.

**General settings:** The adversarial learning scheme is implemented in Pytorch [17]. For the opti-
mization, we use \( \{ \beta_1 = 0.5, \beta_2 = 0.9, \epsilon = 10^{-8} \} \) with a learning rate of \( 10^{-3} \) and a batch size of 8. The learning rate decreases by 8% at every epoch. The parameter for the gradient penalty term is kept to \( \lambda = 1 \) (cf Equation (10)). The discriminator is trained 4 times for every training of the generator (i.e., \( n_{\text{discr}} = 4 \) in Algorithm 1).

For this dataset, the algorithm is first run for 8 epochs (with translation search switch off) to produce a stable low-resolution reconstruction (15Å). The process is then restarted using this volume, and run for 12 epochs to obtained a high-resolution volume. In this second stage, we limit the refinement to the higher frequencies components above 15Å.

For the back-propagations, the norm of the gradients for the discriminator are clipped to a maximal value of \( 10^6 \). For the generator, the gradients for each pixel are clipped to a maximal value of \( 10^3 \). The clipping values linearly increase from zero to those maxima in the first two epochs. Doing so increases the stability of the adversarial learning scheme in the starting, in particular that of the discriminator. The gradients corresponding to the learning of the scaling ratios between the noise and projection images are clipped to a value of 10.

**Computational resources:** The reconstruction is run on a Nvidia P100 GPU with 18GB memory. Each epoch (i.e., a full pass through each half-dataset) lasts 10 minutes. The algorithm is run for 200 minutes.