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Abstract

Motivation: With the use of single-cell RNA sequencing (scRNA-Seq) technologies, it is now possible to acquire gene expression data for each individual cell in samples containing up to millions of cells. These cells can be further grouped into different states along an inferred cell differentiation path, which are potentially characterized by similar, but distinct enough, gene regulatory networks (GRNs). Hence, it would be desirable for scRNA-Seq GRN inference methods to capture the GRN dynamics across cell states. However, current GRN inference methods produce a unique GRN per input dataset (or independent GRNs per cell state), failing to capture these regulatory dynamics.

Results: We propose a novel single-cell GRN inference method, named SimiC, that jointly infers the GRNs corresponding to each state. SimiC models the GRN inference problem as a LASSO optimization problem with an added similarity constraint, on the GRNs associated to contiguous cell states, that captures the inter-cell-state homogeneity. We show on a mouse hepatocyte single-cell data generated after partial hepatectomy that, contrary to previous GRN methods for scRNA-Seq data, SimiC is able to capture the transcription factor (TF) dynamics across liver regeneration, as well as the cell-level behavior for the regulatory program of each TF across cell states. In addition, on a honey bee scRNA-Seq experiment, SimiC is able to capture the increased heterogeneity of cells on whole-brain tissue with respect to a regional analysis tissue, and the TFs associated specifically to each sequenced tissue.

Availability: SimiC is written in Python and includes an R API. It can be downloaded from https://github.com/jianhao2016/simicLASSO.git.

Contact: idoia@illinois.edu, mhernaez@illinois.edu

Supplementary information: Supplementary data are available at the code repository.

Introduction

Gene regulatory networks (GRNs) define regulatory relationships among genes, including for example relationships between transcription factors and their target genes. With the advent of next-generation sequencing, GRN inference has become one of the most important steps in determining cellular functions and modeling different systemic behaviors [4, 3]. Although they do not reflect post-transcriptional modifications, GRNs have been successfully used in many applications to elucidate new biological mechanisms and gene-level relationships in cells [7, 6].
These networks are usually represented as graphs, where the nodes are genes, and the edges represent a regulatory (or co-expression) relationship between the genes that they connect. These graphs can be classified, among others, as: directed, if the regulatory direction is known; weighted, where the weight of each edge represents the regulatory strength of the connection; or bipartite, where genes are split into disjoint sets and edges only connect genes of distinct sets. In addition, some GRN inference methods follow a module-based approach, where genes are first clustered in modules and then a GRN is inferred per module. In contrast to other methods that build a unique single GRN for the data \[10, 50\].

Until recently, most available gene expression data were derived from bulk RNA sequencing (RNA-Seq). These sequencing techniques are inherently agnostic to differences among diversity of cell type within a given sample, and can therefore only give an average measure of the gene expressions across all cells. Hence, GRNs inferred from bulk RNA-Seq data represent the transcriptional regulatory landscape of the sequenced tissue rather than of the individual cells.

With the advancement of single-cell RNA Sequencing technologies (scRNA-Seq), it is now possible to acquire gene expression data for individual cells in samples containing up to millions of cells. scRNA-Seq data is generally summarized as a matrix containing the expression values of genes (or transcripts) for each sequenced cell in a given sample. Further, the expression of each cell can be viewed as a snapshot of the cell development process, and similar snapshots can be clustered and ordered into groups which exhibit similar expression patterns. The groups of cells are often referred to as cell states and different states are characterized by different cell functionalities. Unfortunately, currently available scRNA-Seq expression data suffers from high sparsity caused by dropout effect, which complicates downstream analysis \[14\]. Recent work on scRNA-Seq data has focused mainly on data cleaning (e.g., imputation \[19\]), cell type clustering (e.g., cell state inferring \[20\]), and pseudo-temporal ordering of single cells during cell development \[21, 22, 38\].

The nature of scRNA-Seq data naturally limits the applicability of traditional GRN inference methods to single cell expression data. In particular, GRN inference methods for bulk RNA-Seq data assume that the gene expressions across samples are independent and identically distributed (i.i.d.). However, this no longer applies to single-cell data, as cells in the same state exhibit similar expression patterns. The newly developed computational methods for scRNA-Seq data provide a new landscape for single-cell GRN inference, as the data can be imputed, and the information on cell types and pseudo-temporal ordering can be used as side information for GRN inference \[13, 27\]. For example, the ordering of cells is used to infer the regulatory relationships among genes via ordinary differential equations \[23\], correlation methods \[31\], information theoretic measures \[8\], or boolean functions \[13\]. To control the dropout effect, \[20\] used time-stamped scRNA-Seq data and transformed the expression data into (ordered) distances between expression profiles before inferring the relationships among genes using ridge regression; and \[45\] converted the expression profiles into images and used additional side information to train a deep convolutional neural network for inference of gene relationships.

Additionally, GRN inference methods for bulk RNA-Seq data \[39, 24\] have been used as intermediate steps in the processing of cell-type inference, rather than as the final goal for network inference \[1\].

Note that all of the above-mentioned GRN inference methods produce a unique GRN per input dataset. However, different cell states across a differentiation path will be potentially characterized by similar, but distinct enough, GRNs, as it is natural to assume that there should be a smooth transition between the GRNs associated with each state. Similarly, same cell-types under different phenotypes are expected to have slightly distinct GRNs, where the differences could be associated with the phenotype. In this context, directly inferring GRNs independently for each state might result in a group of divergent networks that share little in common. It would therefore be desirable in this case to add some constraint on the inferred GRNs to ensure that GRNs of cell states that are closely related to each other do not change abruptly.

We propose a novel GRN inference algorithm for scRNA-Seq data, SimiC, that considers both of the above situations. It takes as input the single-cell imputed expression data, the cell labels (states) and the ordering information (if it exists), and produces a bipartite driver-target network for each of the states. If an ordering between the cell states exist, SimiC adds a similarity constraint when jointly inferring the GRNs for each state, ensuring a smooth transition between the corresponding GRNs. All the GRNs produced by the proposed method share the same nodes, given by the driver and the target genes, and differ only in the edges that connect them. Each edge has a weight associated with it that indicates the influence of the driver gene in the corresponding target gene. Thus, each GRN can be represented as an incidence matrix between the driver and the target genes, where each entry of the matrix represents the weight of the edge connecting the corresponding driver and target gene. The change of network activity between cell states can therefore be inferred from the change on the corresponding incidence matrices.

Evaluating the quality and accuracy of GRNs is not a straightforward task, as there are no clear metrics for
evaluation \cite{27, 11}. Besides, most existing GRN inference algorithms only give a static picture of the GRN and provide their hypotheses based on such networks. SimiC, on the other hand, generates multiple networks at the same time, providing a framework to further evaluate the network dynamics. We propose several methods to fully evaluate the network dynamics and find the main driver-target gene connections, including: 1) an importance score of the driver genes for each target gene; 2) local regression on the importance of driver genes across states to find the change of roles at different cell states; 3) a novel weighted Area Under the Curve (wAUC) score per driver gene for each cell calculated from its neighbour edges that captures the activity of the driver gene (and associated neighbouring gene set) at each cell state; and 4) changes of distributions of the wAUC scores from one state to another to elucidate the regulatory dynamics of driver genes across cell states. All these analyses have been incorporated into SimiC and provide a more robust and biologically insightful hypothesis of potential driver-target gene regulation pairs.

**Methods**

In what follows we describe SimiC in more detail, both the method and the evaluation metrics, and provide details on the considered datasets, including any pre-processing steps to generate the input data needed by SimiC.

**SimiC: LASSO with similarity constraints**

The workflow of the proposed method SimiC is summarized in Fig. 1 (including the evaluation metrics). It takes as input the imputed scRNA-Seq expression data, the cell state (label) of each cell, and the (linear) ordering between cell states, if such information exists. Note that the cell states and their ordering can also be inferred from the pseudotime of cells, if available. The output of SimiC is a set of incidence matrices representing the GRNs associated to each cell state.

**Notation:** scRNA-Seq data is expressed as a matrix of size the number of sequenced cells by the number of measured genes. We further classify genes as driver or target genes, and use notation $X$ and $Y$ to represent their expression matrices, respectively. If there are $c$ cells, $m$ driver genes and $n$ target genes, $X \in \mathbb{R}^{c \times m}$ and $Y \in \mathbb{R}^{c \times n}$. We use upper case notation $X_i \in \mathbb{R}^c$ ($Y_i \in \mathbb{R}^n$) to represent the expression of driver (target) gene $i$ across cells, and lower case notation $x_i \in \mathbb{R}^m$ ($y_i \in \mathbb{R}^n$) to represent the expression of cell $i$ across target (driver) genes. That is, $X_i$ is the $i^{th}$ column of matrix $X$ (analogously for $Y$), and $x_i$ is the transpose of the $i^{th}$ row of matrix $X$ (analogously for $Y$).

**Feature selection:** In order to apply the algorithm more efficiently and filter out the least informative genes for better robustness, we first perform a feature selection on the gene space. Specifically, we select separately the driver and target genes with the highest median absolute deviation (MAD) from their mean expressions. The MAD value is a measure of the variability across samples that is robust to outliers. Specifically, for a given gene expression profile $X_i$ (or $Y_i$), its MAD value is given by $\text{MAD}(X_i) = \text{median}(|X_i - \bar{X}_i|)$, where $\bar{X}_i$ is the average value of $X_i$. The expression of a gene is more scattered if its MAD is larger and vice versa.

**GRN inference background:** In the general setting of bipartite gene regulatory network inference, given a set of $m$ driver genes and a desire set of $n$ target genes, the goal is to find a weighted bipartite graph between these two sets, where the weights describe the regulation activity of gene pairs. The common assumption is that the expression of the target genes of a cell $i$, denoted as $y_i \in \mathbb{R}^n$, can be approximated by the linear combination of its driver genes, denoted as $x_i \in \mathbb{R}^m$, under a Gaussian noise assumption, i.e., $y_i = W^T x_i + b + \epsilon_i$. Here the matrix $W \in \mathbb{R}^{m \times n}$ is the incidence matrix between driver and target genes, with the $j^{th}$ column $W_j$ representing the GRNs associated to each cell state.
being the connectivity strength between target gene \( j \) and the set of driver genes. For ease of notation, we include the bias term \( b \in \mathbb{R}^n \) into \( W \) by extending \( x_i \) to \( (x_i, 1) \in \mathbb{R}^{m+1} \).

Given a group of i.i.d. expression profiles, the common approach is to minimize the approximation error \( \frac{1}{2}|Y - XW|^2 \) [10]. The solution to such least squares problem usually results in a dense incidence matrix \( W \). Yet, in practice, it is believed that only a subset of driver genes regulate a given target, and hence the connection in the graph should be sparse [16] [7]. In order to have a more robust model and sparse incidence matrices, the most common optimization problem for GRN inference is expressed as:

\[
\min_{W \in \mathbb{R}^{m \times n}} f(W) = \min_{W \in \mathbb{R}^{m \times n}} \frac{1}{2}|Y - XW|^2 + \lambda|W|_1
\]

This is a LASSO formulation, where \( Y \) is the target expression matrix and \( X \) is the driver expression matrix [15]. Such approach is effective when the expression matrix is composed of different samples of bulk sequencing profiles, which can be treated as i.i.d. samples. However, in the case of single-cell RNA sequencing, this assumption is no longer true. In addition, different cell states are expected to be governed by different GRNs, which correspond to different incidence matrices. To account for this, one approach would be to apply LASSO independently on each cell type. However, we would lose the information from the other cell states, which might be useful given that the cells generally come from the same region (or tissue) and a linear ordering may exist between them. In other words, in most scenarios the underlying regulatory networks of the different cell types are expected to share some common functions due to the asynchronous cell progression, which translates into some level of similarity between the corresponding incidence matrices.

**SimiC**: Here we propose a novel method, SimiC, which takes both the inter cell-state variance and the intra cell-state similarity into account, and jointly infers GRNs for each cell state. With the imputed expression data, the cell state labels for each cell, and the associated ordering, our optimization problem for GRN inference is defined as:

\[
\min_{W^1, \ldots, W^K} f(W^1, W^2, \ldots, W^K) = \min_{W^k \in [1 : K]} \sum_{k=1}^{K} \frac{1}{2}|Y^k - X^k W^k|^2 + \sum_{k=1}^{K-1} \lambda_2 |W^k - W^{(k+1)}|^2,
\]

where \( W^k \) is the incidence matrix of the GRN that we want to infer for cell state \( k \), \( K \) is the number of states, \( Y^k \) is the target expression matrix of cells in state \( k \), and \( X^k \) is the corresponding driver expression matrix. Assuming \( n \) target genes and \( m \) drivers, and \( s_k \) cells under cell state \( k \), the dimensions of \( Y^k, X^k \) and \( W^k \) are \( s_k \times n, s_k \times m, \) and \( m \times n \), respectively. Note that the dimension of \( X^k \) and \( Y^k \) may change across different states, but the dimension of the incidence matrices is always the same. The reason is that the GRNs for different cell states share the same set of nodes (driver and target genes), and only differ in the number of edges. The first summation in our objective with the \( \ell_1 \) regularization term, \( \sum_{k=1}^{K} \lambda_1 |W^k|_1 \), serves the same purpose as in LASSO, i.e., it controls the sparsity of the incidence matrices. With or without the cell states ordering, minimizing the first part (i.e., setting \( \lambda_2 \) to zero) is equivalent to solving LASSO for every state independently.

The second regularization term, \( \sum_{k=1}^{K-1} \lambda_2 |W^k - W^{(k+1)}|^2 \), is the similarity constraint. As mentioned in the previous section, we would like to smooth the GRNs transition process (we assume in the formulation that the cell states \( [1 : K] \) are linearly ordered). With the order of cell states given, it is reasonable to assume that two consecutive states should share common edges. This translates into minimizing the pairwise difference of the corresponding GRNs, so as to maintain the common graph structure among them. Note that adding a second order regularization term will tend to make the incidence matrices denser. The trade-off between adding the sparsity constraint and the similarity constraint is controlled through the values of \( \lambda_1 \) and \( \lambda_2 \). For example, in cases in which the cell states are well separated, the smoothness assumption of the GRNs is weaker and hence \( \lambda_2 \) should be smaller, and vice versa.

**Algorithm implementation**: Note that our objective function is convex on \([W^1, \ldots, W^K]\), but not smooth due to the existence of the \( \ell_1 \) norm regularization term. To solve the optimization problem, we use a random block coordinate descent (RCD) algorithm, summarized below (if numerical instability is encountered, a smooth version of \( \ell_1 \) norm can be used to approximate the gradient).

where \( W(t) \) indicates the incidence matrix \( W \) at iteration \( t \) and \( \gamma_k \) is chosen to be the largest eigenvector of \( X^k X^k \) for each cell state. The hyper-parameter \( \lambda_1 \) controls the sparsity of the \( W^k \) matrices, whereas \( \lambda_2 \)
controls the inter-matrix dependencies and thus can be tuned based on the underlying structure of the cell states. We choose them from the polynomial set \( \{10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\} \). Specifically, \( \lambda_1 \) and \( \lambda_2 \) are chosen using 5-fold cross validation, where the dataset is randomly split into training and validation sets in a proportion of 80 : 20. We evaluate the approximation performance by the average adjusted R-square value on the left out validation sets. This process is done in each pair of combination of \( \lambda_1 \) and \( \lambda_2 \) from the pre-selected polynomial set and the ones resulting in the highest average adjusted R-square are chosen as the final values of \( \lambda_1 \) and \( \lambda_2 \). The output of Algorithm 1 is a group of incidence matrices \( [W^1, \ldots, W^K] \), each corresponding to the GRN of one state. The \( W \) matrices all have the same dimension \( m \times n \) and the same column/row index for the corresponding driver-target pairs, i.e., entry \( W_{i,j} \) is the weight between the \( i \)-th driver and the \( j \)-th target genes.

**Evaluation metrics**

Unlike other methods, SimiC produces a group of GRNs, one per cell state, in which a similarity constraint is imposed across progressive cell states. To further analyze the underlying structure and dynamics of the GRNs, we propose here several evaluation metrics that capture the importance of the driver genes in a given state, as well as their change of role across different states. As part of the analysis, we also look at the importance of the driver genes at the cell level by taking into account the graph structure and the cell’s expression profile.

**Importance dynamics of driver genes across cell states**

For simplicity, we first consider the case in which we only infer one incidence matrix \( W \in \mathbb{R}^{m \times n} \), with \( m \) and \( n \) denoting the number of driver genes and target genes, respectively. Hence the \( i \)-th column of \( W \) represents the regulatory importance of the different driver genes over target gene \( i \), defined by the absolute value of the weights in \( W_i \). To filter out low weights, we perform a z-test on each \( W_i \) and select those with p-value smaller than 0.05. Then, for each target gene (column of \( W \)), we rank the significant edges by their absolute z-score in ascending order, and assign each one an importance score according to their position in the ranking (note that the importance score for the discarded edges is zero). That is, the more significant edges (higher ranked) will have a larger importance score. This process produces an importance matrix \( M \in \mathbb{R}^{m \times n} \).

Since SimiC produces \( K \) incidence matrices \( [W^1, \ldots, W^K] \), we infer the corresponding \( K \) importance matrices \( [M^1, \ldots, M^K] \), with \( M^k_{i,j} \) representing the importance score of driver gene \( i \) for target \( j \) at state \( k \). After applying the threshold described above, we can analyze the change of activity of each driver-target pair from state \( k \) to \( k + 1 \).

In addition, from the importance matrices \( [M^1, \ldots, M^K] \), we also compute the average importance score of each driver gene across all target genes. This corresponds to taking the mean of each row in \( M^k \), yielding the matrix \( \bar{M} \in \mathbb{R}^{m \times k} \), where column \( \bar{M}_k \) represents the average importance score of each driver gene at cell state \( k \). See Fig. 2 for an illustration. We then use a local linear regression to fit the state-importance curve, where the regression coefficients are weighted by a bell-shape exponential function. We select from this set of curves those exhibiting the largest variances. This gives us an estimation of how the role of a driver gene changes across different states. Hence, this analysis provides a glimpse of the network dynamics, as we can observe the change of importance of each driver gene across states. Note that the scoring features we use are robust to noise and there is no need for normalization, as the scale is the same for all driver-target pairs and different cell states.
Fig. 2: Workflow of driver importance. For illustration, we use a toy example with 3 states \( \{S_0, S_1, S_2\} \). \( W^k \) is the incidence matrix for state \( k \); \( D_i, i \in \{1, \ldots, m\} \), are the driver genes; \( T_j, j \in \{1, \ldots, n\} \), are the target genes; \( M^k \) is the importance matrix after the z-test for state \( k \); \( R^k \) is the average importance vector for state \( k \); and by concatenating all \( R^k \)s together we have the importance dynamics matrix \( \bar{M} \).

**wAUC score**

The importance dynamics used in the previous section look at the group effect of driver genes while transitioning from one state to another. To better understand how the activity changes in the cell population, we propose to use a new metric: the weighted Area Under the Curve (wAUC) that is based on the AUC score from [1]. In what follows, and following the nomenclature of [1], we denote as “the regulon of a driver gene” to its connected targets. However, contrary to [1], we take into account the weights of the edges between the target genes and the driver gene and coin it weighted regulon.

Hence, for each cell, the wAUC score serves to quantify the relative activity of a given weighted regulon with respect to the expression of all target genes in the cell at hand. Intuitively, for a given driver gene, if the overall expression of its weighted regulon in a cell is high and the weights between it and the target genes are large, then the driver gene in question may have a large influence in the expression profile of the cell. This is what the wAUC score tries to capture.

Similar to [1], we compute one wAUC score per driver gene and per cell. The input to the wAUC score workflow is the expression profile of the cell and the weighted regulon, and the output is the relative activity of this gene set in the cell. Note that in the objective of Eq. (3), the weights are directly comparable across drivers for a given target gene, but not across targets for a given driver since the expression for different targets may vary. Hence, we first normalize the incidence matrices \( W \) for each driver gene (i.e., each row) by dividing each element by the norm of the corresponding target expression. Next, for each cell, we order the normalized weights by the expression of the target genes in the cell. We denote the resulting normalized and ordered weight matrix by \( \hat{W} \). We then compute the cumulative sum of the ordered weights. The wAUC score of the considered driver gene in the cell is then defined by the normalized area under the cumulative sum curve, which can be expressed as:

\[
\text{wAUC (driver gene } i \text{)} = \frac{\sum_{t=1}^{T} \left( \frac{1}{T} \sum_{n \leq T} W_{i,n} \right)}{\sum_{i=1}^{T} W_{i,t}}
\]

where \( T \) is the number of target genes in the weighted regulon \( i \) (i.e., the number of non-zero edges of the considered TF). Note that the wAUC is a score between 0 and 1. When the larger weights are ranked higher (i.e., the corresponding target genes are highly expressed in the cell), the numerator is larger and the wAUC score will be closer to 1, which shows that the driver gene under consideration is more active in that particular cell. On the contrary, when the larger weights are ranked lower, the numerator gets smaller and the wAUC score will be closer to 0. The wAUC score is hence a comprehensive measure that takes into account both the gene expression and the weighted regulon structure information. More importantly, it can be computed for every cell and every driver gene, which gives us a higher precision measure of a driver’s activity within the cell population. The wAUCs are stored in a matrix \( A \in \mathbb{R}^{c \times m} \), where \( c \) is the number of cells and \( m \) is the number of driver genes. We compute the wAUC matrix \( A^k \) for each cell state \( k \in \{1 : K\} \) based only on the expression of the cells in that state and the corresponding incidence matrix \( W^k \).

Given a driver gene \( i \) of interest and the wAUC matrix for state \( k \), \( A^k \), we can compute the distribution of wAUCs for all cells in state \( k \). We can repeat this process for all \( K \) states, generating a set of \( K \) distributions.
for a given driver gene. Then, by analyzing the changes in distribution across two states, we can infer whether the driver gene in question plays a role in the state transition. On one hand, when the two distributions are “separated” (e.g., they have a non-overlapping support), the activity of the weighted regulon has shifted between states. This suggests that the driver gene may be highly correlated with the state transition. On the other hand, when the two distributions are similar, the regulon activity remains unchanged in both states. This suggests that the driver gene is less likely to have an influence in the state transition. To formally define the variation of the weighted regulon activity across multiple states, we use a combination of four different metrics based on total variation (TV). The TV of two probability measures $P$ and $Q$ on a countable sample space $\Omega$ is defined as:

$$\delta(P, Q) = \frac{1}{2} \sum_{\omega \in \Omega} |P(\omega) - Q(\omega)|$$

Let $\{P_1, \ldots, P_K\}$ denote the set of wAUC distributions. We compute the TV of all pairwise distributions in the group of distributions and put them in a list $l_{TV}$. We then consider the following 4 versions of total variation for multiple distributions:

1. Average TV: the average of all TVs in $l_{TV}$.
2. Median TV: the median of all TVs in $l_{TV}$.
3. Max TV: the maximum of all TVs in $l_{TV}$.
4. Minmax TV: computed as

$$\delta_{\text{minmax}}(\{P_1, \ldots, P_K\}) = \frac{1}{K} \sum_{\omega \in \Omega} \left( \max_{P_i} P_i(\omega) - \min_{P_j} P_j(\omega) \right)$$

It can be easily verified that all these metrics have values between 0 and 1, with values closer to 0 when the group of distributions is more similar to each other, and closer to 1 when the group of distributions is more divergent. The average TV is an overall measure of how divergent the group of distributions is. The median TV is more robust to outliers, especially when there are only a few pair of distributions that are close (or separated). The max TV only looks at the furthest pair of distributions so it captures how spread the group is. The minmax TV focus on the outline of all distributions jointly, and it takes a higher value when the distributions are more disjoined than when they overlap with each other. Note that when $K = 2$, all of the above metrics degenerate back to the original definition of total variation.

In an attempt to summarize all this information, we order all the driver genes by these 4 metrics, and select the top and last $k$ driver genes from each metric as candidates. We further perform the Kolmogorov-Smirnov test on each distinct pair of distributions, and selected the TFs with a FDR adjusted p-value smaller than 0.05. The intersection of these candidates will correspond to the most variant and invariant driver genes based on wAUC distributions across different states. These sets capture the variation of driver genes from several perspectives and bring more biological insights into the dynamic process of cell state transition.

**Data**

Each (raw) scRNA-Seq dataset can be viewed as a matrix with dimension the number of cells that were sequenced by the number of genes that were measured, and each entry corresponds to the expression of a given gene for a particular cell. In this work, we test and validate our proposed method on the two single-cell RNA-Seq datasets described below.

**Mouse hepatocyte cells:** This dataset was used for the study of liver regeneration at single cell resolution and contains around 18K hepatocyte cells obtained at different time points from a mouse regenerating liver. Specifically, 2/3 partial hepatectomy was performed wherein the left lateral and median liver lobes were excised from 8-12-week-old mice. Mouse livers from adult, P14 (postnatal-day 14) as well as from multiple time points (24h, 48h, and 96h) post-surgery, were perfused to isolate single liver cells and sequenced with the 10x chromium pipeline. The different sequencing experiments across time points where merged using Seurat [35], batch effects removed with BEER [46], and the linear ordering (based on pseudotime) was inferred using Monocle2 [38, 28]. Non-hepatocyte cells were identified and removed from the dataset. Specifically, two different sets of cell-state annotations were inferred for hepatocytes along the pseudotime trajectory; one with 9 transition states as inferred by Monocle2, and another simplified empirical annotation with 3 transitioning state. Finally, for this dataset, the considered driver genes were the transcription factors (TFs) obtained from the mouse TF database of [19].
Honey bee brain cells: For this published dataset (GEO accession ID GSE130785, [37]), we compared the GRN dynamics at two different phenotypes (tissue of origin) rather than across a linear cell path. Specifically, scRNA-Seq on the whole brain (WB) and mushroom bodies (MB) of two individual honey bees was performed as previously described [37]. The honey bee WB is composed of 1,000,000 neurons, with the MB constituting roughly 1/3rd of the total cell count. Transcription factors were obtained from [32, 9] and used as driver genes. We used this dataset to explore differences in GRN activity between a cellularly diverse tissue (WB) and a specific subregion (MB).

Due to the limitations of current single-cell sequencing technologies, the raw scRNA-Seq datasets (i.e., the raw expression matrices) are often extremely sparse [30]. However, since thousands of cells are sequenced in a single experiment, it is possible to impute the missing expression values by using combined information from all the sequenced cells. Thus, SimiC uses imputed data for the inference of GRNs. In particular, we use MAGIC [41] to impute the considered datasets.

Results and Discussion

The proposed method SimiC and the wAUC score analysis are provided both as a Python package and as an R API. In addition, we provide a Jupyter notebook to run the method as well as the whole analysis pipeline. All experiments were run on a Linux machine with 80 cores and 504 GB of memory, Python version 3.6.5 and the requirements specified in the GitHub repository. In all experiments, we choose the top 200 TFs with largest MAD values from the given TF set, and the top 1,000 target genes with largest variance. Finally, the enumeration of the states shown in the results is always sorted by the provided linear ordering.

Transcription factor dynamics of hepatocyte cells in liver regeneration

Importance of TFs: We start by analyzing the importance dynamics of the considered TFs across the 9 states inferred by Monocle on the mouse hepatocyte cells (see Supplementary Data 1 on the code repository). To that end, we apply SimiC to obtain the corresponding incidence matrices. Recall that for each state $k$ we have a TF importance matrix $M^k \in \mathbb{R}^{m \times n}$. Fig. 3 shows in red, for each target gene (column in the matrix), the significant TFs after the z-test based on their regulatory weight inferred by SimiC. To illustrate the importance dynamics of TFs across cell states, we fit the values of a given TF (i.e., a row of the matrix $\hat{M}$) via a local regression function as defined in the previous section. For ease of illustration, we select only some of the TFs highlighted in Fig. 3 that serve as representatives of the different observed behaviors (Fig. 4).

Among the list of TFs found in the importance features, we found a well-known driver gene for liver regeneration: ID3 [36]. ID3 gene encodes protein inhibitor of DNA binding 3 and has been implicated in liver regeneration due to its involvement in progression to S-Phase from G1 phase of cell cycle and thereby promoting liver regeneration. As shown in Fig. 4 its importance score increases rapidly in early stages, and stays high across all regeneration stages. This is reflected also in Fig. 3 where we observe a variation on importance across the different cell states for TF ID3. Similarly, TF YBX1, which is known to be upregulated during liver regeneration [10], increases its importance as the liver regenerates.

Other TFs, such as CEBPA, CEBPB and JUND, exhibit a constant importance across all cell states (see Fig. 4), and no large variation for them is found between cell states. This suggests that they might play an important role across all stages of liver regeneration. JUND, for example, has been shown to play a protective role, reducing I/R injury to the liver by suppressing acute transcriptional activation of AP-1 [22]. Similarly, CEBPA and CEBPB are known to play active roles in both initiation and termination phases of liver regeneration [17, 18, 2].

wAUC score analysis: Next we analyze the cell dynamics by looking at the wAUC scores. For better illustration, we further group the 9 states inferred by Monocle into 3 meta states by combining states with fewer cells and similar expression profiles. In particular, we map states 1, 2, 3 into a new state 0, state 4 is renamed as state 1, and states 5, 6, 7, 8, 9 are mapped into a new state 2.

For each TF and each cell state we compute a distribution of wAUC scores across its cells, yielding a total of 3 different wAUC histograms for each TF (see for example Fig. 5). Using the total variance (TV) metrics, we can further order the TFs by their histogram discrepancy. A shift of histograms indicates a change in the relevance of the weighted regulon across states. For example, a shift towards higher values of the wAUC histogram from State 0 to 1 indicates that the weighted regulon (and, hence, the associated TF) is overall more active in the latter state than the former. Fig. 4 shows the distributions obtained for driver genes CEBPA,
Fig. 3: TF importance matrices $M$ for the 9 states of the Hepatocyte data. The highlighted TFs correspond to the top 5 TFs in each state (i.e., those with the highest score). We also include NCOR1 and NR0B2 as they are mentioned in the discussion.
Fig. 4: Importance dynamics across states of some of the TFs highlighted in Fig. 3. See Supplementary for additional plots.
ID3, NCOR1, and YBX1. We selected these 4 as their wAUC distributions are a good representation of the different behaviours we observe. In addition, they serve to highlight the complexity of the GRNs and the importance of analyzing them from different perspectives to further understand the dynamics involved. In particular, the wAUC score provides additional information to further understand the change of driver activity across states. For example, TF CEBPA has one of the smallest TV values and could have been undetected, even though it plays a key role in all cell states (Fig. 4). On the contrary, TF NCOR1 exhibits a clear shift on the support of the wAUC distributions, which suggests that it becomes more active in cells from state 2. However, it goes undetected if we only focus on the TF importance dynamics across states (Fig. 4). The reason for these different behaviors is that the importance score looks only at the incidence matrices, specifically, at how the relative weight for a TF (with respect to the other TFs) varies across different target genes. However, the wAUC score normalizes the weights for a given TF, extracts the important target genes, and then looks at the expression of those target genes cell by cell. As such, the wAUC score captures better the cell dynamics across states, whereas the importance score highlights those TFs that are connected to a large portion of the target genes in the obtained GRNs with a large weight.

We can further investigate the results by looking at the UMAP plot of the imputed expression matrix, and color code each cell by its corresponding weighted regulon wAUC value. An example of the color coded UMAP plots for TFs ID3, NCOR1, and YBX1, as well as the true cell state labels are shown in Fig. 5. TF CEBPA is omitted here since its wAUC histograms do not show much variation across states, resulting in a more uniformly color-coded UMAP plot. As expected, the UMAP plot for TF NCOR1 resembles that of the true label, due to the clear shift obtained in the wAUC distributions. Also, due to the concentration of wAUC values of cells in state 0 for TF YBX1, we observe a uniform color across cells from state 0 in the corresponding UMAP plot. Finally, we refer to the Supplementary Data 2 and 3 on the code repository for the wAUC histograms and UMAP plots for all considered TFs.

**Intersection of the set of targets in different states:** wAUC score captures the regulon activity by considering both the subgraph structure and the gene expression values. However, we have multiple states, each with a different regulon subgraph structure, used to generate the wAUC score. The previously shown wAUC results are based on all considered targets genes, i.e., the considered regulons consist of the edges from the TF to all target genes (note however that some of these edges may have a weight equal to zero). Different states may therefore have different active links (non-zero edges) between the TFs and the target genes.

We now investigate the wAUC scores and corresponding distributions when considering only the intersection of active target genes in all states for a considered TF. This forces all subgraph topologies to be the same, and allows us to focus on the effect of the weight differences. In addition, we can analyze whether the subgraph topology or the weights play a more important role in the weighted regulon activity. To find the set of active targets for each TF in each state, we perform a two-tailed z-test on the learned incidence matrices \( \{W^1, ..., W^K\} \). For a given TF and state, we then consider as active target genes those whose associated weights have a p-value smaller than 0.1. As an example, we focus on TF NCOR1, which has been shown to have a role in liver regeneration in mice [29]. We refer to Supplementary Data 4 and 5 on the code repository for all other considered TFs. We first show the Venn diagram of the intersection of active target gene sets for the different states (Fig. 7). From the Venn diagram we observe that the number of active target genes decreases significantly from state to state, and the intersection across all three states is composed of only 10 genes. When looking at the UMAP plots, we see that the result when considering all target genes (Fig. 5) captures the cell states structure, while maintaining a smaller range of wAUC scores.

**Comparison with other methods**

We first compare SimiC to the state-of-the-art methods SCENIC [11] and SINCERITIES [26]. Note that, to the best of our knowledge, the closest method to SimiC is SCIMITAR [12]. However, it was left out of the analysis as it cannot be run on over 10K cells (an “out of memory” error is obtained). Contrary to SimiC, SCENIC and SINCERITIES do not provide the framework to study the dynamics of the GRNs across cell states. Specifically, while SINCERITIES requires an input very similar to that of our proposed method SimiC, it generates only a unique (and small) GRN for all the cell-states (i.e., the output is a single GRN). On the other hand, SCENIC has an AUC measure similar to that of SimiC, but it is done in an uniform weight.
setting (i.e., the edges of the corresponding subgraph do not have a weight associated to them). In addition, SCENIC only takes a single cell-state (input expression matrix) as input, lacking the capability of exploiting inter-cell-state information.

For the comparison, since neither of these methods contemplates the TF importance measure implemented in SimiC, we focus mainly on the AUC/wAUC analysis. For a fair comparison, we apply SCENIC independently to each state and then generate the corresponding AUC matrices. For SINCERITIES, an uniform AUC matrix is computed using the generated GRN. Finally, the different methods generate GRNs for a different set of driver genes (TFs). For example, in SCENIC, genes such as NCOR1 and ID3 are filtered out. Hence, for the comparison with SCENIC and SINCERITIES, we focus on the driver gene JUND mentioned before, which is present in all of them. For the AUC histograms and UMAP plots of all other TFs we refer the reader to Supplementary Data 6 on the code repository.

**SimiC vs SCENIC:** Fig. 8a shows the AUC/wAUC histograms and the corresponding UMAP plots for SCENIC and SimiC. In SCENIC, the histograms for states 0 and 1 are similar, with both histograms concentrated in the same values and having a clear peak. In SimiC, on the contrary, there is a clear distinction between the peak obtained in state 0 and the other states. The higher peak value in state 0 also shows that the TF JUND is more active in early stages and promotes hepatocyte proliferation, which is confirmed in the existing literature [31, 5]. Such separation can also be easily seen in the wAUC colored UMAP plots, as SCENIC has only a few outliers highlighted in the cells from state 2, whereas SimiC shows a different pattern and captures state 0 nicely.

**SimiC vs SINCERITIES:** Fig. 8b shows the AUC histogram and the corresponding UMAP plot obtained with SINCERITIES for TF JUND. As mentioned before, SINCERITIES utilizes the state ordering information (similar to SimiC), but it only outputs a single GRN. Hence, no GRN dynamics can be inferred from the obtained single histogram. We observe that the AUC histogram resembles a Gaussian distribution with a much larger range (support) than SCENIC and SimiC (Fig. 8a). In addition, cell states can not be differentiated when plotted in the UMAP plot when colored by their AUC scores; and highly active cells (those with high AUC values) are spread out across different states. Thus, SINCERITIES fails to capture the JUND regulon activity in the different cell states. One reason may be the construction of a single GRN instead of one per cell state.

**SimiC vs LASSO:** We now show the importance of the similarity constraint imposed by SimiC. In particular, we analyze the wAUC scores using the incidence matrices obtained with (SimiC) and without (LASSO) the similarity constraint. Note that in LASSO, the GRN of each state is inferred independently (i.e., $\lambda_2 = 0$ in Eq. (3)). We first focus on gene NCOR1, which exhibited a shift in the wAUC histograms obtained with SimiC (Fig. 8c). The wAUC histograms for LASSO, as well as the corresponding UMAP plot, are shown in Fig. 8c. As it can be observed, the shift on distributions is lost when LASSO is used (i.e., when there is no similarity constraint and the GRNs are inferred independently for each state). As such, the UMAP plot color coded with the wAUC values obtained with LASSO fails to capture the different states. On the contrary, the UMAP plot from SimiC separates state 2 from the other two, showing a higher regulon activity for this state (Fig. 8c).

Another example is shown for TF NR0B2, which is also found to play a important role in liver regeneration [44]. Fig. 8d shows the wAUC histograms and corresponding UMAP plots for SimiC and LASSO. From the wAUC histograms, we can observe that both methods capture a similar behaviour for states 0 and 1, but a different one for state 2. In particular, SimiC shows a decreased in activity for this state, whereas LASSO shows an increased of the regulon activity. Yet, in the UMAP plot, SimiC captures state 2 more accurately than LASSO.

**Running time and memory consumption:** We use the results obtained with the hepatocyte dataset to illustrate the complexity of each of the considered methods. The full pipeline of SimiC took approximately 38 hours, including GRNs inference (40 minutes) and the computation of the wAUC scores (37 hours). The full pipeline of SCENIC took instead approximately 45 hours of CPU time, and SINCERITIES employed 1 hour for the network inference part (i.e., without the computation of the AUC matrices). Finally, note that SCENIC also provides an optimized Python package which utilizes all the cores and runs in about 1 hour. Our code could be optimized in a similar fashion, boosting the running time. The memory consumption of all methods was under 32GB in all performed experiments.
Transcription factor dynamics of the honey bee whole brain and a brain subregion.

To further validate the proposed method, we analysed the transcriptional dynamics between two brain tissues samples from the honey bee (Apis mellifera). Specifically, for this data SimiC infers GRNs across two brain samples rather than on an ordered set of cell states. We aim to find which TFs are specific to (or more relevant in) the honey bee mushroom body (MB) with respect to the whole brain (WB), using published scRNA-Seq data [37], and analyze their associated regulatory activity. Additionally, since the honey bee is not a model organism, any GRN inference method that requires side information, such as [1, 45] would not work on these data, as side information on the honey bee is very limited.

As before, we start with the TF importance dynamics between MB and WB. As shown in Fig. 9a, several TFs, such as LOC413474 and LOC409483 have a high importance score for WB, but not MB. LOC413474 has been previously identified as driver genes of GRNs in WB tissue [29, 9, 14], and LOC409483 was shown to be expressed throughout the entire brain, including MB, in another insect species [33]. Moreover, [32] showed that LOC100576186 and LOC412916 are differentially expressed in MB following caregiving, which may be driving the difference in importance observed between MB and WB (Fig. 9a).

We next focus on the cell dynamics for the above-mentioned TFs. We focus on two particular cases which show two different TF dynamics across cells. First, the larger support of the wAUC histograms of WB in comparison to MB aligns to the larger cell heterogeneity found on WB tissue (Fig. 9c and 9d, see also Supplementary Data 8 available in the code repository for the wAUC histogram and UMAP plot for all TFs). In addition, we can observe that the UMAP plots, when colored based on the wAUC scores, show a progressive gradient across the cells. This implies that the wAUC score captures the cells progressions within one tissue (Fig. 9). Finally, note that the cells in the UMAP plot are not separable, however, for some TFs, such as LOC409483 (Fig. 9d, other examples available in Supplementary Data 8), one could perfectly separate both MB and WB cells by appropriately thresholding the wAUC score based on the histograms.

Conclusion

We have introduced SimiC, a novel single-cell gene regulatory network inference (GRN) method. Contrary to state-of-the-art methods, SimiC jointly infers a GRN for each cell state across a differentiation path by imposing a similarity constraint across GRNs of contiguous states. Hence, SimiC is able to model the transition regulatory dynamics via the inferred GRNs. To help analyze and interpret the inferred GRNs, as well as provide insights into the dynamics of the driver and target pairs, SimiC includes a set of evaluation metrics. In particular, SimiC identifies, per cell state, the driver genes that play an important role in regulating the target genes. In addition, for a given driver, SimiC computes a histogram (one per state) that captures its activity in the cells. We show on a hepatocyte and a honey bee single-cell datasets that SimiC is able to capture the state dynamics, identifying in both cases known important TFs. Comparisons with existing methods SCENIC and SINCERITIES highlight the importance of the added similarity constraint. Finally, SimiC does not use any species-specific side information, and hence it can be applied to single-cell data of any species.
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(a) CEBPA: Small total variation.

(b) ID3: Large peak shift.

(c) NCOR1: Large support shift.

(d) YBX1: Variance in support.

(e) JUND

(f) NR0B2

Fig. 5: Examples of different wAUC histograms obtained with SimiC for different TFs.
Fig. 6: Examples of UMAP plots color-coded by the wAUC score obtained with SimiC.
Fig. 7: Venn diagram of active target across states (left) and UMAP plot color coded by the wAUC score when considering only the intersection of active target genes for TF NCOR1.
Fig. 8: wAUC score histograms (left) and the UMAP plot color coded with the wAUC values (right) of different GRN inference methods for different TFs.
(a) Importance dynamics of TFs across MB and WB.

(b) True label of Bees dataset

(c) UMAP of expression color coded by wAUC of gene Loc413474

(d) UMAP of expression color coded by wAUC of gene Loc409483

Fig. 9: weighted AUC results of intersection of active targets.