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Abstract
Breast cancer progresses in a multistep process from primary tumor growth and stroma invasion to metastasis. Progression is accompanied

by a switch to an invasive cell phenotype. Nutrient-limiting environments exhibit chemotaxis with aggressive morphologies characteristic
of invasion. The mTOR pathway senses essential nutrients, informing the cell to respond with either increased chemotaxis and nutrient
uptake or cell cycle progression. Randomized clinical trials have shown that mTOR inhibitors (mTOR-I) improve the outcome of metastatic
breast cancer patients. However, there are considerable differences between and within tumors that impact the effectiveness of mTOR-I,
including differences in access to nutrients. It is unknown how co-existing cells differ in their response to nutrient limitations and how this
impacts invasion of the metapopulation as a whole. We integrate modeling with microenvironmental perturbations data to investigate invasion
in nutrient-limiting environments inhabited by one or two cancer cell subpopulations. Hereby subpopulations are defined by their energy
efficiency and chemotactic ability. We calculate the invasion-distance traveled by a homogeneous population. For heterogeneous populations,
our results suggest that an imbalance between nutrient efficacy and chemotactic superiority accelerates invasion. Such imbalance will
segregate the two populations spatially and only one type will dominate at the invasion front. Only if these two phenotypes are balanced do the
two populations compete for the same space, which decelerates invasion. We investigate ploidy as a candidate biomarker of this phenotypic
heterogeneity to discern circumstances when inhibiting chemotaxis amplifies innternal competition and decelerates tumor progression, from
circumstances that render clinical consequences of chemotactic inhibition unfavorable.
Significance: A better understanding of the nature of the double-edged sword of high ploidy is a prerequisite to personalize combination-
therapies with cytotoxic drugs and inhibitors of signal transduction pathways such as MTOR-Is.

Introduction
Invasion and infiltration are hallmarks of advanced cancers, in-

cluding breast cancer, and accumulating evidence suggests that
invasive subclones arise early during tumor evolution [1]. MTOR
inhibitors (mTOR-I) significantly decrease migration of breast can-
cer cells in a dose-dependent manner [2]. A meta-analysis of four
randomized clinical trials concluded that adjuvant therapy with
mTOR-Is, such as rapamycin, benefits metastatic luminal breast
cancer patients [3]. Rapamycin inhibits cell motility by a mech-
anism similar to that by which it inhibits cell proliferation [4],
suggesting that the mTOR pathway lies at the intersection of a cell’s
decision between proliferation and migration.

The extracellular matrix (ECM) provides structural support for
cells and plays an important role in tumor cell migration. Some
ECM proteins, such as fibronectin and vitronectin [5], bind solu-
ble growth factors and regulate their distribution to the cells [6].
Importantly, binding to the ECM can cause soluble factors to act
and signal as solid-phase ligands. Proteolytic degradation of these
ECMs creates chemotactic and haptotactic gradients causing cells
to invade in a directed fashion along the ECM [7], with minimal
interference from chemokinetic (i.e. random) movement [8]. Sev-
eral of these matrix proteins stimulate cell-motility through integrin
receptors [9, 10]. The microenvironment microarray (MEMA) plat-
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form allows for combinations of ECMs and ligands to be evaluated
for their impact on cellular phenotypes [11, 12]. Hereby, insoluble
ECM proteins are printed on a solid substrate to form spots upon
which cells are grown. Soluble factors are added to the culture
medium within each well of a multi-well plate. These factors in-
clude hepatocyte growth factor (HGF), a soluble ligand involved
in the regulation of breast cancer cell proliferation and invasion
[5, 13].

Infiltrating and invasive phenotypes are often observed among
high-ploidy cells. Converging evidence from different cancer types,
including colorectal-, breast-, lung- and brain cancers, suggests a
strong enrichment of high ploidy cells among metastatic lesions
as compared to the primary tumor [14, 15]. Even in normal devel-
opment: trophoblast giant cells - the first cell type to terminally
differentiate during embryogenesis - are responsible for invading
the placenta and these cells often have hundreds of copies of the
genome [16]. Coexistence of cancer cells at opposite extremes
of the ploidy spectrum occurs frequently in cancer and is often
caused by whole genome doubling (WGD). Similar to infiltration,
the timing of WGD is early in tumor progression across several
cancer types [17, 18], including breast cancer. Tetraploid cells re-
sulting from WGD often lose regions of the genome, giving rise
to poly-aneuploid cancer cells (PACCs). Multiple studies have de-
scribed a minority population of PACCS with an unusual resilience
to stress [19–21]. A very recent investigation of evolutionary selec-
tion pressures for WGD suggests that it mitigates the accumulation
of deleterious somatic alterations [22]. However, it is not clear what
costs cells with a duplicated genome pay for this robustness.

To address this question, we developed a mathematical model of
co-evolving tetraploid and diploid clones under various energetic
contingencies. We calibrate the model to recapitulate doubling times
and spatial growth patterns measured for the HCC1954 ductal breast
carcinoma cell line via MEMA profiling. This includes exposure of
HCC1954 cells to HGF in combination with 48 ECMs, followed
by multi-color imaging [11]. Our results show that long-term coex-
istence of diploid and tetraploid clones occurs when sensitivity of
the latter to energy scarcity is well-correlated to their chemotactic
ability to populate new terrain. Higher energy uniformity through-
out population expansion steers selection in favor of the diploid
clone, by minimizing the fitness gain the tetraploid clone gets from
its chemotactic superiority. Better understanding of how these two
phenotypes co-evolve is necessary to develop therapeutic strategies
that suppress slowly-proliferating, invasive cells before cytotoxic
therapy favors them.

Materials and Methods
Overall model design

We modeled growth dynamics in polyploid populations of vari-
ous subpopulation compositions. At the core of our model lies the
assumption that chemotactic response to an energy gradient is a
function of the cell’s energetic needs. This trade-off implies that het-
erogeneous populations will segregate spatially, with more energy
demanding cells leading the front of tumor growth and invasion.

We model competition for energy in a heterogeneous population,
consisting of goer and grower subpopulations, to predict their be-
havior during plentiful and energy sparse conditions. Sensitivity
to the available energy is modeled via a Michaelis-Menten type
equation with coefficients �i that determine the amount of energy
population i needs for a half-maximal growth rate. We assume both
goer and grower have the same random cell motility coefficient
�, the same chemotactic coefficient � and maximal growth rate �.
However, their chemotactic motion is asymmetrically sensitive to
the amount of energy available. This is accounted for by ⌅i. The
goers (U ) are more motile and require more energy compared to the
growers (V ). This manifests itself mathematically via the parameter
relations �U > �V and ⌅U < ⌅V .

Quantitative estimates of how a cell’s growth rate and motility
depends on energy availability have been described [23–25]. En-
ergetic resources come in various forms, and the identities of the
limiting resources that ultimately drive a cell’s fate decision vary
in space and time. We used MEMA profiling to investigate what
likely is only a narrow range of that variability – 48 HGF-exposed
ECMs. HGF stimulates both growth and migration of epithelial and
endothelial cells in a dose-dependent manner, whereby maximal
growth-stimulating effects have been reported at concentrations
twice as high as concentrations that maximize migration [26]. In
line with these reports, our model implements a shift from prolifer-
ation to migration as resources get depleted.

Mathematical models of a dichotomy between proliferation and
migration are numerous [27–29], but whether the two phenotypes
are indeed mutually exclusive remains controversial [30]. Our ef-
forts to use mathematical modeling to inform what cost high-ploidy
cells (goers) pay for their robustness builds upon these prior works.
We extend it by accounting for differences in the rate at which
cells consume energy (a) and differences between media in the rate
at which energy diffuses (coefficient �E). For mid-range energy
diffusion coefficients our model describes directed cell motility
in response to a gradient of a soluble attractant, i.e. chemotaxis.
By contrast, small values of �E approximate cell motility towards
insoluble attractants, i.e. haptotaxis. As such, the chosen value
for �E sets where along the continuum between haptotaxis and
chemotaxis directed cell movement resides. A special case applies
when the energy diffusion coefficient is very large relative to cell
movement, in which case neither chemotaxis nor haptotaxis occurs.
All these energetic contingencies determine whether phenotypic
differences between goers and growers manifest as such, and ex-
plain why non-proliferative arrested cells can have the same motility
as cycling cells [30]. A future extension will be to integrate our
model of the potential cost of high ploidy with existing Markov
models of the robustness benefits it can provide against deleterious
mutations [22, 31, 32]. With a better understanding of the nature
of the double-edged sword of high ploidy, we aim to contribute
towards personalized combination-therapies with cytotoxic drugs
and inhibitors of signal transduction pathways such as MTOR-Is.
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Quick guide to equations
Our model assumes that the energy diffusion coefficient �E

depends on the type of media or surface upon which the cells
grow. We also suppose that energy is consumed in proportion to the
amount of cells present. For cell motility, we assume it is driven
both by random cell motion and chemotaxis. This leads to our
general coupled system:
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The system (1) is defined on a dish of radius R subject to no-flux
boundary conditions. We assume the cells U, V are initially concen-
trated at the center with radius ⇢0  R and initial concentrations
U0, V0. Further, we assume that the energy density is uniformly
distributed on the plate with initial value E0. All parameters ex-
cept otherwise stated are independent of any of the state variables
(Ẽ, U, V ). The energy is consumed at rate �. Both cells can divide
at the maximal rate �, but are restricted by the energy density Ẽ.
The cells can locally grow to a local maximal density given by K.
This parameter is often cell line-dependent and is related to contact
inhibition and a cell’s ability to grow on top of each other.

We now convert our system to dimensionless form that was
used for all subsequent simulations and analysis via appropriate
re-scaling (Appendix),

@E
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E � aE(u+ v), (2a)

@u

@⌧
= r ·

✓
bru� u

rE

⇠U + E

◆
+

E

�U + E
u(1� u� v), (2b)

@v

@⌧
= r ·

✓
brv � v

rE

⇠V + E

◆
+

E

�V + E
v(1� u� v), (2c)

Hereby re-scaling simplified the system from thirteen (ten parame-
ters and three initial conditions) to nine (seven parameters and two
initial conditions), with dimensionless variables �E = �E/�, a =

�K/�, b = �/�, � = �/E0 and ⇠ = ⌅/E0.

Infiltration
An important question in cancer dynamics is infiltration into

and through tissue. The desire for cells to move is inherently tied
to the availability of nutrients and space. To this end we define
 (⌧) := [⇢(⌧)� ⇢0]/⇢0 where ⇢(0) = ⇢0, the initial radius of cell
seeding density.  can be thought of as a non-dimensional measure
of infiltration attained after time ⌧ . This dimensionless measure
has the added benefit of being scale-independent. An inherent
difficulty with random cell motility and calculating infiltration is
that the system always reaches the boundary of the dish in finite

time. Instead we will define the maximum degree of infiltration to be
given by the time needed for the total energy to be below a threshold
" ⌧ 1. For simulations, we took the 1-norm kEk1 < " = 1e� 4.

In general, the maximum degree of infiltration is difficult to pre-
dict analytically, so we will only consider the single subpopulation
case when obtaining our analytical estimates. We will also make
use of the simplification that most energy-type molecules (e.g. glu-
cose) have a diffusion coefficient that is very large, relative to cell
movement. This allows us to write a reduced model which has
energy homogeneous in space (S3a)-(S3b).

Table 1. Measured and inferred simulation parameters. (1) One-
population model; (2) Two-population model. Parentheses indi-
cate ranges with multiple equally good fits. Corresponding non-
dimensional parameters are shown in Supplementary Table 4.

No chemotaxis infiltration estimate
We can derive an estimate for infiltration in the absence of chemo-

taxis by appealing to (S3a)-(S3b). These logistic growth-reaction-
diffusion models often exhibit complex dynamics. One such exam-
ple is that of a traveling-wave solution, where one state, typically the
stable state, travels (infiltrates) through the domain. The canonical
example of this phenomenon is the Fisher-KPP. In contrast to the
Fisher-KPP and other biology equations subsequently studied, our
model has a decaying growth rate and so the magnitude of the non-
linearity that caused the traveling wave is tending to zero. Therefore,
in the classic sense, our system does not admit a traveling wave.
We here extend the theory by assuming a separation of time scales
between consumption of energy (e.g. decay of energy-dependent
growth rate) and the speed of the traveling wave.

To begin, we make the assumptions that the wave speed is a slow
function of r and ⌧ . The solution obtained will verify that these
assumptions are valid for our system. Our ansatz takes the form
u(r, ⌧) = U(r � ⌘⌧) = U(z). Note that in spatial equilibrium,
u = 1 is stable and u = 0 is an unstable steady state. If the unstable
state is what governs the wave speed, then the wave is said to be
“pulled", otherwise it is “pushed" [33, 34]. The resulting analysis
yields a coupled system of ODEs that govern the speed of the front
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(Appendix):

dE
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We see that our assumptions on the behavior of the traveling wave
are verified, since ⇢ is assumed much larger than 0 and 0 ⌧ ⇢ ⌧
R. This shows that E is a slowly varying function of time and
⌘ = d⇢/d⌧ is a slowly varying function of time and its current
distance from the center. In other words, a traveling wave will only
form when the initial seeding radius is relatively large (⇢0 ⇠ 1 was
sufficient in most simulations).

Estimating the degree of infiltration from equilibration
The previous section yields a system that can be integrated to

track the evolution of the cell front over time. However, we may
be more interested in how far it will ultimately travel before energy
exhaustion and not the speed at which it gets there. An interesting
alternative to tracking the wave over time is to only assume it
travels as a wave, but only record the density after the system has
reached uniformity. This is possible if the death rate (which has
been neglected) is much smaller than the time it would take the
cells to spread uniformly. If this is the case, we can bind the degree
of infiltration from only knowing the uniform value ū at the end of
the experiment (see Appendix for details):

⇢(⌧ = T ) = R

r
2ū

1 + ⇤2
. (4)

, where ⇤ is the transition width, i.e. the length scale on which cell
concentration goes from u = 1 to u = 0, and ū it is the concen-
tration at the end of the experiment (at equilibration). Solving (4)
gives us the estimated infiltration as:

 =
R

⇢0

r
2ū

1 + ⇤2
� 1. (5)

Since we assume that the transition width is unknown, we can bind
 (or ⇢(T )) by considering the lower and upper bounds ⇤ = 0, 1,
respectively.

Model calibration
We calibrate the model to recapitulate doubling times and spatial

growth patterns measured for the HCC1954 ductal breast carcinoma
cell line via MEMA profiling. The dataset includes exposure of
HCC1954 cells to HGF in combination with 48 ECMs in a DMSO
environment (i.e. no drug was added to the media). Between 13
and 30 replicates of each ECM are printed on a rectangular MEMA
array as circular spots (Supplementary Fig. 1A), adding up to a
total of 692 spots [11].

MEMA data analysis
An average of 62 cells (90% confidence interval: 50-75) were

seeded on each 350 µm spot and grown for three days. Confluence

at seeding was calculated from the ratio between the cumulative
area of cells and the area of the spot (see Supplementary Fig. 1).

Quantification of segmented, multi-color imaging data obtained
for each spot three days post-seeding was downloaded from Synapse
(synID: syn9612057; plateID: LI8C00243; barcode: B03). We
binned cells detected within a given spot according to their distance
to the center of the spot and calculated the confluence of each
bin (Supplementary Methods). This was then compared to the
confluence obtained from the simulations as described below.

Simulation environment

Simulations were ran for three days on a circular domain with
radius R = 1750 µm. Cells were seeded uniformly at the center of
this domain along a radius ⇢0 = 175 µm at 36% confluence. These
two initial conditions were given by the MEMA experimental design
(Supplementary Fig. 1A). To recapitulate the configuration of the
MEMA profiling experiment, cells leaving the ⇢0 domain can no
longer adhere to the ECM and die. This was implemented by having
the carrying capacity K(x) rapidly approach zero when x > ⇢0.
This setup can have energy attract cells to the periphery of a MEMA
spot and beyond. We ran 10,000 simulations at variable energy
consumption rates, chemotactic coefficients, energetic sensitivities,
and diffusion rates of the growth-limiting resource (i.e. ECM-bound
HGF; Table 1). For each simulation/ECM pair, we compared spatial
distributions of in-silico to in-vitro confluence using the Wasserstein
metric [35].

The model was implemented in C++ (standard C++11). The
armadillo package (ARMA version: 9.860.1) [36] was used for
simulation of the PDEs. Simulations were run on a Intel Core i7
MacBook Pro, 2.6 GHz, 32 GB RAM. The source code is available
at the github repository for the IMO department: GoOrGrow.

Ploidy as biomarker of phenotypic divergence

RNA-Seq analysis

We identified 44 breast cancer cell lines of known ploidy [37]
and with available RNA-seq data in CCLE [38]. The molecular
subtype classification of all these cell lines was available from
prior studies [39–42]. Of these 44 cases, four were suspension cell
lines and excluded from further analysis. Of the remaining 40 cell
lines, 20 originated from primary breast cancer tumors and were
the focus of our analysis. Gene expression data was downloaded
from CCLE. We used gene set variation analysis (GSVA) to model
variation in pathway activity across cell lines [43]. Pathways for
which less than ten gene members were expressed in a given cell
lines were not quantified. The gene membership of 1,417 pathways
was downloaded from the REACTOME database [44] (v63) for
this purpose. As a surrogate for the importance of a given ECM
in the HCC1954 cell line, we quantified the cumulative activity
of pathways which have the corresponding ECM as a member
(Supplementary Table 6).
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Drug sensitivity analysis
We used Growth rate inhibition (GR) metrics as proxies of dif-

ferences in drug sensitivities between cell lines. Unlike traditional
drug sensitivity metrics, like the IC50, GR curves account for un-
equal division rates, arising from biological variation or variable
culture conditions – a major confounding factor of drug response
[45]. Previously calculated GR curves and metrics were available
for 41/44 breast cancer cell lines. A total of 46 drugs had been
profiled on at least 80% of these cell lines and their GRAOC drug
response metric [46] was downloaded from GRbrowser. For each
drug we calculated the z-score of GRAOC across cell lines in order
to compare drugs administered at different dose ranges. Of these
46 drugs, 39 could be broadly classified into two categories as ei-
ther cytotoxic (25 drugs) or inhibitors of signaling pathways (14
drugs) (Supplementary Table. 3). We then evaluated a cell line’s
ploidy as a predictor of its GRAOC value using a linear regression
model. Since molecular subtype of breast cancer cell lines is known
to influence drug sensitivity we performed a multivariate analy-
sis, including the molecular subtype as well as an interaction term
between ploidy and drug category into the model.

Results
High-ploidy breast cancer cell lines have increased
metabolic activity and cell motility

To better understand the phenotypic profile of high-ploidy cells,
we compared the ploidy of 41 breast cancer cell lines with their
response to 46 drugs. As drug response metric, we used the inte-
grated effect of the drug across a range of concentrations estimated
from the ‘area over the curve‘ (GRAOC ) [45, 46]. We observed that
cytotoxic drugs and drugs inhibiting signal transduction pathways
were at opposite ends of the spectrum (Fig. 1A). Namely, ploidy
was negatively correlated with the GRAOC for several cytotoxic
drugs and positively correlated with the GRAOC of various mTOR
inhibitors, suggesting high ploidy breast cancer cell lines tend to be
resistant to DNA damaging agents, while sensitive to drugs targeting
nutrient sensing and motility.

We built a multivariate regression model of drug sensitivities to
test the hypothesis that the relationship between ploidy and GRAOC

was different for cytotoxic drugs than for inhibitors of cell signaling
pathways. Molecular subtype alone (Fig. 1B), could explain 0.4%
of the variability in GRAOC z-scores across cell lines (adjusted
R-square = 0.0044; p = 0.026). Including ploidy into the model did
not improve its predictive accuracy (adjusted R-square = 0.0037; p
= 0.058). However, an interaction term between ploidy and drug
category (cytotoxic: 27 drugs vs. signaling: 16 drugs) increased
accuracy to explain 2.6% of variability in drug sensitivity across
cell lines (adjusted R-square = 0.026; p < 1e-5; Fig. 1C). The
same improvement from an interaction term between ploidy and
drug category was observed in an independent dataset of maximal
inhibitory concentration (IC50) values of 34 cytotoxic drugs and 51
signaling inhibitors obtained from the GDSC (Genomics of Drug
Sensitivity in Cancer) database [47] (Supplementary Fig. 3).

We then focused on a subset of aforementioned 41 cell lines,
namely those that had been established from primary breast cancer
tumors as adherent cells (20 cell lines; Fig. 1D) and we quantified
their pathway activity (see Methods). A total of 27 pathways were
correlated to ploidy at a significant p-value (| Pearson r | � 0.44; p
 0.05; Supplementary Table 1). The strongest correlations were
observed for metabolic pathways such as hyaluronan metabolism
and metabolism of vitamins (Fig. 1E-F). Hyaluronic acid is a
main component of the ECM and its synthesis has been shown to
associate with cell migration [48, 49].

These results support a model that connects high ploidy with
both, the chemotactic ability and metabolic energy deficit of a cell.

Infiltration of homogeneous populations in the ab-
sence of chemotaxis

An important biological question is the degree of infiltration
attained by cells of a given energy deficit. That is, when seeded
at the center of a cell culture dish, how far through will the cells
travel before the energy has been exhausted? An analytical estimate
would be useful in this regard. It would point to important scaling
relationships that govern how the cell front will evolve in time. To
this end, we employed the simplification that diffusion of energy
molecules (e.g. glucose) is very fast relative to cell movement.
This along with the assumption that the cells’ movement can be
approximated by a traveling wave [50] leads to the system (3a)-(3b)
(Fig. 2D). These assumptions were verified by comparing the front
estimates with results from the full numerical model (equations
(2a) - (2c); Fig. 2A,B). These analytical solutions point to scaling
relationships on the speed of the moving front. For highly efficient
energy-using cell lines (� ⌧ 1), the front will evolve at a speed
nearly independent of energy for a long time. In contrast, for large
� � 1, the speed of the front falls off as 1/

p
�. These relationships

and others can be investigated and verified experimentally.
An alternative to tracking the wave over time is to assume it

travels as a wave, but only record the density after the system has
reached uniformity. If the death rate is much smaller than the time
needed for the cells to spread uniformly, we can bind the degree of
infiltration that occurred from only knowing the uniform density of
cells (eq. (4); Fig. 2C).

In summary, we developed two alternative analytical expressions
of the evolution of the wave front over time in the presence of a de-
caying energy term. The first reduced model is in decent agreement
with the qualitative trends that we observed in the full numerical
model. However, this expression is only valid when there is strong
separation of time scales between cell movement and consumption
of the available energy. The second alternative analytical expres-
sion does not make this assumption. By calculating the average
concentration at equalization, we reverse engineer the approximate
movement traveled by the wave before energy has been exhausted.

Infiltration of homogeneous, chemotactic popula-
tions

Assumptions made in the prior section apply to standard cell cul-
tures of adhesive cells in a typical cell culture dish, where energetic
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Figure 1. Ploidy, pathway activity and drug sensitivity across breast cancer cell lines from CCLE. (A) High-ploidy breast cancer cell
lines are resistant to cytotoxic drugs, but tend to be more sensitive to inhibitors of mTOR, EGFR and MAPK signaling pathways. Hereby
ploidy is defined as the number of chromosomes in the cell line’s consensus karyotype, weighted by chromosome size. Only drugs with a
Pearson correlation coefficient at or above 0.2 are shown here. (B) Distribution of ploidy within and across three molecular breast cancer
subtypes. (C) Regression coefficient of ploidy as predictor of GRAOC has opposite signs depending on drug category across all subtypes. (D)
Distribution of ploidy across 20 primary, adherent breast cancer cell lines from CCLE. (E-F) Ploidy is correlated with the activity of pathways
involved in metabolism of vitamins and cofactors (E) and Hyaluronan metabolism (F). One cell line with available MEMA profiling data –
HCC1954 – is highlighted (red arrow).

resources, such as glucose, diffuse so fast that gradients cannot form.
But these assumptions break down when chemotactic and hapto-
tactic gradients cause cells to move in a directed fashion, as is the
case during cellular growth on an ECM. When directed cell move-
ment is not negligible, analytical approximations are more difficult
to obtain, and numerical simulations are preferred to estimate the
degree of infiltration. Fig. 1 includes HCC1954 – a near-tetraploid
breast cancer cell line that has been extensively profiled, including
its genome, transcriptome, methylome and drug sensitivity [37].
This list has recently been extended to include MEMA profiling
[12]. We asked whether the spatial growth pattern of HCC1954
cells, as measured via MEMA profiling, can be explained by our

mathematical model.

Phenotypic profiling of HCC1954 cells in the presence of HGF
was performed across multiple replicates of 48 ECMs. Cells tended
to grow in a symmetric, toroidal shape (Fig. 3A), albeit consider-
able variability was observed across the ECMs (Fig. 3B,C). The
maximum number of cells imaged at day three was 195 – close to
the number of cells expected from a doubling time of approximately
43.81 hours reported for this cell line (194 cells).

Informed by this experimental setting we ran 10,000 simula-
tions at variable energy consumption rates, chemotactic coefficients,
energetic sensitivities, and diffusion rates of the growth-limiting re-
source (i.e. ECM-bound HGF; Table 1). For each simulation/ECM
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Figure 2. Comparing analytical approximations of the degree of infiltration with those obtained from simulations.(A-B) Traveling-
wave solutions at energy consumption rates a = 1.5 (A) and a = 3.5 (B). (C) Upper and lower boundaries of traveling wave solutions
estimated from equilibration are shown as a function of consumption rate. Approximation is found by lower and upper bound ⇤ = 0, 1
from equation (4). (D) Phase diagram of energy consumption and front location using the derived coupled system (3a)-(3b). (A-D) All
approximations and simulations assume energy is uniformly distributed at all times, i.e. chemotaxis does not take place. Parameter values for
initial seeding radius (⇢0), dish radius (R), and sensitivity to low energy (�) are set to 3, 10 and 0.05 respectively. Red = leading edge of
wave (estimated by finding value of cell conc. closest to 0.01); blue = mid point of wave (estimated by finding value of cell conc. closest to
0.5); purple = average of red and blue; black lines are approximations based on analytical solutions.

pair, we compared in-silico to in-vitro growth with respect to (i)
confluence (Fig. 3D) and (ii) the spatial distribution of cells using
the Wasserstein metric (Fig. 3E,F).

Comparing the top 1% best fits across ECMs, we observe wide
ranges of sensitivities to low energy that could explain in-vitro spa-
tial growth patterns, while ranges of compatible energy diffusion-
and chemotactic/haptotactic coefficients were more localized (Fig.
3G-I). These top fits mapped to 10 out of 48 ECMs, suggesting the
chosen posterior distributions could explain a significant propor-
tion of growth conditions on the HGF-exposed MEMA array. We
observed substantial differences in chemotactic/haptotactic coeffi-
cients and energy consumption rates between ECMs (Supplemen-
tary Fig. 4). To query the biological significance of this variability
we quantified the cumulative activity of pathways that use a given
ECM (see Methods). We did this for each of the 10 ECMs for which

the simulations yielded a good fit. One of the five inferred model pa-
rameters – sensitivity to low energy – was correlated with RNA-seq
derived pathway activity (Pearson r = 0.724, p = 0.028; Supple-
mentary Fig. 5A). This was to a lesser extent also the case when
considering each ECM alone rather than the pathways in which it is
involved (Pearson r = 0.639; p = 0.064; Supplementary Fig. 5B).
This result suggests that ECMs on which HCC1954 cells depend
upon for growth tend to be involved in multiple active pathways in
those cells.

In summary, this approach identified regions of interest in the
parameter search space, allowing us to focus further simulations
on biologically relevant chemotactic/haptotactic coefficients and
energy diffusion rates.
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Figure 3. Model calibration using MEMA profiling of HCC1954 cells. (A) Density distribution of spatial growth patterns is shown in
aggregate across all 692 HGF exposed ECM proteins. (B-C) Variability in cell growth patterns across ECMs is demonstrated via two example
ECMs: COL1 (B) and SPP1 (C). (D-F) Confluence (D) and cell growth patterns (E,F) resulting from our simulations are compared to those
measured in-vitro with MEMA profiling. ECM-specific parameters used in these simulations are in Supplementary Table 5. (G-I) Comparing
prior- and posterior parameter space for chemotactic/haptotactic coefficient (�) (G), energy diffusion rate (�E) (H) and sensitivity to low
energy (�) (I).

Infiltration of heterogeneous, chemotactic popula-
tions

Growth of cells in a given ECM environment was measured
across 13-30 replicates on the MEMA platform. While our model –
when calibrated to the corresponding ECM environment – could ex-
plain the observed growth pattern in the majority of these replicates,
a substantial fraction could not be explained by fixed choices of
sensitivity to low energy and directed cell motility. One possibility
that may explain this is that HCC1954 is a heterogeneous cell line,
with clones of variable phenotypes co-evolving. Representation of
these clones among the 62 cells that were on an average sampled for
each replicate may vary (Supplementary Fig. 2). This hypothesis
is supported by a bimodal distribution of DNA content observed
among replicating HCC1954 cells on individual ECM spots (Fig.
4A,B), and by a bimodal posterior distribution of sensitivity to low

energy inferred during model calibration (Fig. 3I), that was not a
function of the ECM (Supplementary Table 2). These observations
suggest that HCC1954 is likely a polyploid cell line, i.e. clones of
variable ploidies co-exist in this cell line.

To better understand the growth dynamics in a polyploid popula-
tion, we used the two-subpopulation version of our model, whereby
variable chemotactic abilities and energetic sensitivities of goer- and
grower subpopulations compete with one another (equations (2a) -
(2c)). We used fixed values for energy diffusion- and consumption
rates as informed by model calibration (Fig. 3B) and varied sensitiv-
ity to low energy and chemotactic ability of both goer and grower,
subject to equations (2a) - (2c) (Table 1). We initially used the same
spatial and temporal domains as during model calibration, but con-
cluded that the implied duration of the experiment (3 days) was too
short for dynamics between the two populations to manifest. Each
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Figure 4. Internal competition of co-existing subpopulations for same space slows down invasion of the metapopulation. (A) DNA
content and cell cycle state of 162 cells growing on HGF-exposed ICAM1. (B) DAPI intensity of 58 replicating (EdU+) cells shows a bimodal
distribution, indicating the presence of multiple subpopulations with different DNA content. (C) Arms race between the grower’s energetic
sensitivity (y-axis) and the goer’s chemotactic ability (x-axis) reduces infiltration distance (color bar). A red circle outlines parameter
combinations of interest explored in (D-F). (D-F) Spatial distribution of goer and grower for parameter values outlined in (C). (D) High
chemotactic motility will cause the goer to leave the center of the dish too soon, leaving room for the grower to expand locally. (E) With an
intermediate motility the goer succeeds maintaining its dominance both at the center and edge of the dish. (F) Low motility will prevent the
goer from gaining a sufficient spatial lead from the grower while energy is still abundant, and it will lose dominance at the edge of the dish
once energy becomes sparse. Red arrows indicate maximum infiltration distance achieved by either of the two populations.

MEMA spot has a low capacity, whereby confluence is reached at
no more than a few hundreds of cells. Such a small number of cells
will not exhibit wave-like behavior and therefore will not suffice
for spatial structure to emerge. We therefor extended temporal and
spatial domains, seeding cells at a lower confluence and letting them
grow onto the entire energy domain until they consume all available
energy (average of 127 days; Table 1).

We observed a non-monotonic relation between the goer’s chemo-
tactic ability and the speed with which the metapopulation invades
the dish, with intermediate values being the least beneficial to its
growth and spread (Fig. 4C). Temporal analysis of the simulations
(Supplementary Data 1-3), revealed that if the goer’s chemotactic
motility is too high, it will leave the center of the dish too soon,
leaving room for the grower to expand locally (Fig. 4D). By con-
trast, if the goer’s motility is too low, it will miss the time-window
of opportunity to ensure its dominance further away from the center

of the dish while energy is still abundant. As a consequence, it
will be outgrown by the grower at the edge of the dish once energy
becomes sparse (Fig. 4E). Only when the goer has an intermediate
motility, does the grower persistently coexist with it, both at the
center and edge of the dish (Fig. 4F). If high ploidy is indeed a
characteristic specific to goer-like cells, then mTOR-Is are likely
affecting this cell type (Fig. 1A,E,F), and could be used to inhibit
its chemotactic response, thereby moving the meta-population up
the x-axis of Fig. 4C.

Discussion
Models of infiltration are typically formulated under two critical

assumptions. First, that energy production and consumption are
non-uniform, leading to the formation of an energy gradient [51–
53]; or second, that energy consumption is very slow compared to
production, leading to an essentially infinite energetic resource [54].
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Here we formulate a generalized model of infiltration when energy
is finite and investigate its behavior along a spectrum of scenarios,
from permanent energy uniformity to scenarios where this unifor-
mity is gradually lost. When energy is uniformly distributed at all
times and the time scale for cell death is substantially longer than
that of cell motility, our results suggests that the degree of infiltra-
tion can be approximated using the cells’ density at equilibration of
movement and growth (Fig. 2C).

With an energy gradient that becomes steeper over time, our ana-
lytical approximations no longer hold, as directed cell movement
becomes non-negligible. For this scenario we leveraged MEMA
profiling to inform regions of interest in the parameter search space.
These regions of interest are relevant for cellular growth on a variety
of HGF exposed ECM proteins. Simulations which ran at either
high or low energy sensitivity (Fig. 3I) best resembled the observed
growth patterns on the ECMs, giving rise to a bimodal distribution
of meaningful model parameter values. The most intuitive explana-
tion for this bimodal distribution are differences in ECM content.
However, the distribution of energy sensitivity remained bimodal
even across replicates of the same ECM, highlighting the possibility
that it is not only the environment (i.e. the ECM) that varies across
MEMA spots, but also the cell composition. An alternative expla-
nation is that this variability stems from artifacts that arise during
non-uniform printing of ECMs onto the array–the so called ring
effect. However, a bimodal distribution was also observed in the
DNA content of replicating cells, which is not affected by potential
printing artifacts. The second peak of this bimodal distribution was
wider, consistent with the fact that high-ploidy cells with more DNA
need longer to replicate.

The cell line HCC1954 is described as a hyper-tetraploid cell line
with an average DNA-content of 4.2 [37]. However, this average
value may be misleading, as suggested by stark variability in nuclei
sizes (Fig. 4A). Despite a wealth of genomic information generated
for this cell line [37], to the best of our knowledge no prior reports
indicate whether or not the cell line is polyploid. We and others
have found that high ploidy is an aneuploidy-tolerating state that
accompanies intra-tumor heterogeneity in vivo and in vitro [17, 55,
56]. Our results suggest that HCC1954 is likely polyploid.

If spatial and temporal domains were to be extended beyond the
configuration of MEMA spots, our simulations predict that spatial
segregation of two co-existing subpopulations according to their
ploidy is a likely scenario and depends on the energy consumption
rate. While our model can easily be extended to more than two
subpopulations, it currently does not incorporate mutations, i.e. the
process of generating new clonal lines. A next step will be to extend
our model to include mutation events, specifically chromosome
mis-segregations that contribute extensively to diversify ploidy of
a population [31, 32]. The additional DNA content of high-ploidy
cells, though energetically costly, brings a masking effect against
the deleterious consequences of chromosome losses [22]. This
duality may explain the higher sensitivity to glycolysis inhibitors
of high-ploidy cells and their lower sensitivity to cytotoxic drugs
previously reported in Glioblastoma [57].

In line with prior reports we find that increased resistance of
breast cancer cell lines to cytotoxic drugs is associated with high
ploidy. In contrast, high ploidy breast cancer cell lines were sensi-
tive to inhibitors of signal transduction pathways, including EGFR
and especially MTOR signalling. A commonality among those path-
ways is their contribution to a cell’s chemotactic response [2, 58, 59],
suggesting opportunities to tune chemotaxis. Delaying chemotactic
response of highly chemotactic cells could slow down invasion by
maximizing competition within a polyploid population. If on the
other hand chemotactic response of high ploidy cells is already at
an intermediate level, our simulation suggest that further reduction
may accelerate invasion of low ploidy cells. For such scenarios ther-
apeutic strategies that include an MTOR-I may not be successful.
Experiments will be needed to verify these in-silico results in-vitro.
Knowing how co-existing clones with differential drug sensitivities
segregate spatially can offer opportunities to administer these drug
combinations more effectively.
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