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Abstract 
Bioinformatic pipelines optimised for the processing and assessment of metagenomic 

ancient DNA (aDNA) are needed for studies that do not make use of high yielding DNA 

capture techniques. These bioinformatic pipelines are traditionally optimised for broad 

aDNA purposes, are contingent on selection biases and are associated with high costs. 

Here we present a bioinformatic pipeline optimised for the identification and 

assessment of ancient metagenomic DNA without the use of expensive DNA capture 

techniques. Our pipeline actively conserves aDNA reads, allowing the application of a 

bioinformatic approach by identifying the shortest reads possible for analysis (22-

28bp). The time required for processing is drastically reduced through the use of a 

10% segmented non-redundant sequence file (229 hours to 53). Processing speed is 

improved through the optimisation of BLAST parameters (53 hours to 48). Additionally, 

the use of multi-alignment authentication in the identification of taxa increases overall 
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confidence of metagenomic results. DNA yields are further increased through the use 

of an optimal MAPQ setting (MAPQ 25) and the optimisation of the duplicate removal 

process using multiple sequence identifiers (a 4.35-6.88% better retention). Moreover, 

characteristic aDNA damage patterns are used to bioinformatically assess ancient vs. 

modern DNA origin throughout pipeline development. Of additional value, this pipeline 

uses open-source technologies, which increases its accessibility to the scientific 

community. 

 

Introduction 
Optimised bioinformatic pipelines are of particular importance in the broad study of 

metagenomics, which consist of large datasets of multi-origins, and the associated 

complexities of large-scale computational processes such as comparative sequence 

alignment and multiple taxa identifications. The emerging field of ancient 

metagenomics adds to these processing complexities with the need for additional 

steps in the separation and authentication of ancient sequences from modern 

sequences. Currently, there are few pipelines available for the analysis of ancient 

metagenomic DNA (aDNA)1–4 The limited number of bioinformatic pipelines for aDNA 

metagenomics can be attributed to a low yield of DNA compared to that achieved in 

modern metagenomic DNA extraction. This results in the use of high-cost DNA capture 

techniques to improve aDNA yields to levels suitable for bioinformatic assessment3–7. 

In parallel, the lack of bioinformatic pipelines optimised for the processing of lower 

aDNA yields (i.e. those studies which do not use high-cost DNA capture techniques) 

deters researchers from exploring and developing alternative methods of aDNA 

extraction for metagenomic purposes.  

 Those metagenomic studies performed using DNA capture techniques, 

necessary for existing bioinformatic pipelines, allow for the implementation of “quick” 

bioinformatic comparisons using RefSeq or Blastn megablast options due to higher 

yields of DNA5–7. Due to higher yields, however, these pipelines, by their nature, often 

compromise between read conservation and processing time, thus losing sequences 

throughout individual computational steps. In doing so these pipelines do not account 

for the nature of metagenomic aDNA which, having originated from multiple sources 
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(e.g. bone8, soil3,9), can vary in aDNA yields and in the degree of damage over time 

leading to a potential loss and underrepresentation of aDNA sequences.  

The damage pattern of aDNA serves as a useful tool in the distinction between 

ancient and modern DNA sequences10,11. Characteristically, ancient sequences should 

consist of heavily fragmented DNA strands6,12,13, depurination, depyrimidination and 

deamination events14,15 and miscoding lesions16,17. These characteristics therefore 

form the central damage pattern for aDNA authentication in the development of this 

bioinformatic pipeline.  

In addition to the high cost associated with DNA capture techniques, a further 

issue arises from the direct selection of target taxa for probe generation prior to 

sequencing. This action inevitably introduces a selection bias into a study and could 

prevent the metagenomic analysis of all aDNA present within a sample with targeted 

DNA yields overshadowing untargeted yields7,18,19. The additional cost associated with 

computation and long processing times for comparative analysis acts as a barrier to 

more widespread use of aDNA metagenomics in fields such as archaeology, 

bioanthropology and paleoenvironmental sciences. Bioinformatic costs associated 

with computation to achieve faster processing speeds or the use of third-party interface 

platforms are usually unavoidable due to the large demands on processing time and 

the steep learning curve needed to gain proficiency in the open-source alternatives, 

which are often less user-friendly and lack the benefit of customer support and easily 

accessible manuals.  

Using a method developed for the extraction of metagenomic aDNA from 

anthropogenic sediment (sediment that has come into contact with past human activity) 

without the use of DNA capture techniques9,20,21, we present a bioinformatic pipeline 

optimised for the identification and authentication of metagenomic aDNA that can be 

applied to studies yielding comparatively lower yields of aDNA. The development of 

the bioinformatic pipeline involves four fundamental underpinnings, in which it must: 

1. Cater to low yielding metagenomic aDNA and conserve reads wherever 

possible 

2. Be able to process data within a reasonable timeframe and allowing for multiple 

taxa identifications 
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3. Be developed using open-source technologies and software wherever possible 

to facilitate universal access and to bypass financial barriers 

4. Be accompanied by a step-by-step user-friendly manual, to facilitate its use 

without coding and programming expertise (supplementary; SI) 

 

Results and Discussion 
Identifying the smallest retrievable aDNA fragment and establishing minimum 

sequence length threshold 
The smallest length of retrievable aDNA fragments were identified through the digital 

visualisation of aligned DNA sequences using UGENE22 and Geneious R1023 

software. To test for the smallest retrievable aDNA fragment, adapter sequences were 

removed using Cutadapt24, with a minimal sequence length threshold (cut) of 15bp. 

This threshold was chosen after a cut of 0 was initially used and quality analysis of 

sequences using FastQC software25 showed the absence of DNA sequences below 

15bp (Figure 1). The resultant file sequences were then compared to those of the 

National Center for Biotechnology Information’s (NCBI) genomic nucleotide database 

using Basic Local Alignment Search Tool (BLAST)26–28. BLAST results were imported 

into MEtaGenome ANalyzer (MEGAN)1 for visualisation of genomic assignments. 

Mammalia and Plantae assignments at the taxonomic genus level were assigned a 

unique identification number. Using the random number generator specified in the SI 

(step 9), unique identification numbers were selected and used for further in-depth 

alignment to its associated reference genome using Burrows-Wheeler Aligner 

(BWA)29. Alignments were converted to SAM format30 and imported into DNA 

visualisation software. This visualisation allowed for the manual identification of (C>T, 

G>A) damage patterns at the terminal ends of aligned sequences against a reference 

genome. Fragments without these characteristics were deemed modern in origin.  
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Figure 1. Distribution of Sequence Length After Adapter Removal Using FastQC. The 

number of sequences are plotted against their respective sequence lengths. The red 

line represents the peak number of sequences for each length. The plot shows the 

absence of DNA sequences below 15bp. 

 

 This procedure resulted in the identification of ancient sequences ranging from 

22-28bp in length using the extraction method outlined by Collin9,20. For comparison, 

using Dabney’s method which was developed for aDNA extraction from bone31, Slon3 

found that the lowest extractable reads were 35bp when using a ladder that mimicked 

aDNA. This suggests that the method used in this study is capable of extracting shorter 

aDNA fragments and as such may achieve a wider range of representative sequences. 

This is particularly important when considering the nature of DNA damage over time 

which not only results in increased fragmentation through oxidative strand 

breakages10,11, but also the potentially disproportionate lesion damage to genomes 

with high cytosine content16,17,32 which could otherwise be overlooked. It should be 

noted however that the shorter the DNA sequence, the more prone it is to misalignment 

errors33. For this reason, a cut of 28bp was selected as a conservative threshold for 

the purpose of this study. 
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Creation of a non-redundant, 10% representative sample file for comparative 
analysis  
One of the most common issues with the bioinformatic assessment of DNA sequences 

is the processing power required (corresponding to speed) and time it takes to process 

data. This is especially true for metagenomic data, where multiple taxa identifications 

are sought within a single sample. The size of a file is proportional to the time required 

for a process to take place. Therefore, reducing the size of a file will reduce the time 

required for processing.  

A non-redundant sample file was created using FastX Toolkit34. FastX’s 

collapser program merges all sequence repetitions (duplicates) for a region of coding 

into a single representative sequence, while maintaining read count data. This is 

performed for all duplicates until only unique sequences remain (Figure 2A). This 

reduction in sequences reduces the file size considerably (1.8GB – 956MB) thus 

reducing associated processing time.  

This pipeline further improves the processing time of comparative analysis by 

splitting the non-redundant sample file into 10 representative files of equal size, each 

file being representative of 10% of the total sequences within an entire sample. This 

was achieved using pyfasta35. This action resulted in a further reduction of file size 

(956Mb – 96Mb per 10% file). A representative file is made possible due to two 

properties of DNA extraction. Firstly, multiple sequences representing the various 

coding regions for taxa are extracted, increasing the likelihood of representative 

distribution between the files. Secondly, NGS platforms sequence DNA fragments in a 

random order as they enter the flowcell. The corresponding sequence data is saved in 

this same order, meaning DNA sequences should be randomly distributed throughout 

the representative files (Figure 2B).    
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Figure 2. Schematic Overview for the Generation of Non-Redundant Segmented 

(10%) File for Comparative Analysis and Identification of Predicted Taxonomic Hits. 

(A) Generation of non-redundant file. Identically repeating sequences are merged into 

a single representative sequence for each occurrence in the generation of a non-

redundant sample file. (B) Generation of the segmented (10%) file and identification of 

predicted taxonomic hits. Different taxa are represented by varying colours and the 

software used for each step is listed in the grey boxes.  

 

To validate that these files are representative of an entire sample’s sequences, 

the full sample identifications were compared to predictions made using the 10% 

sample files. Samples were processed using a cut of 28bp before being made non-

redundant and split into 10 representative files. To eliminate the potential for bias, a 

randomised number generator (SI, step 9) was used to select one of the representative 

files for comparative alignment using BLAST. Comparative alignment was performed 

and resulting BLAST files imported into MEGAN using a bit-score (‘min-score’) of 40 
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within the top 10% of best alignments, and the default “naïve” lowest common ancestor 

(LCA) algorithm as described by Huson1. The bit-score measures the similarity of a 

sample sequence to a comparative sequence through complex computations36. 

Huson1 used a bit-score of 30 for MEGAN analysis of an ancient mammoth dataset, 

here we use 40 as a more conservative threshold. The resulting genomic assignments 

for the 10% representative file were compared to the total genomic assignments 

achieved from the unsplit originating non-redundant file. The mean percentage 

difference and standard error between expected hits based on the 10% files and actual 

hits achieved with the 100% file were calculated. The expected total genomic 

assignments predicted by the 10% file was accurate to those achieved within the 100% 

file within -0.007% (±1.101 SEM). The use of a 10% representative non-redundant file 

drastically reduced the amount of time required for comparative alignment processing: 

processing time for the representative file was 76.86% less than the time required for 

the original unaltered file (229 hours to 53). 

 

BLAST parameters in comparative analysis for time conservation 

BLAST is a multi-platform algorithm that allows users to query sample sequences 

against a specified database26. In the case of a metagenomics study, we recommend 

use of NCBI’s entire nucleotide database37 (https://www.ncbi.nlm.nih.gov/). BLAST 

has a series of options that allow the user to optimise the comparative analysis process 

for the data being queried26–28. The ‘task exec’ option is the most important of these, 

allowing users to specify the type of search required. The task blastn and task blastn-

short options are best suited for inter-taxon comparisons using short sample 

sequences, the latter of these being optimised for sequences shorter than 50bp38. In 

the context of aDNA most authentic sequences fall within the range of 30-70bp6,12,13. 

The use of blastn-short is therefore unsuitable for aDNA analyses, and thus blastn is 

utilised herein.  

 Specification of the task blastn option automatically sets the amount of base 

pairs required to confirm a match between a query sequence and a reference 

sequence as 11bp38. This is referred to as word_size. The lower the word_size set, the 

more homologous sequences will be detected regardless of high fragmentation and 

DNA damage patterns. While this is beneficial for a study assessing aDNA sequences, 
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the lower the word_size set the more processing power and time is required. This 

introduces a point of compromise between highest homology and shortest processing 

time. We used a word_size setting of 14bp, half the value of the smallest available 

query sequence after cut threshold (28bp) was accounted for. Using the 10% 

representative, non-redundant sample file, this improved processing time by 10.42% 

when compared to use of default settings (53 hours to 48). The resulting BLAST files 

were compressed to reduce file size and to allow for faster transfer into MEGAN (16 

minutes compared to 27).  

 

Confirmation of a taxon’s presence using multi-alignment authentication 

The use of a multi-alignment authentication approach to metagenomic DNA 

sequences reduces the likelihood of misalignment errors3,7,21. The first authentication 

is undertaken using BLAST with MEGAN for the comparative analysis and assignment 

of genomic sequences. This is facilitated through the use of bit-scores, measuring the 

similarity between a query sequence and a reference36. BLAST results were imported 

into MEGAN and parameters were set using a conservative bit-score of 40 within the 

top 10% of best alignments, and the default “naïve” LCA algorithm. By using the LCA 

algorithm, reads are assigned across a taxonomy1. Sequences that have a bit-score 

within the specified percentage of best alignments within a taxonomy are binned into 

the lowest possible common ancestor position. Those sequences that align to multiple 

taxa within a grouping are binned into a higher taxonomic level until multiple 

assignments are no longer occurring. To reduce the chances of false positive 

identifications of taxa at the family or genus level a minimum of 1% of the total assigned 

reads was necessary to accept a taxon as present and for use in downstream 

analyses3,21. The resulting taxa identifications are used as the main taxon labels from 

this point forward, and they inform the user on which reference sequences to download 

for in-depth sequence alignment using BWA, the second authentication.  

 BWA is a software package for mapping low-divergent sequences to a large 

reference genome29. Because the software uses low-divergent sequences it is 

considered more stringent than mass comparative alignment tools such as BLAST. 

BWA has a variety of modes to select from depending on the data being queried. 

Typically for ancient DNA either BWA aln or BWA-MEM are utilised8,39. While BWA-
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MEM is recommended for the use of sequences between 70-100bp40, we recommend 

the use of BWA aln for aDNA sequences between 30-70bp for its ability to retain more 

reads based on the current literature41 with a disabled seed length (-l 1000). 

Furthermore, it has been reported that the use of BWA aln over BWA-MEM conserves 

more single nucleotide polymorphisms (SNPs)40,41 useful for in-depth analysis of a 

taxon. Seed length refers to the amount of base pairs within a read required to match 

sequentially between a query and reference sequence for a match to be made29. While 

the use of seed length can considerably improve the processing time required for 

alignment to complete41,42, due to both the damaged nature of aDNA fragments and 

the multiple-origin sources of DNA, we recommend disabling seed length to allow for 

the alignment and conservation of damaged reads43. Upon completion of alignment a 

minimum threshold of 250 genomic hits are deemed necessary for a taxon to be 

processed downstream. This is because alignments with less than 250 reads were 

often found insufficient for mapDamage to plot damage patterns effectively. In some 

cases, MGmapper44 was also utilised for additional authentication of taxa using the 

default settings and a minimum score of 20. This can, however, add to the overall 

processing time of genomic fragments and was not deemed a necessary step for the 

confirmation of a taxon for further analysis. Of additional importance, the use of mult-

alignment authentication for the identification of a taxon reduces the potential for 

human derived selection bias by removing the ambiguity of reference genome 

selection. The requirement of multiple genomic hits using multiple authentication 

methods increases confidence in overall metagenomic results. 

 

Identification of optimal mapping quality score for ancient metagenomic 
authentication 

Mapping quality (MAPQ) refers to the degree of confidence that a sequence is correctly 

mapped to reference genome coordinates. In aDNA research a MAPQ of between 25-

30 is typically used to extract aligned reads from poorly and non-aligned reads21,43,45,46. 

A MAPQ of 25-30 corresponds to a map accuracy of 99.68-99.9% (-10 log10 P), while 

allowing for representation of damaged sequences which typically score lower than 

their modern counterparts owing to deamination events at the terminal ends of 

sequences.  
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To identify the optimum mapping quality, aligned sequences were imported into 

DNA visualisation software22,23 after in-depth alignment using BWA. Visualisation of 

DNA sequences allowed for the manual identification of mapping qualities associated 

with reads possessing misincorporation events as a consequence of deamination and 

lesion damage10,11,47. The majority of sequences possessing this damage fell into the 

MAPQ range of 25-30. Of note, however, was the aligner’s inability to ascertain a 

read’s single point of origin when it fell within a repeat element of a genome. This 

typically resulted in a MAPQ between 20-30. The heavily fragmented nature of aDNA 

and the occurrence of conserved sequence regions across taxa increases the 

likelihood of repeating sequences along a genome in conserved regions. As such, 

while the use of a higher MAPQ increases confidence in results, it can also result in 

the loss of authentic aDNA.   

To test the percentage difference in authentic ancient reads passing into 

subsequent steps using a MAPQ of 25 and 30, sequences were processed and 

taxonomic assignments were identified using MEGAN. All taxonomic assignments 

were given a unique identification number and using the random number generator 

(SI, step 9) were selected for in-depth alignment to its associated reference genome 

using BWA. Aligned sequences were extracted from the originating file using 

SAMtool’s30 with a MAPQ specification of either 25 or 30. Sequences were sorted by 

coordinate and duplicates removed before authentication of DNA damage patterns 

using mapDamage48,49. Both MAPQ scores resulted in the identification of authentic 

aDNA fragments with a damage pattern >10%. Using a MAPQ of 25 resulted in the 

greater retention of sequences (23.43%) and an increased damage profile (8.33% 

C>T, 8.22% G>A) of DNA sequences when compared to a MAPQ of 30. As such, 25 

was selected as the optimum MAPQ.  

 

Conservation of mapped sequences during PCR duplicate removal 
Duplicate sequences arise during the sequencing process when two or more copies of 

the same DNA molecule cross over onto different primer lawns within a flowcell during 

bridge PCR amplification. For this reason, we define a duplicate as the presence of 

two or more identical DNA sequences assigned to a single sample. PCR duplicates 

can be problematic in the assessment of authentic DNA sequences, most commonly 
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arising in the proportional over-representation of specific areas of coding50. This is 

referred to as amplification bias or base-composition bias. To ensure the integrity of 

authentic DNA data, and to mitigate the potential effects of duplicate sequences, they 

are bioinformatically removed.  

 The removal of PCR duplicates from NGS-derived data often involves the use 

of either SAMtools or Picard Tools30,51. Both these methods identify duplicate 

sequences by the external coordinate location of outer mapped reads. In cases where 

two or more sequences have the exact same 5’ position coordinates, the sequence 

with the highest map quality score is retained and all other sequences are removed. 

SAMtools30 differs in that the same function can also be accomplished on the reverse, 

3’ end of a sequence if specified. Furthermore, SAMtools is not applicable to unpaired 

sequences or those mapped to different chromosomes52. This means that a sequence 

with the same 5’ start coordinate as another sequence, but mapped to a different 

chromosome, will be marked as a duplicate and removed. Picard Tools51 avoids this 

issue by taking into account the intrachromosomal sequences. Additionally, Picard 

Tools takes into account soft-clipping of bases at the 5’ position of mapped reads, 

performing calculations to locate where the 5’ position would be if the entire sequence 

were mapped to the reference genome52. However, the use of external coordinate 

location as a method for duplicate removal in both commonly used methods cannot 

account for internal sequence variations such as SNPs, resulting in a potential loss of 

authentic DNA sequences. SNPs represent one of the most common types of genetic 

variation that can be used for detailed interpretation of a taxon53. The conservation of 

sequences increases the likelihood of retaining these SNPs. Additionally, these 

conserved reads play a crucial role in the statistical measurement of aDNA damage 

patterns, with a better assessment of deamination frequency over base position of 

reads49. This is especially true in the context of an exploratory metagenomic study 

without use of DNA capture techniques, where the DNA representative of a taxon is 

often small (1Kbp – 100Kbp) in number. 

aweSAM54 is a SAM assembly collapser, that uses a sequence’s coordinates at 

the 5’ and 3’ end along with strand information as the unique insert identifiers, while 

keeping the sequence with the highest MAPQ. The use of multiple unique insert 

identifiers to locate a duplicate facilitates the conservation of reads that may be lost 
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through other duplicate removal tools, such as SAMtools and Picard Tools. We found 

that use of aweSAM resulted in the conservation of between 4.35 – 6.88% of total 

mapped sequences when compared to SAMtools and Picard Tools. However, the 

increased complexity of additional unique insert identifiers used has an unfavourable 

effect on the processing time and the memory required, which represents a trade-off 

between read conservation and duration of a process. Individual users may wish to 

adjust this compromise based on their requirements.  

 

Assessment and authentication of aDNA damage patterns 
DNA damage patterns were identified using mapDamage. mapDamage is a 

computation framework that quantifies aDNA damage patters among NGS-derived 

sequences48,49, using a statistical model based on the damage profile of aDNA 

fragments described by Briggs10.  

 Taxa are deemed ancient by assessing the frequency of C>T base substitutions 

at the 5’ terminus along with G>A base substitutions at the 3’ terminus of queried 

sequences. Depending on the source of DNA and the age of a context or specimen, 

different damage frequencies may be set as a minimum threshold to accept a sample 

as ancient47. Here we use two frequencies: a lower threshold of ≥0.05 at both terminal 

ends (representing 5% damage), and a higher threshold of ≥0.10 for terminal ends 

(representing 10% damage). As the extraction method9,20 used in this study is 

designed for the exploration of ancient metagenomic DNA within anthropogenic 

sediments without the use of DNA capture techniques, yields of authentic ancient 

sequences can be lower. As such, ≥0.05 can be used as the lowest threshold for a 

taxa to be considered potentially ancient for further study using subsequent DNA 

capture techniques. The reduced potential for selection biases using this exploratory 

method makes the lower threshold an acceptable compromise. Ultimately, if a taxa 

reached the higher threshold of ≥0.10 it can be considered definitively ancient in origin. 

 

Conclusion 
The bioinformatic pipeline demonstrated here actively conserves reads by identifying 

the shortest DNA sequences available. This pipeline displays a substantial decrease 

in the amount of time required for the processing of metagenomic DNA through the 
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generation of non-redundant 10% representative files and optimisation of BLAST 

parameters. Multiple-alignment authentication ensures confidence in the authenticity 

of taxa identifications. Furthermore, the additional conservation of aDNA sequences is 

achieved through the use of the optimal MAPQ setting, and the use of multiple 

sequence identifiers within the duplicate removal process.  

This bioinformatic pipeline can be used in the exploratory assessment of 

metagenomic aDNA, when used in conjunction with an extraction method without the 

use of DNA capture techniques. The use of two damage thresholds allows for the 

future selection of DNA probes for subsequent in-depth metagenomic studies. The use 

of open-sourced bioinformatic software throughout the pipeline reduces the cost 

burden of many bioinformatic software packages, and thus increases the accessibility 

of metagenomic analyses.  

 

Materials and Methods 
Genomic material tested 
The genomic material used for the authentication of this bioinformatic pipeline originate 

from anthropogenic sediments taken from two archaeological sites: Drumclay 

Crannóg, Co. Fermanagh, Northern Ireland and Satsurblia Cave, Imereti, Georgia. 

Drumclay Crannóg is an Irish Early-Medieval to Pre-Industrial archaeological 

site located in county Fermanagh, Northern Ireland (54°21′33.18″N 7°37′24.18″W). 

Anthropogenic sediments were secured in bulk from six locations representing a 

primary occupation layer dating to the CE 10-11th C; The garden (SN4818), the garden 

pathway to the house (SN3746), the wall/ wall packing of the house (SN4526), the 

northern compartment within the house (SN4537), the hearth (SN4551), and the 

southern ‘bed’ compartment (SN4592).     

Satsurblia Cave is an Upper-Palaeolithic (29,000 BCE – 14,000 BCE) 

archaeological cave site located in the geographic region of the Southern Caucasus 

(42°22′38.05″N 42°36′3.40″E). Anthropogenic sediments were secured in bulk from 

two areas of anthropogenic activity dating to approximately the same time-frame; one 

associated with tool processing (Area A; SAT17 LS30-35) and the other associated 

with hearth use (Area B; SAT17 LS36-40)55.  
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 All anthropogenic sediments were excavated, sampled and stored in bulk, 

following conventional archaeological excavation techniques and standards56,57. 

 

Extraction, preparation and sequencing of genomic material 
DNA extraction, library preparation and indexing steps were undertaken in an EU 

grade B (ISO 5) clean room under EU grade A (ISO 5) unilateral air-flow hoods at a 

dedicated aDNA laboratory, University College Dublin (UCD), Ireland. The laboratory 

surfaces were periodically cleaned with 10% sodium hypochlorite solution, DNA-OFF 

(MPBIO 11QD0500) and 70% ethanol, and all utensils and equipment were treated 

likewise after use and sterilised by UV irradiation when not in use. Tyvek suits (DuPont 

TYV217), hair nets (Superior bouffant01), face masks (Superior SKU83524), and nitrile 

gloves were used to limit contamination. PCR and subsequent steps were undertaken 

in an EU grade C laboratory (ISO 7) due to increased sample stability upon 

amplification. Extraction of DNA was performed as outlined by Dabney31 with 

optimisations described by Collin9,20 and libraries prepared using Meyer and Kircher58. 

PCR Amplification was performed as outlined by Gamba13 at a rate of 15 cycles and 

cleaned as specified by Collin9,20. Analysis of PCR reaction concentrations were 

performed on an Agilent 2100 Bioanalyser following the instructions of the 

manufacturer. Based on these concentrations, samples were pooled into a 20ng 

working solution. Concentration and molarity (nmol/L) of the working solution were 

ascertained using the Bioanalyser and a Qubit4 for fluorometric quantification following 

manufacturer guidelines. Sequencing was undertaken at UCD Conway Institute of 

Biomolecular and Biomedical Research on an Illumina NextSeq 500/550 using the high 

output v2 (75 cycle) reagent kit (Illumina TG-160-2005).  

 

Computational hardware specifications 
Non-BLAST process analyses were performed in UCD using a Mac mini (late 2014) 

with 3GHz Intel Core i7 processor, 16GB 1600 MHz DDR3 RAM and a total storage of 

1TB. BLAST processing was performed using the University of Manchester CSF3 

system: BLAST-process v2.9.0 at “Skylake” facility using parallel job functionality on 

16 or 32 core configurations using a Single Note Multi-core (SMP) setup with 6GB per 

core. Skylake facility is made up of 864 cores: 27 nodes of 2×16-core Intel Xeon Gold 
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6130 CPU @ 2.10GHz + 192GB RAM + 100Gb/s (4X EDR) mlx5 Mellanox InfiniBand. 

The total storage available for files in the lustre file system (known as scratch) is 

692TB. CSF Nodes are based on CentOS Linux 7.4.1708. 

 

Identification of the smallest retrievable aDNA fragment  

Adapter sequences were removed from raw sequencing files using cutadapt v1.9.124 

with a minimum sequence length or “cut” threshold of 0bp and imported into FastQC25 

for smallest sequence length available (15bp). Samples were re-cut using the smallest 

identified sequence length above (15bp), with a minimum overlap of 1 to reduce the 

over-cutting of bases that closely match an adapter sequence. Resulting sequences 

were comparatively analysed to a localised NCBI genomic database (2019) using 

BLAST26–28 task_blastn and a word_size of 14. BLAST results were input into MEGAN 

v6.2.131 using a bit-score of 40 within the top 10% of best alignments, and the default 

“naïve” LCA algorithm. All Mammalia and Plantae assignments at the genus taxonomic 

level were assigned a unique identification number. Using the random number 

generator specified in SI (step 9), unique numbers were selected and aligned to their 

associated reference genome using BWA v07.5a.r40529 aln function with a disabled 

seed (-l 1000) and converted to SAM format using BWA samse function. Aligned 

sequences were individually imported into UGENE v1.3222 and Geneious R10 

software for visualisation and manual identification of (C>T, G>A) misincorporation 

events at the terminal ends of sequences. The smallest identifiable fragment with 

misincorporation characteristics indicative of deamination DNA damage was deemed 

the smallest retrievable aDNA fragment, and thus considered the minimum sequence 

length threshold for subsequent applications of cutadapt. 

 

Validation of the non-redundant, 10% representative sample file for comparative 
analysis  
Adapter sequences were removed from raw sequencing files using cutadapt v1.9.124 

with a cut of 28bp and a minimum overlap of 1. Non-redundant sample files were 

created using the fastx_collapser function of the Fastx toolkit v0.0.1334 and split into 

10 (-n 10) new files of similar size using the split function of pyfasta v0.5.235. 

Comparative alignment to a localised NCBI genomic database (2019) was undertaken 
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using BLAST26–28 task_blastn and a word_size of 14. BLAST results were input into 

MEGAN v6.2.131 using a bit-score of 40 within the top 10% of best alignments, and 

the default “naïve” LCA algorithm. Mean percentage difference between the genomic 

hits achieved from the 10% representative file and the total genomic assignments 

achieved from the unsplit non-redundant file generated after fastx_collapser was 

calculated. Standard deviation was further calculated in order to obtain the standard 

error of the mean.  

 

Identification of optimal mapping quality score  
Adapter sequences were removed using cutadapt v1.9.124, a cut of 28bp and 

minimum overlap of 1. Non-redundant sample files were created using the 

fastx_collapser function of Fastx toolkit v0.0.1334 and split into 10 (-n 10) files using 

the split function of pyfasta v0.5.235. Sequences were comparatively analysed to a 

localised NCBI genomic database (2019) using BLAST26–28 task_blastn and a 

word_size of 14. BLAST results were input into MEGAN v6.2.131 using a bit-score of 

40 within the top 10% of best alignments, and the default “naïve” LCA algorithm. To 

reduce the chances of false positive identifications of taxa at the family or genus level 

a minimum of 1% of the total assigned reads was necessary to accept a taxon as 

present and use for downstream analyses3,21. Sequences passing this threshold were 

aligned to their corresponding genome using the original cut fasta file and BWA 

v07.5a.r40529 aln function with a disabled seed (-l 1000). SAI file alignments were 

converted to SAM format using BWA samse function. Aligned SAM files were imported 

into UGENE v1.3222 and Geneious R1023 software for visualisation of damaged 

sequences and their aligner-assigned MAPQ. 

To compare MAPQ of 25 and 30, taxonomic assignments derived from MEGAN 

analysis were assigned a unique identifier number and randomly selected using the 

random number generator (SI, step 9), for BWA alignment and conversion to SAM as 

specified above. Mapped sequences were extracted using SAMtools v1.3.130 view 

function and a MAPQ of 25 and 30 to create two separate comparative files. 

Sequences were sorted by coordinate using SAMtools sort function and duplicate 

sequences removed using aweSAM_collapser.sh shell script54. MapDamage2.049 was 

used to quantify DNA damage through the presence of misincorporation events (C>T, 
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G>A) at the terminal ends of the sequences. Percentage difference of total sequences 

identified and ancient damage patterns was calculated using the mean variation 

between MAPQ 25 and 30.   

 

Comparison of duplicate removal tools  

Adapter sequences were removed using cutadapt v1.9.124 with a cut of 28bp and 

minimum overlap of 1. Creation of mon-redundant sample files was facilitated by the 

fastx_collapser function of Fastx toolkit v0.0.1334 and subsequently split into 10 (-n 10) 

files using split function of pyfasta v0.5.235. Comparative alignment to a localised NCBI 

genomic database (2019) was facilitated by BLAST26–28 using task_blastn function and 

a word_size of 14. BLAST results were input into MEGAN v6.2.131 using a bit-score 

of 40 within the top 10% of best alignments, and the default “naïve” LCA algorithm. A 

minimum of 1% of the total assigned reads was necessary to accept a taxon as present 

and use for downstream analyses3,21. Passing sequences were aligned to their 

corresponding genome using the original cut fasta file and BWA v07.5a.r40529 aln 

function with a disabled seed (-l 1000). SAI file alignments were converted to SAM 

format using BWA samse. Sequences were filtered using a MAPQ of 25 and sorted 

using SAMtools v1.3.130. A threshold of 250 total aligned reads were required to 

proceed with downstream analysis.  

Duplicate sequences were removed from resulting files using three methods:  

1. SAMtools’ “rmdup” function with the option for removal of single-end matches 

at the 5’ location only30 

2. Picard Tools “MarkDuplicates” function with the option for removing duplicates 

from the output file51 

3. aweSAM_collapser as specified by developers54 

Percentage difference was calculated from the variation between reads passing each 

duplicate removal process.  

 

The fully developed bioinformatic pipeline  
Adapter sequences are removed using cutadapt v1.9.124 with a minimum sequence 

length of 28bp based on smallest ancient fragments retrievable. A minimum overlap of 

1 is used to reduce over-cutting of bases that closely match an adapter sequence. 
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Non-redundant samples are created using the fastx_collapser function of the Fastx 

toolkit v0.0.1334 and split into 10 (-n 10) files of similar size using the split function of 

pyfasta v0.5.235. The resulting files are considered representative of 10% of the initial 

non-redundant sample sequences. 

The most commonly occurring genera are identified by cross-referencing 

trimmed representative non-redundant sequencing data with a localised genomic 

database downloaded (2019) from NCBI. Cross-referencing for genera identification is 

facilitated through BLAST26–28 using task_blastn and a word_size of 14.  

Resulting output files are imported into MEGAN Community Edition v.6.2.131 

for taxonomic assessment . LCA parameters use a bit-score of 40 within the top 10% 

of best alignments, and the default “naïve” LCA algorithm. To reduce chances of false 

positive identifications of taxa at the family or genus level a minimum of 1% total 

assigned reads is necessary to accept a taxon as present and use for downstream 

analyses3,21. MGmapper44 can be employed in additional identifications of genera 

using default settings and a minimum score of 20. 

Following acceptance of a taxon, samples are aligned to their corresponding genome 

using the original trimmed fasta file and BWA v07.5a.r40529 aln function with a 

disabled seed (-l 1000) allowing damaged sequences to align. Sequences are 

mapped and filtered for a minimum MAPQ of 25, then sorted using samtools v1.3.130. 

At this point a minimum threshold of 250 total aligned reads are required to proceed 

with downstream processes. Duplicates are removed using aweSAM_collapser.sh 

shell script54, allowing users to read from both the 5’ and 3’ coordinates and retain 

the read with highest MAPQ. MapDamage2.049 is used to quantify DNA damage 

through the presence of C to T substitutions on the 5’ end and G to A substitutions on 

the 3’ end of the sequences. A minimum value of 5-10% on both ends is used for a 

taxon to be identified as ancient. Read lengths are calculated through cumulative 

observation and quartile calculation. Phred quality scores and %GC are assessed 

using FastQC25 (Figure 3).  
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Figure 3. Schematic Overview of the Developed Bioinformatic Pipeline. Processes and 

their associated software are represented by rectangular boxes. Teal boxes represent 

processes that form part of the core bioinformatic pipeline. Yellow boxes represent 

quality control and assurance steps. Blue boxes represent optional processes within 

the bioinformatic pipeline (see SI). Pink circles represent process output generated 

(files).     
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