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Abstract

Background: The study of cerebral activity during sleep using the electroencephalograph (EEG) is a major research field in
neuroscience. Despite the rich literature in this field, the automatic and accurate categorization of wake-sleep stages remains an
open problem.
New Method: A robust model-based Kalman filtering scheme is proposed for tracking the poles of a second order time-varying
autoregressive model fitted over the EEG acquired during different wake/sleep stages. The pole angle/phase is regarded as the dom-
inant frequency of the EEG spectrum (known as the instantaneous frequency in literature). The frequency resolution is improved by
splitting the wide frequency band to subbands corresponding to well-known brain rhythms. Using recent findings in field of EEG
phase/frequency tracking, the instantaneous envelope of the narrow-band signal’s analytic form is also tracked as a complementary
feature.
Results: The minimal set of instantaneous frequency and envelope features is employed in three classification schemes, using
training labels from R&k and AASM sleep scoring standards. The LDA classifier resulted in the highest performance using the
proposed feature set.
Comparison with Existing Methods: The proposed method resulted in a higher mean decoding accuracy and a lower standard
deviation on the entire dataset, as compared with state-of-the-art techniques.
Conclusions: The accurate tracking of the instantaneous frequency and envelope are highly informative for sleep stage scoring.
The proposed method is shown to have additional applications, including the prediction of wake-sleep transition, which can be used
for drowsiness detection from the EEG.

Keywords: Automatic sleep staging, electroencephalogram, instantaneous frequency estimation, instantaneous envelope, LDA
classification.

1. Introduction

Sleep is a state of unconsciousness, from which a person
can be aroused. The neuronal activity of the brain dynamically
varies throughout the states of wakefulness and different sleep
stages. The electroencephalogram (EEG)— the most common
means of studying the electrical activity of the brain— com-
bined with other biological signals, such as the EOG, EMG,
ECG, Spo2, etc. are used for polysomnography (PSG), which
is currently the major tool for sleep studying.

A large number of human disorders affect the sleep qual-
ity. After pain, sleep disturbances are considered as the second
most frequent indicator of human illness [1]. To date, there are
more than seventy known sleep disorders. The most common
sleep disorders include insomnia, narcolepsy, sleep apnea and
restless legs syndrome (RLS), most of which can be managed
effectively once they are correctly diagnosed [2].

Sleep stages recognition is a prerequisite for sleep disorders
diagnosis; since certain disorders are known to occur in particu-
lar sleep stages. Moreover, the length and frequency of different
sleep stages and cycles are prominent features in sleep study.

Sleep stages are generally divided into rapid eye movement

(REM) and non-REM (NREM) states, each characterized with
distinct physiological, neurological and psychological features.
NREM is followed by REM sleep in which the brain activity
increases up to wakefulness state. For this reason, REM is also
called paradoxical or desynchronized sleep, due to physiologi-
cal similarities (including brain electrical waves properties) to
waking state. NREM is further subdivided into four stages of
S1 (very light sleep), S2 (light sleep), S3 (deep sleep), and S4
(very deep sleep) based on the 1968 Rechtschaffen and Kales
(R&K) sleep scoring standard [3]. The R&K was the gold
standard until 2009, with the introduction of new sleep scor-
ing guidelines by the American Academy of Sleep Medicine
(known as the AASM standard), which made some major modi-
fication in scoring rules besides some data acquisition improve-
ments [4]. In the AASM standard, the NREM stages S3 and
S4 are combined into a single stage (called N3) known as slow
wave sleep (SWS).

In practice, manual sleep scoring is done by visual inspec-
tion of PSG signals based on the noted scoring standards and
guidelines. To date, many methods have been developed to
automate the classification of wake-sleep stages from PSG or
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EEG alone. The numerous features used in sleep EEG analy-
sis literature, include energy features, Fourier transform coeffi-
cients [5, 6], wavelet coefficients [7, 8, 9, 10], entropic features
[6, 11], and fractal features [12]. The classification methods
used in this area include discriminant analysis [12, 11], hidden
Markov models [5, 13, 14], neural networks [8, 15, 10, 9, 16,
17, 18, 19], random forest [20, 11] and support vector machines
[21, 22, 23, 24, 25].

Perhaps, among all the features the most common used for
sleep EEG are the spectral features [26]. The EEG power spec-
tral density (PSD) has been shown to be highly correlated with
the different frequency bands of neurons activity (brain rhythms).
Numerous methods have been used for EEG PSD estimation,
which are generally based on the assumption of EEG stationar-
ity during the estimation time interval. On the other hand, the
EEG time interval length plays an important role in the time-
frequency resolution, since the time and frequency resolution
may not be simultaneously improved beyond the Heisenberg-
Gabor lower bound [27]. Although the PSD provides an es-
timate of the per-Hertz energy distribution of the EEG over a
given time interval, for sleep stages studies, we are more in-
terested in the dynamics of the frequency components, which
requires the tracking of the dominant instantaneous frequency
of the EEG over time, corresponding to the neuronal oscillatory
behavior, which may not be found in PSD analysis.

The application of autoregressive moving-average (ARMA)
model root tracking using an RLS algorithm for EEG anal-
ysis was first introduced in [28]. It has been proposed that
the pole displacement of an autoregressive (AR) model fitted
over a nonstationary EEG can have physiological interpreta-
tions [29, 28, 30]. In [31] it was shown that the IF is the most
correlated feature with variations in level of consciousness in
the problem of depth of anesthesia (DOA) detection.

In this work, the instantaneous frequency and instantaneous
envelope of EEG acquired during wake and sleep stages are es-
timated from various frequency sub-bands as spectral and en-
ergy features for automatic sleep stage scoring. The proposed
method for IF and IE tracking is based on tracking the root loci
of an AR model fitted over the EEG, as previously proposed in
[32]. The major objective of this study is to show that by us-
ing conventional classifiers, a minimal (yet highly informative)
feature set and an accurate Kalman filtering instantaneous en-
velope/frequency tracking scheme, it is possible to develop an
accurate and low-complexity sleep scoring system.

2. Robust Instantaneous Envelope & Frequency Estimation

In this section, the methodology used to extract instanta-
neous envelope and frequency features from individual chan-
nels and frequency bands of raw EEG is explained in details.

2.1. The Concept of Instantaneous Envelope & Frequency

In non-stationary signals such as the EEG, the amplitude
and frequency both vary in time, and it is useful to have an
estimate of their instantaneous variations to characterize their
non-stationarity. The instantaneous envelope and instantaneous

frequency of a signal can be uniquely extracted from its ana-
lytic form [33]. Let ya(n) be the analytic form of a narrow-band
discrete-time signal y(n):

ya(n) = y(n) + jyh(n) = A(n)e jφ(n) (1)

where yh(n) represents the Hilbert transform of y(n), A(n) is the
analytical form modulus, known as the instantaneous envelope
(IE), and φ(n) is the instantaneous phase (IP) of ya(n).

The instantaneous frequency (IF) is a scaled time derivative
of the IP. For discrete-time signals and in low frequencies (rel-
ative to the sampling frequency), the IF can be approximated
by the normalized first order difference of the IP mapped onto
[0, 2π):

f (n) =
φ(n) − φ(n − 1)

2π
mod 2π (2)

The estimation of EEG IF and IE is highly susceptible to
the level of background cerebral activity. It was recently shown
how the estimation of these parameters can be performed within
a robust statistical framework [34]. Herein, we utilize a robust
extension of the IF estimation algorithm utilized in [32, 30],
by employing a variable dynamic model and considering the
impact of tracking the combination of IF and IE features for the
application of interest.

2.2. Bandpass Filtering and Decimation
The concept of instantaneous frequency is (implicitly) based

on the assumption of a dominant frequency peak at each time
instant [35]. However, for time-varying multi-component fre-
quency signals such as the EEG, IF extraction is a challenge. to
overcome this limitation, band-pass filtering prior to frequency
domain feature extraction is a common approach. Consider-
ing a particular brain rhythm in the frequency band ( fL, fH),
the central frequency ( fC) is equal to fL+ fH

2 . The maximum fre-
quency (the Nyquist rate) is fN = 2 fH, which is the minimum
required sampling frequency in which the frequency informa-
tion is preserved while sampling. At this rate, some morpho-
logical information of the EEG maybe lost, which is not im-
portant for automatic EEG signal processing where the aim is
to extract a feature vector, rather than visual inspection by a
clinician. Therefore, down-sampling the raw signal to this rate
not only eliminates the unwanted frequencies for band-pass fil-
tering; but also significantly reduces the processing complexity
for long EEG recordings.

Bandpass filter is performed by applying a zero-phase forward-
backward FIR filter, with lower and upper cutoff frequencies fL
and fH, respectively. IF estimation is applied at the output of
the bandpass filter.

Frequency tracking is performed simultaneously in different
EEG frequency bands (delta, theta, alpha and beta), to monitor
the IF variations in the major EEG subbands simultaneously.

2.3. Amplitude Normalization
Amplitude normalization has been applied to the EEG mod-

ulus in [32], to eliminate the frequency estimation bias. It has
been reported that the procedure has significant impact, prac-
tically in accurate estimation of modulus and phase of TVAR
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filter response. Herein, the following procedure is used for am-
plitude normalization, to make the estimation of the Averaged
Variances Ratio (AVR) and the KF tuning parameters indepen-
dent from the signal modulus:

yAN(n) =
y(n)
A(n)

(3)

2.4. Time-Varying Autoregressive Model for IF Estimation
To date, various techniques have been applied to non-stationary

signals for IF estimation. They can be generally categorized in
two classes of parametric and non-parametric methods. Short
Time Fourier Transform (STFT) [36, 37], Hilbert Transform
[38] and wavelet based algorithms [27] are among the most
common non-parametric methods, where the IF estimation is a
tradeoff between the time and frequency resolution (according
to the Heisenberg-Gabor time-frequency uncertainty principle
[27]). On the other hand, in parametric methods– depending on
the signal complexity– a linear or nonlinear model is considered
for the signal. Autoregressive and Autoregressive Moving Av-
erage (ARMA) are two linear parametric models, which have
been used for biomedical signal modeling. Time Varying Au-
toregressive (TVAR) model is a variable-parameter version of
the AR model, which is appropriate for non-stationary signals
such as the EEG, with time variant spectral characteristics [39].

In the AR model, a stationary discrete-time signal y(n) is
expressed as the output of a linear time-invariant system with
white noise input:

y(n) =

p∑
k=1

cky(n − k) + v(n) (4)

where ck ∈ {c1, · · · , cp} are constant model coefficients, v(n) ∼
N(0,Rn) is zero-mean white Gaussian noise (WGN), and p is
the order of the AR model.

Accordingly, the AR process can be obtained by applying
WGN to the following filter:

H(z) =
1

1 −
∑p

k=1 ckz−k
(5)

where, the pole configuration (including the number, radius and
angle of poles) of H(z) determine the spectral behavior of the
generated stochastic process. Accordingly, the number of os-
cillatory components depends on p, the order of the AR model.
For example, by selecting a second-order AR model, denoted
by AR(2), one assumes a single dominant frequency compo-
nent. In general, depending on the pole loci, AR(2) can be a
low-pass, band-pass or high-pass filter. The filter bandwidth bw
and its center frequency ω0 are determined by the pole radius r
and the pole angle φ, respectively.

The relation between the location of AR(2) complex conju-
gate poles in the z-plane and the parameters of the correspond-
ing filter (bw,ω0) is illustrated in Fig. 1. The magnitude re-
sponse |H(e jω)| shows that as the pole radius approaches the
unit circle, the filter bandwidth (bw) decreases until reaching
a narrow-band filter which exhibits a resonance at the center
radian frequency ω0.
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Figure 1: Autoregressive model poles location vs. AR(2) filter characteristics

In non-stationary signals such as the EEG, the frequency re-
sponse H(z) is time-variant. Nevertheless, the displacement of
the poles (and the variations of the corresponding transfer func-
tion) are rather slow from one sample to another. The frequency
response of a time-varying AR (TVAR) of order two, denoted
as TVAR(2), is as follows:

H(z; n) =
1

1 + c1(n)z−1 + c2(n)z−2 (6)

The magnitude of poles is related to the stability condition of
the resulting stochastic process [40]. It can be shown that the
following condition guarantees the stability of the filter output
process:

0.5c1(n)2 − c2(n) ≤ 1 (7)

In the EEG, the time-varying center radian frequency ω0(n)
has been attributed to the frequency at which the majority of
cortical neurons in the recording lead vicinity oscillate in syn-
chrony [30]. This is herein referred to as the instantaneous fre-
quency (IF(n)) of the EEG, in Hz. The pole angle φ0(n) corre-
sponds to the radial resonance frequency ω0(n) via the relation:

φ0(n) = ω0(n)TS (8)

where TS is the sampling period of the signal under analysis
and φ0(n) ∈ [0, 2π]. IF(n) is next obtained as follows:

IF(n) =
fS
2π
φp(n) (9)

2.5. TVAR Model Parameter Tracking using Kalman Filter

The Kalman Filter (KF) is one of the adaptive approaches,
which have been used in the literature for TVAR coefficients
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tracking and estimation [41, 42, 32]. The linear KF with Gaus-
sian noise provides an optimal estimate, in the sense of mini-
mum mean square error [43]. These conditions hold very well
for EEG signals with a TVAR model.

Considering the coefficients vector cn = (c1(n), c2(n))T as
the system’s state vector, TVAR(2) can be represented in state-
space by the two following equations, which are required for
the KF design.

cn+1 = cn + wn (10)

y(n) = hT
n cn + v(n) (11)

where y(n) is the observed EEG, wn = (w1(n),w2(n))T is con-
sidered as zero-mean white Gaussian process noise with covari-
ance matrix

Qn =

(
q1 0
0 q2

)
(12)

and v(n) is a scalar zero-mean white Gaussian observation noise
with variance rn. Also, hn = (y(n − 1), y(n − 2))T is the ob-
servation transformation vector consisting of the two previous
observations.

According to the state evolution equation (10), the coeffi-
cient vector evolution has been assumed to follow a first-order
AR model, in the form of a Random Walk or Wiener process
[44], which is a common assumption when no other priors are
available about the state variations [45, 46].

The forward KF equations for sequential estimation of the
state vector are as follows:

ĉ−n+1 = ĉ+
n (13)

P−n+1 = P+
n + Qn (14)

kn =
P−n hn

hT
n P−n hn + rn

(15)

e(n) = y(n) − hT
n ĉ−n (16)

ĉ+
n = ĉ−n + kne(n) (17)

P+
n = (I − kncn)P−n (I − kncn)T + knrnkT

n (18)

where Pn ∈ R2×2 is the estimation covariance matrix, I is the
two-by-two identity matrix, kn is the Kalman gain vector and
e(n) is the error in observation prediction, well-known as the
innovation signal. In all equations the superscripts − and +

refer to the estimation of the corresponding quantity before and
after observation arrival, respectively.

Equation (18) is the stabilized form (known as the Joseph
form [47]) for updating the state vector covariance matrix, which
guarantees a positive semi-definite covariance update.

The recursion is initialized by ĉ−0 = µ0 and P−0 = P0 where
µ0 = (µ1, µ2)T and P0 ∈ R2×2 are presumed mean and co-
variance of the initial Gaussian state vector c0 ∼ N(µ0,P0).
The initial state vector can be set by applying the Yule-Walker
method on the entire signal offline.

The KF is causal, as it uses the two previous observations to
estimate the current state. Better performance may be obtained

if one uses a Kalman Smoother (KS). The KS basically con-
sists of a forward KF followed by a backward recursive smooth-
ing stage. Depending on the smoothing strategy, smoothing al-
gorithms are usually classified into fixed-lag or fixed-interval
smoothers [48, 49]. Herein, we use a fixed-interval KS for of-
fline sleep staging. In this scheme, having the forward esti-
mated states and their covariance matrix from sample n = 1 to
n = N, the backward estimation process is applied recursively
for n = N − 1 to n = 1 as follows:

ĉn|N = ĉ+
n + Sn(ĉn+1|N − ĉ−n+1) (19)

Pn|N = P+
n + Sn(Pn+1|N − P−n+1)ST

n (20)

where
Sn = P+

n [P−n+1]−1 (21)

In these equations n|N denotes n-th smoothed version of the
state vector or covariance matrix, using N samples of the same
quantity. This implementation of the KS is known as the Rauch-
Tung-Striebel two-pass KS algorithm1.

2.6. KF Parameter Tuning
It can be shown that for the dynamic model (10) and (11),

the KF equations are only a function of the ration γ = Q/R
[50, 48]. Therefore, one only needs to tune γ instead of both
parameters Q and R. In order to set this ration, we hereby em-
ploy a monitoring criterion coined as the averaged variances
ratio (AVR), which has been previously used in [49, 51] for
monitoring the fidelity of the KF and updating the values of
the KF covariances. AVR is defined as the variance of the KF
innovation signal divided by the KF estimated variance over a
sliding window of length L. Accordingly, for the ith estimation,
the AVR criterion is:

λ(i) =
1
L

i∑
k=i−L+1

e2(k)
hkP−k hT

k + r(k)
(22)

If the KF parameters (γ in our case) are selected correctly, one
should have λ(i) ≈ 1. In practice the fluctuation of λ(i) between
0.5 and 2 with an average of 1 is acceptable [50]. In the current
case, γ has been selected such that λ(i) fluctuates around 1 in
the awake state. In real sleep studies, this procedure can be
done per subject by a short learning process before sleep.

3. Simulation on Synthetic Signal

In order to show the problem of robust IF estimation, the
following AM-FM sinusoidal signal is used for illustration:

x(n) = Am(n) cos(2π
n∑

k=1

fm(k)Ts) + η(n) (23)

where Am(n) = 1.2 sin(2π × 0.75n + π/4) + 0.6 sin(2π × 2.5n)
is the instantaneous envelope, fm(n) = 2.5 sin(2π × n) + 10.5 is

1In writing equations (13) to (21), simplifications have been made due to
the first-order AR dynamics assumed in (10).
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the time-varying frequency (corresponding to the alpha band)
and η(n) is a zero-mean white Gaussian noise with variance ad-
justed to set the signal-to-noise ratio (SNR) of x(n) to 20 dB.
The signal is simulated at a sampling frequency fs =300 Hz.

Theoretical and practical challenges of IP and IF estima-
tion were detailed in [34]. Abrupt random phase and frequency
jumps were shown to occur more frequently in low analytical
signal envelopes. This effect (the randomization of the esti-
mated IF using conventional Hilbert transform methods in pres-
ence and lack of a BPF corresponding to alpha wave bandwidth
have been illustrated in Figs. 2(c) and 2(b), respectively. Al-
though band-pass filtering reduce the effect of out of range fre-
quencies, but is not enough for a reliable IF extraction. The per-
formance of IF estimation using two methods of Hilbert trans-
form with band-pass filtering and the robust method is also
compared in figure 2(c). By proper choice of Kalman filter/smoother
parameters, the performance of this method is much more accu-
rate in low analytical signal envelopes, despite some inevitable
deflections around the true IF. This example motivates the tem-
poral tracking of the IE and IF for a more robust estimation of
EEG temporal frequency variations.

4. Case Study

4.1. Dataset

In this study, two EEG channels, Fpz–Cz and Pz–Oz, are
taken from the Sleep-EDF database, containing PSG recording
described in [52]. According to this, The selected dataset con-
tained of 39 sleep cassette PSG recorded from 20 healthy sub-
jects including ten males and ten females within an age range
of 25 to 34 years old, together with their hypnogram (expert
annotations of sleep stages). The PSG of each subject was sam-
pled at 100 Hz in two successive day-night periods (except for
fourteenth subjects with only one night data acquisition) and
the hypnogram index was reported for 30 s time intervals. The
hypnogram labels consist of W (wakefulness state), 1, 2, 3, 4
(stages S1 to S4 of non-REM sleep), R (REM sleep) and M
(movement time). Since the movement time and un-scored data
segments were negligible as compared to the labeled parts, they
were not taken into account and were omitted from analysis.
Note that “movement times” have been eliminated in the more
recent AASM standard [4]. All hypnograms were manually
scored by well-trained technicians according to the Rechtschaf-
fen and Kales manual [3]; but based on Fpz–Cz/Pz–Oz EEGs
instead of C4-A1/C3-A2 EEGs, as suggested by [53].

The PSGs were recorded from the subjects during normal
activities in both awake and sleep states. Since the data has
been acquired mostly in the awake state, with small proportions
of stages S1 and S4, we are dealing with an unbalanced dataset,
which is an important factor for the classifier.

In order to examine the adaptability of the classification al-
gorithms with the AASM standard, stages 3 and 4 were merged
into slow wave sleep (SWS). Nevertheless, the other AASM
parameters could not be fulfilled using the current dataset, due
to the differences in scoring rules as comparing with the R&K
standard.
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Figure 2: Simulated data: (a) a synthetic AM-FM noisy signal with
SNR=20 dB; (b) The time-varying true IF (blue line) and the IF obtained via
Hilbert Transform (red line); (c) The true IF (blue line); the instantaneous fre-
quency obtained via band-passed Hilbert Transform (red line); the IF estimated
via the KS (proposed algorithm) (black line)

4.2. Spectrum Analysis

It has been previously reported that the changes in con-
sciousness level is proportional to the energy level variations
of different frequency bands [31]. For illustration, this point is
shown in the spectrogram of a sample ten-hour wakefulness and
sleep EEG, acquired from the Fpz–Cz channel, together with its
corresponding hypnogram, in Fig. 3.

The wide-band spectrogram in Fig. 3 reveals that the sleep
state is correlated with the energy variations of alpha and beta
rhythms. In order to validate this observation more rigorously,
we divide the wide-band frequency range of the EEG, into the
sub-bands corresponding to common brain rhythms locating
between 0.5–30.0 Hz. Therefore, the aforementioned IP/IF ex-
traction algorithm is applied simultaneously on four parallel
bands: δ (0.5–4.0 Hz), θ (4.0–7.5 Hz), α (8.0–13.0 Hz), and
β (14.0–30.0 Hz).
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Figure 3: Spectrogram (top) and hypnogram (bottom) of different brain rhythms
in wakefulness and sleep states for a ten-hour sample EEG

4.3. Feature Extraction

The proposed algorithm has been applied on the entire dataset
over all the four frequency bands detailed in the previous sub-
section, in order to extract the features of IE and IF, without any
prior judgment about their efficiency in different bandwidths.
The following procedure was implemented on both Fpz–Cz and
Pz–Oz EEG channels separately. Figure 4 gives an overview of
the feature extraction algorithm.

Figure 4: Feature extraction block diagram

According to figure 4:

1. In a pre-processing stage, the raw signal is decimated and
passed through four parallel band-pass filters with band-
width ranges corresponding to the δ, θ, α and β brain
rhythms.

2. The bandpass signals are represented in analytic form (as
in 1) and their modulus are extracted as the instantaneous
envelope (IE).

3. The bandpass signals are normalized by dividing them by
their IE.

4. The instantaneous frequency (IF) of the normalized band-
pass signals are estimated using the robust algorithm con-
sidering the detailed implementation issues described in
Section 2.

5. Stages 2 and 4 (above) result in eight IF & IE feature
vectors (time series) per channel, with different lengths
and sampling frequencies. Since, the hypnogram labels
are available for 30 s intervals, time-interval averaging is
used to average the feature samples over 30 s time inter-
vals.

The above procedure is implemented on both EEG channels
for all subjects. The whole feature vectors together with their
hypnogram labels are saved for post-processing feature selec-
tion and classification algorithms.

4.4. Feature Selection & Classification

The effectiveness of the proposed feature vector is evaluated
by running a classification algorithm, using the hypnogram la-
bels for the training and test phases.

The proposed feature extraction algorithm results in a six-
teen element feature vector. Herein, we take a multistage fea-
ture selection (rather than a blind and naı̈e feature reduction),
to assess the effectiveness of single features and their combi-
nations. This procedure enables a better interpretation of the
proposed feature vector and eventually permits the reduction of
the feature vector length.

The choice of classifier is subjective. In order to compare
the performance of different classifiers on the current problem,
we have implemented three techniques: Linear Discriminant
analysis (LDA), One-Against-All Support Vector Machine (OAA-
SVM) and the Dendrogram-based Support Vector Machine (D-
SVM). All three classifiers have been applied in a recent work
on sleep stages classification [25]. For benchmarking, the D-
SVM Matlab codes have been adopted from [25], which are
available online. The Leave-One-Subject-Out (LOSO) proce-
dure is used for cross-validation of all three classifiers. Accord-
ingly, the training and test feature sets are selected based on the
LOSO scheme, such that the classifier is trained over nineteen
subjects and tested on the remaining one. The classification
performance is evaluated by the well-known confusion matrix
metric. In addition, in order to report a reliable overall accu-
racy per subject, the decoding accuracy (DA) is also used [25],
which is the mean of diagonal elements of the confusion matrix.

Discriminant analysis is a common technique for data clas-
sification and dimensionality reduction. Simply put, it projects
the data to a space with highest between-class and lowest within-
class variances, to achieve maximal separability. A Gaussian
distribution is assumed for the samples per class; hence, the
class means and covariance matrices are the only required pa-
rameters. In linear discriminant analysis, which is used in this
study, we assume that the covariance matrices of both classes
are identical and only the class means (class centers) vary.

Support Vector Machine classifiers are inherently designed
for binary classification problems. Nevertheless, multi-class ex-
tensions of SVMs, such as the One-Against-One (OAO) and the
One-Against-All (OAA) are also very popular in practice. In
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the hereby implemented OAA-SVM, a Radial Basis Function
(RBF) kernel it fitted over the training data per class. In the test
phase, the data is evaluated for each class model with a predic-
tion probability. At last, the test data is associated to the class
with highest probability.

Employing the D-SVM (a decision tree multi-SVM classi-
fier) for wake/sleep stages classification was proposed in [25].
In the D-SVM framework, a tree of ascending or descending hi-
erarchical clusters (AHC or DHC) is produced, based on a mea-
sure of distance between the representatives of clusters (classes).

Herein, following [25], an ascending hierarchy (AHC) is
employed. The mean value of classes is assigned to be the
representative of clusters and the distance measure is chosen
to be the Euclidean distance divided by the standard deviation
of the cluster. This measure provides maximal discrimination
between classes based on the Fisher criterion. The generated
dendrogram is then used as the backbone for multi-class clas-
sification, with a distinct binary SVM assigned to each node
[25].

5. Results

In this section the implementation results of the explained
algorithm applied on the entire thirty-nine ensembles of the in-
troduced dataset is presented as follows. First, the estimated
features are visualized and then the certainty about the esti-
mated IF is presented with the confidence interval measure.
Next, a comparison between the two implemented IF estimation
approaches from the distribution point of view is performed. Fi-
nally, the overall and subject-wise performance of the proposed
algorithm is analyzed.

5.1. Visual Analysis

A typical sample of the estimated IF and IE in four brain
rhythms together with the corresponding hypnogram is illus-
trated in Fig. 5. Due to the bandpass filtering procedure, all the
estimated IFs are located in the corresponding bandwidth. By
visual inspection, the frequency variations of the hypnogram
are somehow correlated with the IF variations. Nevertheless,
visual inspection of a single trial is insufficient for drawing a
general conclusion. Herein, following the findings of [34], re-
garding the unreliability of the IF in low analytical signal en-
velopes, the IE is used as a complement for the IF.

5.2. IF Estimate Confidence Interval

To obtain a confidence measure for the estimated IF values,
we propose to monitor the lower and upper estimation bounds
defined by the intervals [IF(n) − σIF(n), IF(n) + σIF(n)], where
σIF is the standard deviation of the estimated values. For il-
lustration, the estimated IFδ tracked with its confidence inter-
val and the magnitude of the corresponding AR model pole is
illustrated in Fig. 6. Accordingly, as the pole magnitude ap-
proaches one (the unit circle), the uncertainty in the estimated
IF decreases. It is known that for a narrow-band signal, when
the generating model pole magnitudes approach the unit circle,
the system output becomes more oscillatory. This means that in
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Figure 5: Visualization of the estimated IF and IE in different EEG bandwidths
and the corresponding hypnogram index over the estimation interval

a narrow-banded EEG signal an oscillatory instantaneous pole
could potentially have spontaneous or event-related physiolog-
ical interpretations. In multichannel EEG analysis this mea-
sure may additionally result in the localization of oscillatory
frequency generating sources.

5.3. Comparison of Methods

In Section 2.5, the ability of KS in IF tracking was detailed.
Herein, a comparison between the conventional Hilbert trans-
form method and the KS approach for instantaneous frequency
estimation is shown on real data.

Fig. 7 illustrates the sample distribution of IFβ for 2000 ran-
dom samples per sleep stage belonging to one subject. The
raw IF extracted by the Hilbert transform (the colorful points)
and the Kalman Smoother methods (black dots) are compared,
without any averaging. Apparently, the IF estimated by the
Hilbert transform is not discriminative between the sleep stages.
However, the IF distribution after applying the KS is even vi-
sually discriminative between the different classes (wake/sleep
stages).

In addition, according to Fig. 7, the mean value of the beta
IF in the REM stage is close to the wakefulness frequency,
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Figure 6: (Top) the estimated IF with its plus/minus standard deviation confi-
dence intervals; (bottom) AR model pole magnitude

Figure 7: Sample distribution comparison of the instantaneous frequency of the
beta wave for 2000 random samples per wake/sleep stages obtained via two
methods. The colorful samples correspond to the Hilbert transform method and
the black ones correspond to the Kalman smoother approach

which is in accordance to the physiological properties of the
REM sleep.

5.4. Classification Results

According to the described feature selection strategy, an ex-
haustive search was carried out to find the best feature and com-
bination of features using the LDA classifier. The results are
shown in Table 1. Accordingly, if one seeks a single feature,
IFβ has scored the best among all the proposed features for both
channels (above 36% alone between five classes). If one selects
more than a single feature, the best combination of features dif-
fers in the two channels. In the proposed scheme, at each step,
among the remaining features, a single feature is added to the
previous optimal feature subset of the previous step. As the fea-
ture vector size increases, the performance improves up to eight
features listed in Table 1 (except when adding IEθ of channel 2).
Therefore, a subset of 15 features is selected for classification.

The classification training phase of DSVM forms the de-
cision trees for the two sleep scoring standards, as shown in
Fig. 8. The hierarchical clustering indicates high proximity of
clusters (classes) corresponding to stages {S1, REM} and stages
{S3, S4} in the R&K standard. We have the same observation
regarding stages {S1, REM} in the AASM standard.

The results of classification by the three described methods
on the whole dataset are represented in confusion matrices of
Fig. 9, for both sleep scoring standards. The results are in ac-
cordance with the pre-described hierarchical clustering struc-

ture in Fig. 8. Overall, the wakefulness state was classified
with the highest accuracy rate. The first stage of sleep could
be hardly distinguishable from the wake and/or REM stage us-
ing this method. Stage S2 was detected with acceptable accura-
cies, depending on the classification methodology. The notable
point about stages S3 and S4 in the R&K standard is their inter-
changeable mis-classification. This problem was mostly elim-
inated by their combination in the AASM sleep scoring stan-
dard. Finally, the REM stage has the best accuracy in LDA
method.

According to the confusion matrices of the three different
classification methods, it can be inferred that LDA has a higher
overall mean accuracy and reliability as compared with other
classifiers, using the proposed feature vector.

5.5. Individual performances

The performance of the LDA classifier can be better ob-
served in the subject-wise results. Employing the Leave-One-
Subject-Out strategy gives two test EEG ensembles for each
subject, being trained by nineteen other unseen subjects (in-
cluding 38 ensembles). The decoding accuracy (mean of indi-
vidual class accuracies) was used— as in literature— for eval-
uation. The bar graph of Fig. 10 indicates this measure for all
twenty subjects. The highest DA was 80% for subject 16 and
the lowest was 63% for subject 5. The overall mean and stan-
dard deviation were 72.84% and 5.21%, respectively. The re-
sults have clearly outperformed the mean DA±std=64.75±10.37%
of the previous research [25].

6. Discussion

The proposed methodology has various implications in the
field of consciousness analysis and may be extended from dif-
ferent aspects in future studies. Two major points are detailed
below.

6.1. Drowsiness Detection

Besides sleep stage analysis, a potential application for the
proposed method is for drowsiness detection. Let us consider
the AR model pole-magnitude variations along the hypnogram.
By visual inspection of multiple subjects, the α-wave AR model
pole-magnitude extracted from the occipital region channel has
particular and rather exclusive behaviors during awake-sleep
transition. For proof of concept, a typical case of the α-wave
pole-magnitude extracted from the Pz–Oz channel together with
the corresponding hypnogram has been plotted in Fig. 11. Ac-
cordingly, the foregoing pole amplitude approaches one in a
short time prior to the onset of the first sleep stage and it returns
to its normal value after the sleep stage begins. The time inter-
val of this transient oscillatory behavior is of course subjective.
The same behavior is observable during sleep-wake transition.

Considering the dominant appearance of the α rhythm dur-
ing sleep [54], the hereby observed phenomenon can be consid-
ered as a transition between wake and sleep stages, or drowsi-
ness. The monitoring of drowsiness has significant impact on
alertness detection for real-world applications, such as drivers,
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Table 1: Optimal Feature Combinations in Terms of Classification Accuracy

Channel 1 Channel 2 Channel 1&2
# of Features

Best Combination Mean DA±std Best Combination Mean DA±std Mean DA±std

1 IFβ 36.53±1.97 IFβ 38.58±2.11 44.90±6.08

2 IFδ, IFβ 51.76±4.75 IEδ, IFβ 47.43±6.67 60.64±6.36

3 IEδ, IFδ, IFβ 60.63±5.35 IEδ, IFα, IFβ 53.86±9.07 66.85±6.22

4 IEδ, IEθ, IFδ, IFβ 62.95±5.81 IEδ, IFδ, IFα, IFβ 57.50±8.13 69.33±5.82

5 IEδ, IEθ, IEβ, IFδ, IFβ 65.11±5.76 IEδ, IEβ, IFδ, IFα, IFβ 59.69±7.42 70.64±5.47

6 IEδ, IEθ, IEβ, IFδ, IFθ, IFβ 66.88±6.18 IEδ, IEβ, IFδ, IFθ, IFα, IFβ 61.24±7.23 73.02±5.19

7 IEδ, IEθ, IEα, IEβ, IFδ, IFθ, IFβ 67.84±5.95 IEδ, IEα, IEβ, IFδ, IFθ, IFα, IFβ 61.86±6.81 73.46±4.62

8 IEδ, IEθ, IEα, IEβ, IFδ, IFθ, IFα, IFβ 68.42±6.10 IEδ, IEθ, IEα, IEβ, IFδ, IFθ, IFα, IFβ 61.68±7.15 72.61±5.30
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Figure 8: The decision trees formed from hierarchical clustering of DSVM training phase for two sleep scoring standards

pilots, control center operators, etc. Unfortunately, standard
datasets such as the ones used in this study, do not have ex-
clusive drowsiness labels in their hypnograms. Therefore, new
datasets and recording setups are required to evaluate this hy-
pothesis.

6.2. Kalman Filter versus Kalman Smoother

In this study, the data were processed offline. Therefore,
the fixed-interval Kalman smoother was used for tracking the
AR model poles. For online applications, a fixed-lag Kalman
smoother of an order of 30 s of delay can be used instead, which
at the same time benefits from the advantages of smoothing and
online analysis.

7. Conclusion & Future Work

In this work a robust method was proposed for tracking the
poles of a second-order TVAR model for instantaneous fre-
quency estimation of EEG signals. The performance of the
Kalman Smoother based approach for accurate IF tracking in

low analytical signal envelopes was compared with the con-
ventional Hilbert transform based method. The instantaneous
envelope was considered as a complementary feature for the
IF and used for automatic sleep stage scoring. The IE and IF
features were extracted from simultaneous normalized band-
passed brain rhythms of two-channel sleep EEG signals using
the proposed algorithm. The results show that the single feature
of IF of beta wave is the most informative among all features
for consciousness level detection. The combination of features
were used in three different classification methods. The result
show the outperformance of the proposed method, in terms of
mean accuracy using the LDA classifier. Considering the dy-
namic nature of sleep stages (temporal evolution from one stage
of sleep to another), we expect the classification process to be
improved using methods such as the Hidden Markov Model
(HMM) and its extensions, which can intrinsically consider the
temporal evolution of sleep states.

The utilized leave one subject out cross-validation strategy
has made the results subject independent. The compatibility of
extracted features with LDA classification led to higher indi-
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Figure 9: Confusion matrices for DSVM, OAA-SVM and LDA classification methods based on the R&K and AASM sleep scoring standards

vidual performance of subjects in terms of higher overall mean
and lower standard deviation of the DA measure (as compared
with previous research). Thus, the proposed algorithm could be
a reliable approach for automatic sleep staging and a basis for
further research.

Studying the oscillatory instantaneous poles of high spatial
resolution EEG is another future direction of research. As dis-
cussed in this work, the concept of drowsiness detection is a
possible application of this study, which may lead to a robust
alertness detection algorithm with various real-world applica-
tions.
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[12] K. Šušmáková and A. Krakovská, “Discrimination ability of individual
measures used in sleep stages classification,” Artificial Intelligence in
Medicine, vol. 44, no. 3, pp. 261–277, 2008.

[13] A. Flexer, G. Gruber, and G. Dorffner, “A reliable probabilistic sleep
stager based on a single EEG signal,” Artificial Intelligence in Medicine,
vol. 33, no. 3, pp. 199–207, 2005.

[14] S.-T. Pan, C.-E. Kuo, J.-H. Zeng, and S.-F. Liang, “A transition-
constrained discrete hidden Markov model for automatic sleep staging,”
Biomedical engineering online, vol. 11, no. 1, p. 1, 2012.
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