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RESULTS

To demonstrate the impact of conducting additional validation tests, we computed the posterior distribu-
tions in Equation (6) for two scenarios in which field survey data consisting of 75 positive and 425 negative
tests were analyzed using two sets of validation data. The first set was based on 100 validation tests and the
other based on 200 validation tests, with tests split equally between positive and negative controls in both
cases. Both validation data sets contained 94% true positives and 98% true negatives. The increase in vali-
dation samples resulted in a change in the 95% posterior credible interval for prevalence from [0.053,0.182]
to [0.082,0.180](Figure 1), corresponding to a 24% reduction in the credible interval width from additional
validation data alone.
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FIG. 1. Increased validation effort decreases prevalence uncertainty. Prevalence estimates from 75 (n4.) positives
in 500 (Nfew) field samples, using validation outcomes of {tp,tn} = {47,49} based on Npez = Npos = 50 samples
(dashed line), {94, 98} based on Npez = Npos = 100 samples (solid line). Widths of 95% credible intervals decreased
by 24% (prevalence), 32% (sensitivity), and 34% (specificity) due to increased validation efforts. Dotted line shows a
Bayesian analysis of the same data using point estimates of 94% sensitivity and 98% specificity, equivalent to infinite lab
validation data, for reference.

To compare the results of finite validation efforts to the theoretical optimum of infinite validation tests, we
computed a posterior distribution for prevalence using point estimates of 94% sensitivity and 98% specificity.
This results in a decrease in the width of the posterior credible interval by an additional 30% (Figure 1).
The marginal impact of each additional validation test on posterior prevalence uncertainty decreases as this
theoretical limit is approached.

When there is a limit on the number of tests that a prevalence study can use, due to budget, time, throughput,
or other constraints, it may be tempting to deploy as many tests as possible to the field. This follows an
intuition that additional field samples will decrease uncertainty in estimates of §. However, while that intuition
is correct, additional validation samples will also indirectly decrease uncertainty in 6 by reducing uncertainty
around sensitivity and/or specificity. By taking posterior uncertainty as the quantity to be minimized, we
can search over combinations of Nfeid, Npeg, and Ny, representing the numbers of field, negative control,
and positive control tests, respectively. When the total number of tests N = Npeig + Npeg + Npos 1s fixed,
only two sample sizes can be specified freely, which means that this sample allocation problem becomes a
minimization over a two-dimensional grid.

To demonstrate the use of this approach, we considered the allocation of N = 1000 tests in a setting where
sensitivity and specificity are suspected to be around se = 0.93 and sp = 0.98 (based on, for instance, a
similar test constructed by the same manufacturer) and in a population with suspected prevalence of 0.15.
We allocated Npos and Vs to positive and negative controls, respectively, with the remainder allocated to
Niielg- We then sampled from the posterior distribution for 6 in Eq. (6) conditional on data equal to the
expected counts of ¢p, tn, and n. . From these posterior samples, we computed the width of the 90% credible
interval, and recorded it, before continuing to a new choice of sample allocation. Through this process, we
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FIG. 2. Optimized allocation of tests. Uncertainty in prevalence estimates, represented as 95% credible interval width,
is shown as a heatmap for various allocations of N = 1000 tests, when prevalence is suspected to be 0.15, sensitivity
0.93, and specificity 0.98. Each pixel represents a choice of Nyeg and Npos, where Nfela = N — Npeg — Npos. Widths
are indicated by color (see colorbar) with values larger than 0.09, or invalid choices of Npos and Ny, in white. Each
pixel was computed based on data equal to the expected test results for that allocation and using posterior samples from
Eq. (6). Optimal allocations for the studied scenario favor allocation to negative controls over positive controls, with only
600-700 samples allocated to the field survey.

found that at least twice as many samples should be allocated to specificity validation (/Vyeg) as compared to
sensitivity validation (/Vpes), and that around 1/3 of the 1000 total tests should be used for validation instead
of for the field study (Figure 2). These specific allocation recommendations do not generalize to other IV,
prevalence, or test characteristics, but the search procedure itself is fully generalizable.

A second consequence of jointly modeling the validation and field data is that estimates of sensitivity and
specificity may be affected by field survey data. Mathematically, this is because sensitivity and specificity
appear in the probabilities of both the field and lab data sets in Egs. (3), (4), and (5). To illustrate this
point, we considered a scenario in which 95 of 100 negative controls were found to be negative during
validation, resulting in a point estimate of specificity of 0.95, followed by a large study in a low prevalence
area that resulted in only 10 positive tests out of 1000 samples. Such field data would appear inconsistent
with the validation data, because even if prevalence were zero, one would expect 50 positives from 1000
field tests. However, an analysis based on Eq. (6) resolves this apparent inconsistency by inferring that the
test’s specificity is likely to be higher than 0.95, with a posterior mean of 0.961 and posterior mode of 0.977
(Figure 3, solid line). For comparison, we also analyzed the validation data separately using a uniform prior
on specificity, which produced a beta posterior distribution with a posterior mean of 0.941 and a posterior
mode at 0.95 (Figure 3, dashed line).

DISCUSSION

The sensitivity and specificity of a diagnostic test are inferred from a finite number of validations tests.
As a consequence, sensitivity and specificity themselves carry uncertainty, which affects the statistical inter-
pretation of prevalence surveys in the field. Studies that use only point estimates of test characteristics can
dramatically underestimate uncertainty around prevalence (Figure 1). Here, we showed how this issue can be
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FIG. 3. Test outcomes from the field affect estimates of sensitivity and specificity. Specificity estimates are shown for
validation outcomes {¢p,tn} = {100, 95} based on Ny = Npeg = 100 controls analyzed independently of field data
(dashed line; Beta posterior distribution) or jointly with n4 = 10 positives in Ngelq = 1000 field samples (solid line).
While Fig. 1 illustrates the influence of lab validation data on prevalence estimates, this figure illustrates the less intuitive
influence of field survey data on specificity estimates. This effect of field data is strongest on specificity when prevalence
is low, and strongest on sensitivity when prevalence is high.

ameliorated by jointly modeling field data and validation data using standard Bayesian techniques. Bayesian
frameworks such this one can be used even when no validation data is available [11-13], can easily incor-
porate prior information about prevalence, sensitivity, or specificity from, other pilot or validation studies,
and can jointly model the application of multiple diagnostic tests with different performance characteristics
simultaneously [11]. These methods also avoid the need to rely on asymptotic approximations [1] in the
process of calculating confidence intervals.

The direct inclusion of validation tests in prevalence estimation not only allows uncertain sensitivity and
specificity to affect prevalence estimates (Figures | and 2), but also allows field data to affect sensitivity and
specificity estimates (Figure 3). This underscores the importance of reporting the raw outcomes validation
tests. The outcomes of validation tests should be included directly in publications that analyze field data
whenever possible, motivated by statistical and reproducibility requirements.

By highlighting the marginal value of additional validation effort, joint models like Eq. (6) expose the
tradeoff between collecting validation and field data when tests are limited. This simulation-informed ap-
proach to sample allocation allows a finite number of samples to be maximally utilized via strategic study
design [7, 14, 15].
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