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Figure 6: Optimal stimuli for high layers of DCNNs. Best viewed when scaled.
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Figure 7: Neural predictivity results of ResNet-50 models.
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Figure 8: T-test results of human behavior consistency results (Fig 4d). If the human behavior consis-
tency of the method in the i-th row is smaller than that of the method in the j-th column, the number in
the i-th row and j-th column then means the unpaired and two-tailed t-test p-value bewteen two methods.
The degree of freedom is 2, as each model has three networks of different initializations.
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Semi-Supervised Learning: 
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Figure 9: Schematic for the Mean Teacher (MT) method. In addition to the optimized “student DCNN”,
MT maintained a “teacher DCNN”, whose weights were running averages of the student DCNN. The
loss was the sum of the categorization loss on labeled images and the consistency loss between two
DCNNs on unlabeled images.
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Figure 10: Correlation of per-site neural predictivity results of different DCNNs.
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Figure 11: Training trajectories for (left to right): orientation selectivity measured by circular variance
on early layer of DCNNs, IT neural predictivity of best layer, object categorization, object position
predicting performance.
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