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Abstract 45 

Working memory (WM) is a fundamental construct of human cognition that predicts important 46 

faculties such as language abilities and scholastic achievement. The neural basis of auditory 47 

WM is thought to reflect a distributed brain network consisting of canonical memory and central 48 

executive brain regions including frontal lobe, prefrontal areas, and hippocampus. Yet, the role 49 

of auditory (sensory) cortex in supporting active memory representations remains controversial. 50 

Here, we recorded neuroelectric activity via EEG as listeners actively performed an auditory 51 

version of the Sternberg memory task. Memory load was taxed by parametrically manipulating 52 

the number of auditory tokens (letter sounds) held in memory. Source analysis of scalp 53 

potentials showed that sustained neural activity maintained in auditory cortex (AC) prior to 54 

memory retrieval closely scaled with behavioral performance. Brain-behavior correlations 55 

revealed lateralized modulations in left (but not right) AC predicted individual differences in 56 

auditory WM capacity. Our findings confirm a prominent role of auditory cortex, traditionally 57 

viewed as a sensory-perceptual processor, in actively maintaining memory traces and dictating 58 

individual differences in behavioral WM limits. 59 

 60 
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Introduction 67 

Working memory (WM) refers to mental processes that temporarily preserve information to be 68 

readily accessible and deployed to our perceptual-cognitive system. WM operations consist of 69 

both memory retrieval and active manipulations of those representations. Consequently, it is 70 

well documented that human WM is a limited capacity system (Cowan, 1998; Cowan, 2001), 71 

capable of buffering ~7±2 items in temporary memory store at any one time (Miller, 1956). 72 

Critically, WM capacity varies across different stimuli (Baddeley et al., 1975) and is modulated 73 

both by modality-general and modality-specific processes (Fougnie and Marois, 2011). For 74 

example, a meta-analysis of n-back tasks shows a general involvement of a frontoparietal 75 

network, but additional activation patterns differ between stimuli and presentation modalities 76 

(Mencarelli et al., 2019). Given its ubiquity to perceptual-cognitive processing, defining the 77 

neural mechanisms of WM is important and it is critical to not only understand the brain basis of 78 

this core cognitive function but also its role in normal and disordered human faculties such as 79 

speech and language (Füllgrabe and Rosen, 2016; King and Just, 1991; Nation et al., 1999). 80 

WM has generally been regarded as a higher-order cognitive process. As such, it is 81 

perhaps unsurprising that a wealth of neuroscientific studies have sought and identified neural 82 

correlates of WM in canonical memory and central executive brain regions including parietal 83 

lobe, (pre)frontal areas, and hippocampus (Bashivan et al., 2014a; Habeck et al., 2005; 84 

Karlsgodt et al., 2005; Kumar et al., 2016; Sreenivasan et al., 2014; Thompson-Schill et al., 85 

2002). For example, patients with lesions to inferior parietal cortex show disproportionality 86 

higher deficits in verbal WM span (Baldo and Dronkers, 2006). These regions are thought to lie 87 

at the apex of the perceptual-cognitive processing hierarchy (Bagur et al., 2018; de Lafuente 88 

and Romo, 2006; Rahnev et al., 2016; Siegel et al., 2015) that underlies complex behaviors like 89 

WM (but see Ranganath and Blumenfeld, 2005). Cross-species studies corroborate human 90 

work by implicating higher cognitive and association areas outside the sensory cortices 91 

(Constantinidis and Procyk, 2004). Moreover, different stages of WM (encoding, maintenance, 92 

and retrieval) recruit different neural circuitry over time (Bashivan et al., 2014b; Bashivan et al., 93 

2015; Habeck et al., 2005; Karlsgodt et al., 2005; Metzak et al., 2011). In the context of visual 94 

WM, for instance, we have recently shown the directional flow of information between sensory 95 

and frontal brain areas reverses when encoding vs. maintaining items in working memory 96 

(encoding: occipital sensory → frontal; maintenance: frontal → occipital sensory), revealing 97 

feedforward and feedback modes in the same underlying brain network (Bashivan et al., 2014b; 98 

Bashivan et al., 2017). A similar reversal in information flow was more recently reported by 99 
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Linde-Domingo et al. (2019). While lower-(sensory) and higher-level (cognitive) brain regions 100 

interact during the time course of WM processing, an outstanding question to address is the 101 

degree to which sensory cortex itself can account for differences in WM capacity.  102 

The neural circuitry of WM is well-studied in the visual domain (Bashivan et al., 2014a; 103 

Luck and Vogel, 2013) but presumably differs across modalities (Lefebvre et al., 2013; Xiao et 104 

al., 2019). The role of sensory cortex in WM is supported by increasing evidence for specific 105 

involvement of visual cortex in visual WM paradigms (Constantinidis and Procyk, 2004). 106 

However, it remains unclear if such findings generalize to audition. In fact, few studies have 107 

examined the neurophysiological correlates of auditory WM. A persistent and dominant view, 108 

adopted from the visual sciences, is that regions beyond auditory cortex (AC) drive WM in 109 

human and non-human primates (Gaab et al., 2003b; Grady et al., 2008; Huang et al., 2016; 110 

Kumar et al., 2016; Lefebvre et al., 2013; Mencarelli et al., 2019). In this framework, AC is 111 

responsible mainly for precise encoding of stimulus representations rather than the active 112 

maintenance of information in a memory buffer. The retrieval and subsequent manipulation of 113 

mental objects is then orchestrated via controlled coupling between sensory cortex and frontal 114 

and/or hippocampal areas (Boran et al., 2019; Petrides and Pandya, 2006). Critically, such 115 

models assume that regions beyond Heschl’s gyrus maintain information, although perhaps in a 116 

different representational form (Yue et al., 2019). 117 

On the contrary, emerging evidence suggests that a substantial portion of auditory WM 118 

might be supported by more automatic, lower-level processing within the auditory system and 119 

without the need for (or at least with minimal reliance on) higher-level brain structures (Demany 120 

et al., 2010; Linke and Cusack, 2015; Linke et al., 2011). Evidence across species suggests 121 

activity in superior temporal gyrus (STG) (Acheson et al., 2011; Colombo et al., 1990; Grimault 122 

et al., 2014) might predict listeners’ WM capacity. However, the involvement of STG/STS in 123 

verbal WM, particularly posterior regions (e.g., Acheson et al., 2011; Buchsbaum and 124 

D'Esposito, 2008), might be expected given the role of such “dorsal stream” areas in 125 

phonological production, articulatory planning, and auditory-motor transformation (Hickok and 126 

Poeppel, 2004; Hickok and Poeppel, 2007; Wilson et al., 2009). On the contrary, growing 127 

evidence implicates sensory AC itself (Grady et al., 2008; Lu et al., 1992a; Lu et al., 1992b) in 128 

WM processing. Indeed, in non-human mammals, AC neurons are characterized by sustained 129 

activity that is sensitive to WM demands (Sakurai, 1994). These findings suggest that auditory 130 

WM, a function traditionally viewed through a “cognitive lens,” might be driven not by higher-131 

order neocortex, per se, but by earlier memory representations in auditory sensory areas (e.g., 132 

Kumar et al., 2016).  133 
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 To address these questions, we recorded neuroelectric brain activity as listeners 134 

performed an auditory version of the well-known Sternberg serial memory task (Sternberg, 135 

1966). We varied WM demand (and thus cognitive load) by manipulating the number of auditory 136 

tokens (letter sounds) held in memory. Using source analysis of the auditory event-related 137 

potentials (ERPs), we examined the underlying brain regions that are modulated by memory 138 

load and, more critically, whether neural activity prior to memory retrieval could predict listeners’ 139 

subsequent behavioral WM performance. Our findings reveal early stages of auditory cortical 140 

processing in left hemisphere reflect a direct neural correlate of the auditory WM trace and 141 

robustly predict individual differences in behavioral capacity limits. 142 

Methods 143 

Participants 144 

The sample included n=15 young adults (24-33 years of age, μ±σ: 28±3 yrs; 8 female) recruited 145 

from the University of Memphis student body. All had normal hearing (octave thresholds < 25 146 

dB HL), reported no history of neuropsychiatric illness, and were strongly right-handed 147 

(Edinburgh laterality index > 95%) (Oldfield, 1971). One participant’s data was excluded due to 148 

excessive noisy EEG resulting in a final sample size of n =14. Each was paid for their time and 149 

gave written informed consent in compliance with a protocol approved by the IRB at the 150 

University of Memphis. 151 

Stimuli and task 152 

EEGs were recorded during a modified version of the Sternberg memory task (Sternberg, 153 

1966). This paradigm is advantageous because it allowed us to parametrically assess neural 154 

responses to different memory loads and temporally separates encoding, maintenance, and 155 

recall stages of the neuronal WM process (Bashivan et al., 2014a). Participants were seated 156 

inside an electro-acoustically shielded booth and were instructed to avoid body movement. On 157 

each trial, listeners heard a random series of alphanumeric characters selected from a subset of 158 

15 English letters (Fig. 1a). Sounds were normalized in duration (300 ms) and RMS amplitude 159 

(76 dB SPL), and were presented over ER-3A insert headphones (Etymotic Research). A 700 160 

ms silent gap separated successive tokens. For each trial, the length (size) of the “Memory set” 161 

varied from 2, 4, 6, or 8 characters (random draw), followed by a 3000 ms delay (“Retention”) in 162 

which participants retained the stimulus set in memory. Following the retention period, a single 163 

“Probe” character was displayed and participants indicated if it was among the prior memory set 164 

via button press. Feedback was provided 300 ms after their response via a colored light on the 165 
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computer screen. A 3.4 sec inter-stimulus interval then followed. On half the trials, the probe 166 

occurred in the set; on the other half it did not. Subjects received 20 practice trials for task 167 

familiarization and then completed a total of 60 experimental trials per set size in the experiment 168 

proper. The task was coded in MATLAB using the Psychophysics Toolbox (Brainard, 1997). 169 

Behavioral data analysis 170 

We logged both mean accuracy (% correct) and median reaction times (RTs) for probe recall. 171 

Additionally, we computed each listeners’ WM capacity (per set size) using the K index, defined 172 

as K = S(H-F), where S is the number of items in the memory array, H is the hit rate, and F is 173 

the false alarm rate (Cowan, 2001; Pashler, 1988).  174 

EEG recordings 175 

EEG procedures followed our previous report on the neural correlates of visual WM (Bashivan 176 

et al., 2013; Bashivan et al., 2014a; Bashivan et al., 2014b; Bashivan et al., 2015). EEG was 177 

recorded from 64 sintered Ag/AgCl electrodes at standard 10-10 scalp locations (Oostenveld 178 

and Praamstra, 2001). Continuous data were digitized at 500 Hz (SynAmps RT amplifiers; 179 

Compumedics Neuroscan) with an online passband of DC-250 Hz. Electrodes placed on the 180 

outer canthi of the eyes and the superior and inferior orbit monitored ocular movements. 181 

Electrode impedances were < 5 kΩ. Electrodes were referenced to an additional electrode ~1 182 

cm posterior to Cz during acquisition and were subsequently common average referenced 183 

(CAR) for analysis.  184 

 Preprocessing was conducted in BESA® Research (v7) software (BESA GmbH) and the 185 

FieldTrip toolbox (Oostenveld et al., 2011). Ocular artifacts (saccades and blinks) were first 186 

corrected in continuous EEGs using topographic principal component analysis (PCA) (Picton et 187 

al., 2000). Cleaned EEGs were filtered (0.01-20 Hz; 20th order elliptical), epoched between -188 

6000 and +4000 ms (where t=0 is probe onset), and ensemble averaged across trials to derive 189 

ERPs for each stimulus per participant. This window encapsulated transient ERPs to the last 190 

several memory tokens in the encoding period, sustained activity within the maintenance period 191 

of interest, and the subsequent retrieval/response-related ERPs following the probe (see Fig. 192 

2a). Importantly, we assessed relative changes in the ERPs between set sizes, rendering the 193 

exact choice of baseline within our long (10 sec) epoch window somewhat arbitrary. 194 

Consequently, we chose to baseline correct traces between -4400 and -3700—zeroing EEGs 195 

just prior to the final memory set token—to highlight neural activity during the maintenance 196 

period relative to the immediately preceding encoding period (see Fig. 2a).  197 
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 198 

 199 

ERP sensor and source analysis 200 

From channel-level waveforms, we measured load-dependent changes in the ERPs by 201 

comparing scalp topographies across set sizes in EEGLAB (Delorme and Makeig, 2004) (Fig. 202 

2b). We then conducted topographic t-tests on the maps contrasting low (4/2) vs. high (8/6) set 203 

sizes to identify electrodes showing WM-related changes in neural activity at the scalp surface. 204 

This contrast revealed highly significant (P<0.01) load-dependent modulations at central 205 

electrodes (C1/2, Cz, CP1/2, CPz) (Fig. 2c). We then measured the mean ERP amplitude in the 206 

entire maintenance window (-3000-0 ms) within this significant electrode cluster (Fig. 2a, inset).  207 

We used Classical Low Resolution Electromagnetic Tomography Analysis Recursively 208 

Applied (CLARA) [BESA® (v7)] (Iordanov et al., 2014) to estimate the neuronal current density 209 

underlying WM effects observed in the ERPs (e.g., Alain et al., 2017; Bidelman, 2018). CLARA 210 

models the inverse solution as a large collection of elementary dipoles distributed over nodes on 211 

a mesh of the cortical volume. The algorithm estimates the total variance of the scalp data and 212 

applies a smoothness constraint to ensure current changes minimally between adjacent brain 213 

regions (Michel et al., 2004; Picton et al., 1999). CLARA renders more focal source images by 214 

iteratively reducing the source space during repeated estimations. On each iteration (x2), a 215 

spatially smoothed LORETA solution (Pascual-Marqui et al., 2002) was recomputed and voxels 216 

below a 1% max amplitude threshold were removed. This provided a spatial weighting term for 217 

each voxel on the subsequent step. Two iterations were used with a voxel size of 7 mm in 218 

Talairach space and regularization (parameter accounting for noise) set at 0.01% singular value 219 

decomposition. Group-level statistical (t-stat) maps were then computed on full brain volumes 220 

using the ‘ft_sourcestatistics’ function in FieldTrip (Oostenveld et al., 2011) and threshold at 221 

P<0.05. Source activation contrasts were interpolated and visualized on the MNI adult brain 222 

template (Fonov et al., 2009). From individual functional images, we extracted CLARA source 223 

amplitudes at the midpoint of the maintenance period (i.e., latency of -1500 ms ) within the 224 

spatial centroids of significant clusters within bilateral superior temporal gyrus (i.e., AC) (see 225 

Fig. 3a). 226 

Statistical analysis 227 

We analyzed dependent variables using mixed-model ANOVAs in R (R Core team, 2018; lmer4 228 

package) with a fixed effect of set size and random effect of subject. Multiple comparisons were 229 
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adjusted using Tukey-Kramer corrections. To assess relations between region-specific neural 230 

activity and behavior, we regressed the change in AC source activation (i.e., set size 8 – set 231 

size 2) with individuals’ maximum WM capacity for the highest load condition (Kload 8) (e.g., 232 

Grimault et al., 2014). Left and right hemispheres were analyzed separately. This allowed us to 233 

evaluate whether load-dependent changes in left and/or right auditory cortical responses within 234 

AC predicted listeners’ WM capacity. Robust regression (bisquare weighting) was performed 235 

using the ‘fitlm’ function in MATLAB® 2019b (The MathWorks, Inc.). 236 

Results 237 

Behavioral data 238 

Accuracy for recall expectedly declined [F3,39=23.60, p<0.0001] and RTs slowed [F3,39=11.31, 239 

P<0.0001] for increasing memory load with larger set sizes (Fig. 1b,c). Similarly, K, an unbiased 240 

measure of WM capacity, increased with set size [F3,39=48.95, P<0.0001]. Follow-up contrasts 241 

revealed a dramatic increase in performance between 2 and 4 items (t39=-5.62, P<0.0001) with 242 

a leveling off in capacity limit from 6 to 8 items (t39=-2.89, P=0.0303) (Fig. 1d). For 8 stimulus 243 

items, K capacity was 4.72 ± 1.07, indicating ~4-5 items (on average) could be adequately 244 

maintained in auditory WM (Vogel and Machizawa, 2004). These data confirm the well-245 

established limit to WM capacity (cf. 7±2; Miller, 1956) observed in both the visual and auditory 246 

modalities (Bashivan et al., 2014a; Cowan, 2001; Grimault et al., 2014; Lefebvre et al., 2013; 247 

Vogel and Machizawa, 2004).  248 

 249 
Fig. 1: Auditory WM stimulus paradigm and behavioral data. (a) On each trial, listeners heard between 2 and 8 250 
random characters (“Memory set”) presented auditorily. Following a 3 sec retention period to maintain items in WM, 251 
they indicated whether a “Probe” occurred in the prior memory set. Shown here is a “no match” trial. (b-c) Behavioral 252 
accuracy (i.e., correct probe recall) decreases and response times increase with additional memory load from 2 to 8 253 
items. (d) Working memory capacity (K = S[H-F]; Cowan, 2001; Pashler, 1988) increases for small set sizes but 254 
saturates >4 items, above listeners’ WM capacity limits. errorbars =± 1 s.e.m. 255 
 256 

Electrophysiological data 257 

Scalp ERPs are shown as a function of memory set size in Figure 2a. The time course of the 258 

responses tagged distinct phases of the task. Separate “wavelet peaks,” reflecting the sensory 259 
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response to the last tokens of the stimulus array, were visible at the end of the encoding period. 260 

Following the cessation of the stimulus set, ERPs showed sustained activity across the scalp 261 

during maintenance as listeners retained items in WM (Fig. 2b), followed by a subsequent 262 

wavelet reflecting the auditory sensory response to the probe during retrieval.  263 

 Our subsequent analyses focused on the maintenance period since neural activity within 264 

this segment is evoked absent any concomitant stimuli, and thus, reflects endogenous brain 265 

processing related to memory retention. We found strong, load-dependent changes in neural 266 

activity during maintenance [F3,39=5.73, P=0.0024]. This effect was characterized by larger 267 

ERPs for lower (2/4) vs. higher (6/8) memory loads [sets size 2/4 vs. 6/8: t39=4.14, P=0.0002] 268 

(Fig. 2a, inset), which resembled a fatigue of neural activity in more demanding conditions. 269 

Load-dependent modulations in maintenance ERP activity were restricted to central electrode 270 

sites (Fig. 2c), consistent with auditory neural generators in the supratemporal plane (Picton et 271 

al., 1999). Moreover, transient activity at the end of the encoding period (i.e., ERP positivity,-272 

3530 ms) before maintenance did not vary with set size [F3,39=2.28, P=0.094]. This confirms that 273 

the ERP modulations during the maintenance delay were not due to differences in stimulus 274 

encoding but rather, activity related to endogenous WM processing.  275 

 276 
Fig. 2: Scalp ERPs reveal WM load-dependent modulations in sustained neural activity during memory 277 
maintenance. (a) ERP time courses at central scalp locations (mean of electrodes C1/2, Cz, CP1/2, CPz; baseline = 278 
[-4400 to -3700 ms]). Transient wavelets during “encoding” reflect auditory responses to final stimulus tokens in the 279 
memory set. Sustained activity is modulated in the 3 sec maintenance interval during memory retention (highlighted 280 
segment) and is stronger for low (2/4) vs. high (6/8) load (inset). (b) Topographies show the distribution of activity 281 
across the scalp during maintenance [mean: -3000 - 0 ms] and load-dependent decreases at higher set sizes. (c) 282 
Statistical maps (paired t-test, P<0.01, uncorrected) contrasting low (2/4) vs. high (6/8) memory load. Lower memory 283 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 5, 2020. ; https://doi.org/10.1101/2020.08.05.237727doi: bioRxiv preprint 

https://doi.org/10.1101/2020.08.05.237727
http://creativecommons.org/licenses/by-nc-nd/4.0/


10 
 

loads elicit stronger voltage deflections than higher loads at central electrode sites (boxed channels). errorbars =± 1 284 
s.e.m. 285 
 286 
 287 

 Source analysis of the ERPs uncovered neural activations distinguishing WM load in foci 288 

located in AC, with coverage in primary and posterior auditory cortices (BA 41/42 and BA 22) 289 

(Fig. 3a). AC amplitudes varied with hemisphere [F1,91=4.76, P=0.0317] and set size [F3,91=4.78, 290 

P=0.0038] with no interaction [F3,91=0.65, P=0.58]. Responses were stronger in LH compared to 291 

RH across the board. Post hoc contrasts further showed left AC differentiated lower (2/4) vs. 292 

higher (6/8) load conditions whereas right AC was invariant across set sizes (Fig. 3b,c).  293 

 Having established that sustained activity in left AC was sensitive to auditory WM load, 294 

we next asked whether source activity was related to listeners’ behavioral WM capacity. Brain-295 

behavioral regressions revealed that listeners’ maximum WM capacity (i.e., Kload 8) was 296 

predicted by load-dependent changes in source responses for left [R2= 0.36, P=0.0401] but not 297 

right AC [R2= 0.45, P=0.37] (Fig. 3d,e).  298 

 299 
Fig. 3: Sustained neural activity maintained in AC predicts behavioral auditory WM capacity. (a) T-stat map 300 
contrasting low (2/4) vs. high (6/8) CLARA source activation maps (P<0.05 masked, uncorrected). Functional data 301 
are overlaid on the MNI brain template brain template (Fonov et al., 2009). WM load is distinguished principally in 302 
bilateral auditory AC [MNI coordinates (x,y,z; in mm): ACleft=(-42.5, -18.5, -5.5); ACright=(50.5, -26.5, -5.5)] (b-c) AC 303 
amplitudes vary with set size but load-related changes in left (but not right) AC mirror the pattern observed in scalp 304 
EEG (cf. Fig. 2a) (d-e) Maximum behavioral WM capacity (Kload 8) is predicted by AC activity in left hemisphere; 305 
individuals with larger change in source amplitudes from set size 2 to 8 have larger WM capacity. No brain-behavior 306 
relation was observed in right hemisphere. Dashed lines=95% CI; solid lines, significant correlation; dotted lines, n.s. 307 
correlation. *P<0.05. errorbars =± 1 s.e.m.; AC, auditory cortex.   308 
 309 

Discussion 310 

By recording EEG during active WM tasks, we show that early stages of auditory cortical 311 

processing in AC reflect a direct neural correlate of the auditory WM trace. This neural index of 312 
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WM performance is dominant in left hemisphere where the degree of modulation in AC predicts 313 

individuals’ behavioral WM capacity (i.e., larger ERP changes associated with larger memory 314 

store).  315 

 We found that source localized neural activity showed load-related modulations at both 316 

the sensor and source level with larger sustained responses observed for lower- (easier) 317 

compared to higher-load (harder) set size conditions. Previous fMRI work linking sustained 318 

delay period activity to WM performance has been somewhat equivocal. Some reports show 319 

enhancements (Gaab et al., 2003a; Grimault et al., 2009; Kumar et al., 2016) and others 320 

suppression (Linke et al., 2011; Zatorre et al., 1994) of auditory cortical responses with memory 321 

load. ERP studies are similarly ambiguous with studies showing a decrease (Golob and Starr, 322 

2000; Pratt et al., 1989) or increase (Alain et al., 2009; Grimault et al., 2014; Huang et al., 2016; 323 

Lefebvre et al., 2013; Vogel and Machizawa, 2004) in late (> 400 ms) slow wave potentials with 324 

load level. On the contrary, direct unit recordings from animals suggest AC neurons can actually 325 

show both suppression and enhancement effects according to the mnemonic context of sounds 326 

(Scott et al., 2014). Additionally, AC units also code for constructs typically considered “higher 327 

level” functions including memory load (Sakurai, 1994), associative learning (Weinberger, 328 

1993), and long-term memory (Weinberger, 2004). 329 

Discrepancies on the nature of sustained activity in WM are unclear. Sustained firing 330 

patterns might be not be related to WM per se, but rather, other concurrent mental processes 331 

necessary to execute the task. DC potentials are thought to reflect higher states of arousal, 332 

alertness, and or attention (for review see Kovac et al., 2018). Interestingly, suppression of such 333 

responses during the delay period is reduced in individuals who rely more heavily on a covert 334 

rehearsal strategy (Linke et al., 2011). Thus, stronger AC responses we find for lower set sizes 335 

may reflect more covert rehearsal by our participants in order to refresh short-term memory 336 

representations from being overwritten and therefore protect memory items from decay. This 337 

interpretation is consistent with our brain-behavior correlations, which showed listeners with 338 

stronger reduction (cf. suppression) of sustained AC activity had higher K capacity limits (e.g., 339 

Fig. 3d). Moreover, although sustained auditory ERPs are recordable absent a task, they are 340 

enhanced by goal-directed attention (Picton et al., 1978), presumably through engagement of 341 

attention-sensitive belt regions of AC (Woods et al., 2010). Therefore, the larger neural 342 

responses we observe for lower set sizes could reflect a stronger deployment of attention in 343 

those easier, less taxing conditions. Nevertheless, intracranial recordings in macaques 344 

demonstrate both suppression and enhancement effects in different subpopulations of neurons 345 

within rostral STG (Scott et al., 2014). Yet, only excitatory responses mirror declining behavioral 346 
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performance (Scott et al., 2014), which parallels our EEG data. Collectively, our results best 347 

align with the notion that “dynamic enhancement seems more closely tied to the sensory trace, 348 

whereas dynamic suppression may represent a more general attention effect that may be 349 

necessary, but not sufficient to support short-term memory (Scott et al., 2014; p. 2771).” 350 

 The physiological basis—and thus functional interpretation—of sustained EEG is difficult 351 

to ascertain from scalp responses. Seminal studies in primates and fMRI in humans have 352 

demonstrated that neurons maintain a representation of the stimulus via sustained activity in 353 

prefrontal cortex which outlasts the eliciting event (Courtney et al., 1997; Fuster and Alexander, 354 

1971). Sustained maintenance activation has now been observed across multiple brain regions 355 

in tasks involving various sensory modalities (Bashivan et al., 2014a; Masse et al., 2020; 356 

Salazar et al., 2012; but see Yue et al., 2019). In agreement with prior neuroimaging studies on 357 

WM (Grimault et al., 2014; Huang et al., 2016; Vogel and Machizawa, 2004), we similarly find 358 

that sustained EEG activity during WM maintenance is modulated by stimulus load. Our results 359 

corroborate fMRI findings (Kumar et al., 2016) by confirming, electrophysiologically, that 360 

successful auditory WM depends on elevated activity within AC and adjacent auditory cortex. 361 

These structures are typically associated with sensory-perceptual processing rather than higher 362 

cognition (Boran et al., 2019; Petrides and Pandya, 2006; Yue et al., 2019). As such, our data 363 

support an “embedded” rather than “buffer” account of WM, whereby auditory cortex acts to 364 

both encode perceptually relevant sound features but also functions as memory buffer which 365 

maintains information over short periods (cf. Yue et al., 2019). Nevertheless, our data cannot 366 

rule out the possibility that information could be held in WM via other signaling modes not 367 

readily captured via EEG, including persistent spiking activity (Huang et al., 2016) and/or 368 

“activity silent” synaptic mechanisms (Masse et al., 2020; Rose et al., 2016). 369 

 A question that naturally arises from our data is the degree to which sustained AC 370 

reflects a form of the contingent negative variation (CNV) response (for discussion, see 371 

Lefebvre et al., 2013). CNVs are readily recorded in reaction time/expectancy tasks between the 372 

presentation of a cueing stimulus (cf. memory set) and imperative stimulus (cf. test probe) 373 

(Walter et al., 1964). However, we argue against this possibility based on several observations. 374 

First, as shown in previous MEG WM studies (Lefebvre et al., 2013), sustained neuromagnetic 375 

activity is differentiable from CNV. Second, the stronger negative deflections we find during 376 

maintenance are unlikely CNV since our probe is always an imperative stimulus and 377 

consequently, induces similar expectancy. Third, the CNV is closely related to perceptual timing 378 

in tasks that demand a motor response or have motivational value (Kononowicz and Penney, 379 

2016). Yet, we find that neither left (r = 0.10, P = 0.47) nor right (r = -0.05, P = 0.71) AC source 380 
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responses correlate with behavioral RTs. Lastly, CNV and other related motor-readiness 381 

potentials are localized to premotor areas (Hultin et al., 1996; Leuthold and Jentzsch, 2001) 382 

whereas our load-dependent modulations originated from sources within AC. Instead, the most 383 

parsimonious interpretation of our data is that AC responses reflect a direct neural correlate of 384 

the auditory sensory memory trace, where changes in the strength of neural representation 385 

decays following stimulus cessation. 386 

 We also found a stark hemispheric asymmetry in how AC predicts WM capacity. “High 387 

modulators” of left hemisphere AC activity showed superior auditory WM performance. In 388 

contrast, right hemisphere did not predict behavior. These effects are similar to previous 389 

neuroimaging studies that have shown stronger engagement of primary AC for more successful 390 

perceivers (in speech categorization tasks; Bidelman and Walker, 2019; Mankel et al., 2020). 391 

Pertinent to the present findings, fMRI studies show left AC activation positively correlates with 392 

behavioral performance in WM tasks (Brechmann et al., 2007; Kumar et al., 2016). Thus, while 393 

bilateral AC is critical to WM (current study; Grimault et al., 2014; Huang et al., 2016; Kumar et 394 

al., 2016), modulations primarily in left hemisphere best correlate with behavior. The leftward 395 

laterality of this brain-behavior association is perhaps expected given the well-known 396 

dominance of left cerebral hemisphere to auditory-linguistic processing (Hickok and Poeppel, 397 

2007), particularly under challenging task demands that recruit WM (e.g., perceiving degraded 398 

speech; Alain et al., 2018; Bidelman and Howell, 2016; Bidelman et al., 2019). Indeed, both 399 

children and adults show strong brain asymmetry in WM organization, with greater rightward 400 

bias for spatial WM and leftward bias for verbal WM (Thomason et al., 2009). Similarly, temporal 401 

lobe lesions in right but not left hemisphere produce deficits in WM for tonal (i.e., non-speech) 402 

stimuli (Zatorre and Samson, 1991). Collectively, these studies demonstrate a hemispheric bias 403 

in the neural resources marshaled for WM processing that depends on the linguistic context of 404 

the stimuli. Given our WM task required covert verbal labeling, the stronger activation and 405 

association we find between left AC and behavior is consistent with the left hemisphere 406 

dominance of the auditory-linguistic loop.  407 

 408 
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Figure legends 413 

Fig. 1: Auditory WM stimulus paradigm and behavioral data. (a) On each trial, listeners 414 

heard between 2 and 8 random characters (“Memory set”) presented auditorily. Following a 3 415 

sec retention period to maintain items in WM, they indicated whether a “Probe” occurred in the 416 

prior memory set. Shown here is a “no match” trial. (b-c) Behavioral accuracy (i.e., correct 417 

probe recall) decreases and response times increase with additional memory load from 2 to 8 418 

items. (d) Working memory capacity (K = S[H-F]; Cowan, 2001; Pashler, 1988) increases for 419 

small set sizes but saturates >4 items, above listeners’ WM capacity limits. errorbars =± 1 420 

s.e.m. 421 

 422 

Fig. 2: Scalp ERPs reveal WM load-dependent modulations in sustained neural activity 423 

during memory maintenance. (a) ERP time courses at central scalp locations (mean of 424 

electrodes C1/2, Cz, CP1/2, CPz; baseline = [-4400 to -3700 ms]). Transient wavelets during 425 

“encoding” reflect auditory responses to final stimulus tokens in the memory set. Sustained 426 

activity is modulated in the 3 sec maintenance interval during memory retention (highlighted 427 

segment) and is stronger for low (2/4) vs. high (6/8) load (inset). (b) Topographies show the 428 

distribution of activity across the scalp during maintenance [mean: -3000 - 0 ms] and load-429 

dependent decreases at higher set sizes. (c) Statistical maps (paired t-test, P<0.01, 430 

uncorrected) contrasting low (2/4) vs. high (6/8) memory load. Lower memory loads elicit 431 

stronger voltage deflections than higher loads at central electrode sites (boxed channels). 432 

errorbars =± 1 s.e.m. 433 

 434 

Fig. 3: Sustained neural activity maintained in AC predicts behavioral auditory WM 435 

capacity. (a) T-stat map contrasting low (2/4) vs. high (6/8) CLARA source activation maps 436 

(P<0.05 masked, uncorrected). Functional data are overlaid on the MNI brain template brain 437 

template (Fonov et al., 2009). WM load is distinguished principally in bilateral auditory AC [MNI 438 

coordinates (x,y,z; in mm): ACleft=(-42.5, -18.5, -5.5); ACright=(50.5, -26.5, -5.5)] (b-c) AC 439 

amplitudes vary with set size but load-related changes in left (but not right) AC mirror the pattern 440 

observed in scalp EEG (cf. Fig. 2a) (d-e) Maximum behavioral WM capacity (Kload 8) is predicted 441 

by AC activity in left hemisphere; individuals with larger change in source amplitudes from set 442 

size 2 to 8 have larger WM capacity. No brain-behavior relation was observed in right 443 

hemisphere. Dashed lines=95% CI; solid lines, significant correlation; dotted lines, n.s. 444 

correlation. *P<0.05. errorbars =± 1 s.e.m.; AC, auditory cortex.    445 
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