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#### Abstract

Humans are fast and accurate when they recognize familiar faces. Previous neurophysiological studies have shown enhanced representations for the dichotomy of familiar vs. unfamiliar faces. As familiarity is a spectrum, however, any neural correlate should reflect graded representations for more vs. less familiar faces along the spectrum. By systematically varying familiarity across stimuli, we show a neural familiarity spectrum using electroencephalography. We then evaluated the spatiotemporal dynamics of familiar face recognition across the brain. Specifically, we developed a novel informational connectivity method to test whether peri-frontal brain areas contribute to familiar face recognition. Results showed that feed-forward flow dominates for the most familiar faces and top-down flow was only dominant when sensory evidence was insufficient to support face recognition. These results demonstrate that perceptual difficulty and the level of familiarity influence the neural representation of familiar faces and the degree to which peri-frontal neural networks contribute to familiar face recognition.
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## Introduction

Faces are crucial for our social interactions, allowing us to extract information about identity, gender, age, familiarity, intent and emotion. Humans categorize familiar faces more quickly and accurately than unfamiliar ones, and this advantage is more pronounced under difficult viewing conditions, where categorizing unfamiliar faces often fails (Ramon and Gobbini, 2018; Young and Burton, 2018). The neural correlates of this behavioral advantage suggest an enhanced representation of familiar over unfamiliar faces in the brain (Dobs et al., 2019; Landi and Freiwald, 2017). Here, we focus on addressing two major questions about familiar face recognition. First, whether there is a "familiarity spectrum" for faces in the brain with enhanced representations for more vs. less familiar faces along the spectrum. Second, whether higher-order frontal brain areas contribute to familiar face recognition, as they do to object recognition (Bar et al,. 2006; Summerfield et al., 2006; Goddard et al., 2016; Karimi-Rouzbahani et al., 2019), and whether levels of face familiarity and perceptual difficulty (as has been suggested previously (Woolgar et al., 2011; Woolgar et al., 2015)) impact the involvement of perifrontal cognitive areas in familiar face recognition.

One of the main limitations of previous studies, which hinders our progress in answering our first question, is that they mostly used celebrity faces as the familiar category (Ambrus et al., 2019; Collins et al., 2018; Dobs et al., 2019). As familiar faces can range widely from celebrity faces to highly familiar ones such as family members, relatives, friends, and even one's own face (Ramon and Gobbini, 2018), these results might not reflect the full familiarity spectrum. A better understanding of familiar face recognition requires characterizing the computational steps and representations for subcategories of familiar faces, including personally familiar, visually familiar, famous, and experimentally learned faces. Such face categories might not only differ in terms of their visual representations and their information coding, but also the availability of personal knowledge, relationships, and emotions associated with the identities in question (Ramon and Gobbini, 2018). These categories may, therefore, vary in terms of the potential for top-down influences in the process. Importantly, while a few functional magnetic resonance imaging (fMRI) studies have investigated the differences between different
levels of familiar faces (Gobbini et al., 2004; Landi and Freiwald, 2017; Leibenluft et al., 2004; Ramon et al., 2015; Sugiura et al., 2015; Taylor et al., 2009), there are no studies that systematically compare the temporal dynamics of information processing across this familiarity spectrum. Specifically, while event-related potential (ERP) analyses have shown amplitude modulation by levels of face familiarity (Henson et al., 2008; Kaufmann et al., 2009; Schweinberger et al., 2002; Huang et al., 2017), they remain silent about whether more familiar faces are represented better or worse than less familiar faces amplitude modulation does not necessarily mean that information is being represented. To address this issue, we can use multivariate pattern analysis (MVPA or decoding; Ambrus et al., 2019; Karimi-Rouzbahani et al., 2017a) to compare the amount of information in each of the familiarity levels.

In line with our second question, recent human studies have compared the neural dynamics for familiar versus unfamiliar face processing using the high temporal resolution of electroencephalography (EEG; Ambrus et al., 2019; Collins et al., 2018) and magnetoencephalography (MEG; Dobs et al., 2019). These studies have found that familiarity affects the initial time windows of face processing in the brain, which are generally attributed to the feed-forward mechanisms of the brain. In particular, they have explored the possibility that the face familiarity effect occurs because these faces have been seen repeatedly, leading to the development of low-level representations for familiar faces in the occipito-temporal visual system. This in turn facilitates the flow of familiar face information in a bottom-up feed-forward manner from the occipito-temporal to the frontal areas for recognition (di Oleggio Castello and Gobbini, 2015; Ramon et al., 2015; Ellis et al., 1979; Young and Burton, 2018). On the other hand, studies have also shown the role of frontal brain areas in facilitating the processing of visual inputs (Bar et al., 2006; Kveraga et al., 2007; Goddard et al., 2016; Karimi-Rouzbahani et al., 2019), such as faces (Kramer et al., 2018; Summerfield et al., 2006), by feeding back signals to the faceselective areas in the occipito-temporal visual areas, particularly when the visual input is ambiguous (Summerfield et al., 2006) or during face imagery (Mechelli et al., 2004; Johnson et al., 2007). These top-down mechanisms, which were localized in medial frontal cortex, have been suggested (but not quantitatively supported) to reflect feedback of (pre-existing) face templates, against which the input faces are compared for correct
recognition (Summerfield et al., 2006). Despite the large literature of face recognition, the roles of the feed-forward (i.e. peri-occipital to peri-frontal) and feedback (i.e. peri-frontal to peri-occipital) brain mechanisms, and their possible temporal interactions, in familiar face recognition have remained ambiguous. We develop novel connectivity methods to track the flow of information along the feed-forward and feedback mechanisms and assess the role of these mechanisms in familiar face recognition.

One critical aspect of the studies that successfully detected top-down peri-frontal to peri-occipital feedback signals (Bar et al., 2006; Summerfield et al., 2006; Goddard et al., 2016) has been the active involvement of the participant in a task. In recent E/MEG studies reporting support for a feed-forward explanation of the face familiarity effect, participants were asked to detect target faces (Ambrus et al., 2019) or find a match between faces in series of consecutively presented faces (Dobs et al., 2019). This makes familiarity irrelevant to the task of the participant. Such indirect tasks may reduce the involvement of top-down familiarity-related feedback mechanisms, as was demonstrated by a recent study (Kay et al., 2017), which found reduced feedback signals (from intraparietal to ventro-temporal cortex) when comparing fixation versus an active task in an fMRI study. Therefore, to answer our first research question and fully test the contribution of feedback to the familiarity effect, we need active tasks that are affected by familiarity.

Timing information is also crucial in evaluating the flows of feed-forward and feedback information as these processes often differ in the temporal dynamics. With the advent of the concept of informational connectivity analysis, we now have the potential to examine the interaction of information between feed-forward and feedback mechanisms to characterize their potential spatiotemporal contribution to familiar face recognition (Goddard et al., 2016; Goddard et al., 2019; Anzellotti and Coutanche, 2018; Basti et al., 2020; Karimi-Rouzbahani et al., 2020). However, this requires novel methods to track the flow of familiarity information from a given brain area to a destination area and link this flow to the behavioural task goals to confirm its biological relevance. Such analyses can provide valuable insights for understanding the neural mechanisms underlying familiar face recognition in humans.

In our study, participants performed a familiar vs. unfamiliar face categorization task on sequences of images selected from four face categories (i.e., unfamiliar, famous, self, and personally familiar faces), with dynamically updating noise patterns, while their EEG data were recorded. By varying the signal-to-noise ratio of each image sequence using perceptual coherence, we were able to investigate how information for the different familiar categories gradually builds up in the electrical activity recordable by scalp electrodes, and how this relates to the amount of sensory evidence available in the stimulus (perceptual difficulty). The manipulation of sensory evidence also allowed us to investigate when, and how, feedback information flow affects familiar face recognition. Using univariate and multivariate pattern analyses, representational similarity analysis (RSA) and a novel informational connectivity analysis method, we reveal the temporal dynamics of neural representations for different levels of face familiarity.

Our results show that self and personally familiar faces lead to higher perceptual categorization accuracy and enhanced representation in the brain even when sensory information is limited while famous (visually familiar) and unfamiliar face categorization is only possible in high-coherence conditions. Importantly, our extension of information flow analysis reveals that in high-coherence conditions the feed-forward sweep of face category information processing is dominant, while at lower coherence levels the exchange of face category information is dominated by feedback. The change in dominance of feedback versus feed-forward effects as a function of coherence level supports a dynamic exchange of information between higher-order (frontal) cognitive and visual areas depending on the amount of sensory evidence.

## Results

We designed a paradigm to study how the stimulus- and decision-related activations for different levels of face familiarity build up during stimulus presentation and how these built-up activations relate to the amount of sensory evidence about each category. We recorded EEG data from human participants $(\mathrm{n}=18)$ while they categorized
face images as familiar or unfamiliar. We varied the amount of sensory evidence by manipulating the phase coherence of images on different trials (Figure 1A). In each 1.2 $s$ (max) sequence of image presentation (trial), the pattern of noise changed in each frame $(16.7 \mathrm{~ms})$ while the face image and the overall coherence level remained the same. Familiar face images (120) were selected equally from celebrity faces, photos of the participants' own face, and personally familiar faces (e.g., friends, family members, relatives of the participant) while unfamiliar face images (120) were completely unknown to participants before the experiment. Within each block of trials, familiar and unfamiliar face images with different coherence levels were presented in random order.

## Levels of face familiarity are reflected in behavioral performance

We quantified our behavioral results using accuracy and reaction times on correct trials. Specifically, accuracy was the percentage of images correctly categorized as either familiar or unfamiliar. All participants performed with high accuracy ( $>92 \%$ ) at the highest phase coherence (55\%), and their accuracy was much lower ( $\sim 62 \%$ ) at the lowest coherence ( $22 \%$; $F(3,272)=75.839$, $p<0.001$; Figure 1B). The correct reaction times show that participants were faster to categorize the face at high phase coherence levels than lower ones $(F(3,272)=65.797, p<0.001$, main effect; Figure $1 C)$. We also calculated the accuracy and reaction times for the sub-categories of the familiar category separately (i.e. famous, personally familiar and self). Note that the task was two-alternative forced-choice between familiar vs. unfamiliar faces, so participants were not specifically asked to categorize the sub-categories. The calculated accuracy here is the percentage of correct responses within each of these familiar sub-categories. The results show a gradual increase in accuracy as a function of phase coherence and familiarity (Figure 1D, twoway ANOVA. factors: coherence level and face category. Face category main effect: $F(2,408)=188.708, p<0.001$, coherence main effect: $F(3,408)=115.977, p<0.001$, and interaction: $\mathrm{F}(6,408)=12.979, \mathrm{p}<0.001$ ), with the highest accuracy in categorizing their own (self), then personally familiar, and finally famous (or visually familiar) faces. The reaction time analysis also showed a similar pattern where participants were fastest to
categorize self faces, then personally familiar and famous faces (Figure 1E, two-way ANOVA, factors: coherence level and face category. Face category main effect: $F(2,404)=174.063, p<0.001$, coherence main effect: $F(3,404)=104.861, p<0.001$, and interaction: $F(6,404)=17.051, p<0.001)$. All reported $p$-values were corrected for multiple comparisons using Bonferroni correction.






Figure 1. Experimental design and behavioral results for familiar vs. unfamiliar face categorization. (A) Upper row shows a sample face image (from the famous category) at the four different phase coherence


#### Abstract

levels (22, 30, 45, and 55\%) used in this experiment, in addition to the original image (not used). Lower row shows schematic representation of the experimental paradigm. In each trial, a black fixation cross was presented for $300-600 \mathrm{~ms}$ (randomly selected). Then, a noisy and rapidly updating (every 16.7 ms ) stimulus of a face image (unfamiliar, famous, personally familiar, or self), at one of the four possible phase coherence levels, was presented until response, for a maximum of 1.2 s . Participants had to categorize the stimulus as familiar or unfamiliar by pressing one of two buttons (button mappings swapped across the two sessions, counterbalanced across participants). There was then a variable intertrial interval (ITI) lasting between 11.2 s (chosen from a uniform random distribution; see a demo of the task here https://osf.io/n7b8f/). (B) Mean behavioral accuracy for face categorization across all stimuli, as a function of coherence levels; (C) Median reaction times for correctly categorized face trials across all conditions, as a function of coherence levels. (D) and (E) show the results for different familiar face sub-categories. Error bars in all panels are the standard error of the mean across participants.


## Is there a "familiarity spectrum" for faces in the brian?

Our behavioral results showed that there is a graded increase in participants' performance as a function of familiarity level - i.e., participants achieve higher performance if the faces are more familiar to them. In this section we address the first question of this study about whether we can find a familiarity spectrum in neural activations, using both the traditional univariate and novel multi-variate analyses of EEG.

## Event-related potentials reflect behavioral familiarity effects

As an initial, more traditional, pass at the data, we explored how the neural responses were modulated by different levels of familiarity and coherence by averaging event-related potentials (ERP) across participants for different familiarity levels and phase coherences (Figure 2B). This is important as recent work failed to capture familiar face identity information from single electrodes (Ambrus et al., 2019). At high coherence, the averaged ERPs, obtained from a representative centroparietal electrode (CP2), where previous studies have found differential activity for different familiarity levels (Henson et al., 2008; Kaufmann et al., 2009; Huang et al., 2017), demonstrated an early, evoked response, followed by an increase in the amplitude proportional to familiarity levels. This showed that self faces elicited the highest ERP amplitude, followed by personally familiar, famous, and unfamiliar faces (Figure 2B for $55 \%$ phase coherence). This observation of late differentiation between familiarity levels at later time points seems to support
evidence accumulation over time, which is more pronounced at higher coherence levels where the brain had access to reliable information.


Figure 2. The effect of familiarity and sensory evidence on event-related potentials (ERPs). Averaged ERPs for $22 \%$ (A) and $55 \%$ (B) phase coherence levels and four face categories across all participants for an electrode at a centroparietal site (CP2). Note that the left panels show stimulus-aligned ERPs while the right panel shows response-aligned ERPs. Shaded areas show the time windows, when the absolute ERP differences between the four face categories were significantly ( $p<0.05$ ) higher in the $55 \%$ vs. $22 \%$ coherence levels. The significance was evaluated using one-sided unpaired $t$-test with correction for multiple comparisons across time. The differences were significant at later stages of stimulus processing around 400 ms post-stimulus onset and $<100 \mathrm{~ms}$ before the response was given by the participant in the stimulus- and response-aligned analyses, respectively.

We also observed a similar pattern between the ERPs of different familiarity levels at the time of decision (just before the response was made). Such systematic
differentiation across familiarity levels was lacking at the lowest coherence level, where the amount of sensory evidence, and behavioral performance, were low (c.f. Figure 2A for $22 \%$ phase coherence; shaded areas, evaluated using unpaired one-sided $t$-test $\mathrm{p}<0.05$, Bonferroni-corrected for multiple comparisons across time). These results reveal the neural correlates of perceptual differences in categorizing different familiar face categories under perceptually difficult conditions.

Dynamics of neural representation and evidence accumulation for different face familiarity levels

Our results so far are consistent with previous event-related studies showing that the amplitude of ERPs is modulated by the familiarity of the face (Henson et al., 2008; Kaufmann et al., 2009; Schweinberger et al., 2002; Huang et al., 2017). However, more modulation of ERP amplitude does not necessarily mean more information. To address this issue, we used multivariate pattern and representational similarity analyses on these EEG data to quantify the time course of familiar vs. unfamiliar face processing. Compared to traditional single-channel (univariate) ERP analysis, MVPA allows us to capture the whole-brain widespread and potentially subtle differences between the activation dynamics of different familiarity levels (Ambrus et al., 2019; Dobs et al., 2019). Specifically, we asked: (1) how the coding dynamics of stimulus- and response-related activities change depending on the level of face familiarity; and (2) how manipulation of sensory evidence (phase coherence) affects neural representation and coding of different familiarity levels.

To obtain the temporal evolution of familiarity information across time, at each time point we trained the classifier to discriminate between familiar and unfamiliar faces. Note that the mapping between response and fingers were swapped from the first session to the next (counterbalanced across participants) and the data were collapsed across the two sessions for these analyses, which ensures the motor response cannot drive the classifier. We trained the classifier using $90 \%$ of the trials and tested them on the left-out $10 \%$ of data using a standard 10 -fold cross-validation procedure (see Methods). This
analysis used only correct trials. Our decoding analysis showed that, up until ~200 ms after stimulus onset, decoding accuracy is near chance for all coherence levels (Figure $3 A$ ). The decoding accuracy then gradually increases over time and peaks around 500 ms post-stimulus for the highest coherence level (55\%) but remains around chance for the lower coherence level ( $22 \%$, Figure 3A). The accuracy for intermediate coherence levels ( $30 \%$ and $45 \%$ ) falls between these two bounds but only reaches significance above chance for the $45 \%$ coherence level. This ramping up temporal profile suggests an accumulation of sensory evidence in the brain across the time course of stimulus presentation, which has a processing time that depends on the strength of the sensory evidence (Hanks and Summerfield, 2017; Philiastides et al., 2006).

To examine if neural responses can be decoded at finer categorization levels, we separately calculated the decoding accuracy for each of the familiar face sub-categories (after collapsing the data across all coherence levels and decoding familiar vs. unfamiliar trials as explained above): unfamiliar, famous, self and personally familiar faces (Figure 3B). The decoding accuracy was highest for self faces, both for stimulus- and responsealigned analyses, followed by personally familiar, famous and unfamiliar faces. Accuracy for the response-aligned analysis shows that the decoding gradually increased to peak decoding $\sim 100 \mathrm{~ms}$ before the response was given by participants. This temporal evolution of decoding accuracy begins after early visual perception and rises in proportion to the amount of the face familiarity.

Low-level stimulus differences between conditions could potentially drive the differences between categories observed in both ERP and decoding analyses (e.g., familiar faces being more frontal than unfamiliar faces, leading to images with brighter centers and, therefore, separability of familiar from unfamiliar faces using central luminance of images; Dobs et al., 2019; Ambrus et al., 2019). To address such potential differences, we carried out a supplementary analysis using RSA (Supplementary Materials), which showed that any such differences between images could not drive the differentiation between categories.


Figure 3. Decoding of face familiarity from EEG signals. (A) Time course of decoding accuracy for familiar versus unfamiliar faces from EEG signals for four different phase coherence levels (22\%, 30\%, $45 \%$, and $55 \%$ ). (B) Time course of decoding accuracy for four face categories (i.e., unfamiliar, famous, self and personally familiar faces) from EEG signals collapsed over phase coherence levels. The chance accuracy is $50 \%$. Thickened lines indicate the time points when the accuracy was significantly above chance level (sign rank test, FDR corrected across time, p<0.05). (C) Correlation between behavioral
performance and decoding accuracy (across all conditions) over time. Thickened lines indicate the time points when the correlation was significant. The left panels show the results for stimulus-aligned analysis while the right panels show the results for response-aligned analysis (averaged over 18 participants).

To determine whether the dynamics of decoding during stimulus presentation are associated with the perceptual task, as captured by our participants' behavioral performance, we calculated the correlation between decoding accuracy and perceptual performance. For this, we calculated the correlation between 16 data points from decoding accuracy (4 face categories * 4 phase coherence levels) and their corresponding behavioral accuracy rates, collapsed over participants. The correlation peaked $\sim 500 \mathrm{~ms}$ post-stimulus (Figure 3C), which was just before the response was given. This is consistent with an evidence accumulation mechanism determining whether to press the button for 'familiar' or 'unfamiliar', which took another $\sim 100 \mathrm{~ms}$ to turn into action (finger movement).

## Do higher-order peri-frontal brain areas contribute to familiar face

 recognition?In this section we address the second question of this study about whether perifrontal brain areas contribute to the recognition of familiar faces in the human brain using a novel model-based connectivity analyses on EEG.

Task difficulty and familiarity level affect information flow across the brain
We investigated how the dynamics of feed-forward and feedback information flow changes during the accumulation of sensory evidence and the evolution over a trial of neural representations of face images. We developed a novel connectivity method based on RSA to quantify the relationships between the evolution of information based on perioccipital EEG electrodes and those of the peri-frontal electrodes. As an advantage to
previous Granger causality methods (Goddard et al., 2016; Goddard et al., 2019; KarimiRouzbahani et al., 2019), the connectivity method developed here allowed us to check whether the transferred signals contained specific aspects of stimulus information. Alternatively, it could be the case that the transferred signals might carry highly abstract but irrelevant information between the source and destination areas, which can be incorrectly interpreted as connectivity (Anzellotti and Coutanche, 2018; Basti et al., 2020). Briefly, feed-forward information flow is quantified as the degree to which the information from peri-occipital electrodes contributes to the information recorded at peri-frontal electrodes at a later time point, which reflects moving the frontal representation closer to that required for task goals. Feedback flow is defined as the opposite: the contribution to information at peri-frontal electrodes to that recorded later at peri-occipital electrodes (Figure 4A).

The results show that at the highest coherence level (55\%), information flow is dominantly in the feed-forward direction. This is illustrated by the shaded area in Figure 4B where partialling out the peri-frontal from peri-occipital correlations only marginally reduces the total peri-occipital correlation (Figure 4B, black curves and shaded area), meaning that there is limited information transformation from peri-frontal to peri-occipital. In contrast, partialling out the peri-occipital from peri-frontal correlations leads to a significant reduction in peri-frontal correlation, reflecting a feed-forward exchange of information (Figure 4B, brown curves and shaded area). This trend is also seen for response-aligned analysis.

These differences are shown more clearly in Figure 4C where the peaks of feed-forward and feedback curves show that the feed-forward information is dominant earlier, followed by feedback information flow, as shown by the later peak of feedback dynamics. These results suggest that when the sensory evidence is high, feed-forward information flow may be sufficient for categorical representation and decision making while feedback only slightly enhances the representation. However, in lower coherence levels (i.e., low sensory evidence), the strength of information flow is either equivalent between feedforward and feedback directions (30\%, 45\%) or dominantly feedback (22\%, Figure 4D).
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Figure 4. Feed-forward and feedback information flow revealed by RSA. (A) A schematic presentation of the method for calculating informational connectivity between the peri-frontal and peri-occipital electrodes, termed feed-forward and feedback information flow. Feed-forward information flow is calculated as the correlation between the present peri-frontal neural RDM and the predicted model RDM minus the same correlation when the earlier peri-occipital neural RDM is partialled out from it. (B) Time course of partial Spearman's correlations representing the partial correlations between the peri-occipital (black) and peri-frontal (brown) EEG electrodes and the model (see the inset in A) while including (solid) and excluding (dashed) the effect of the other area at phase coherence of $55 \%$. The shaded area shows the decline in partial correlation of the current area with the model after excluding (partialling out) the RDM of the other area. Note that in both the dashed and solid lines, the low-level image statistics are partialled out of the correlations, so we call them partial correlations in both cases. (C) Feedforward (brown) and feedback (black) information flows obtained by calculating the value of the shaded areas in the corresponding curves in B. (D) Direction of information flow for different coherence levels, determined as the difference between feed-forward and feedback information flow showed in C. Thickened lines indicate time points at which the difference is significantly different from zero (sign permutation test and corrected significance level at $\mathrm{p}<0.05$ ), and black dotted lines indicate 0 correlation. The left panels show the results for stimulus-aligned analysis while the right panels represent the results for response-aligned analysis.

Here, we can see that the lower sensory evidence correlates with greater engagement of feedback mechanisms, suggesting that feedback is recruited to boost task-relevant information in sensory areas under circumstances where the input is weak. Therefore, the dynamics and relative contribution of feedback and feed-forward mechanisms in the brain appear to vary with the sensory evidence / perceptual difficulty of the task.

Importantly, we also were interested in knowing whether the degree of familiarity changes the direction of information flow between the peri-frontal and peri-occipital brain areas. For this analysis, we collapsed the data across all coherence levels as we were interested in the impact of face familiarity on information flow. Accordingly, we generated a wide range of RDM models, which allowed us to evaluate how much information about each subcategory of familiar faces (i.e., famous, personally familiar and self), levels of familiar faces, all familiar faces as a group, and unfamiliar faces were transferred between the two brain areas (Figure 5). As the results show, when the data were aligned to stimulus onset, self, familiar and familiarity level models showed the highest amount of feed-forward flow of information starting to accumulate after the stimulus onset, reaching sustained significance $\sim 500 \mathrm{~ms}$. However, less familiar categories did not reach significance. In the response-aligned analysis, again, the significant time points show the domination of feed-forward flow for the self, familiar and familiarity level models. Together,
these results suggest that while the information about the unfamiliar category could not evoke the domination of information in any directions, the representations of familiar, familiarity levels and self faces showed dominant feed-forward information flows from the peri-occipital to the peri-frontal brain areas. Note that, in this analysis, we also tried to minimize the effect of the participant's decision and motor response in the models by excluding the opposing category (i.e. unfamiliar category when evaluating the familiar models and vice versa), which potentially contributed to the information flows in the previous analysis.


Figure 5. Directions of information flow for different familiarity levels using their corresponding RDM models. The models, as depicted on the top, are constructed to measure the extent and timing by which information about unfamiliar, familiar, familiarity levels and each familiar sub-category moves between the peri-occipital and peri-frontal brain areas. The yellow areas in the models refer to the target category (including unfamiliar, famous, self and personally familiar faces). Thickened lines indicate time points at which the difference is significantly different from zero (sign permutation test and corrected for multiple comparisons at significance level of $\mathrm{p}<0.05$ ), and black horizontal dotted lines indicate 0 correlation. The left panel shows the result for stimulus-aligned analysis while the right panels represent the result for response-aligned analysis.

Altogether, the results of the information connectivity analysis suggest that, in familiar face recognition, both top-down and bottom-up mechanisms play a role, with the amount of sensory evidence determining their relative contribution. It also suggests that the degree to which sensory information is processed feed-forward can be modulated by the familiarity level of the stimulus.

## Discussion

This study investigated the neural mechanisms of familiar face recognition. We asked how perceptual difficulty and levels of familiarity affected the contribution of feedforward and feedback processes in face processing. We first showed that manipulating the familiarity affected the informational content of neural responses about face category, in line with a large body of behavioral literature showing an advantage of familiar over unfamiliar face processing in the brain. Then, we developed a novel extension to informational connectivity analyses to track the exchange of familiarity information between peri-occipital and peri-frontal brain regions to see if frontal brain areas contribute to familiar face recognition. Our results showed that when the perceptual difficulty was low (high sensory evidence), the categorical face information was predominantly streamed through feed-forward mechanisms. On the other hand, when the perceptual difficulty was high (low sensory evidence), the dominant flow of face familiarity information reversed, indicating reliance on feedback mechanisms. Moreover, when teasing apart the effect of task and response from neural representations, only the familiar faces, but not the unfamiliar faces, showed the domination of feed-forward flow of information, with maximum flow for the most familiar category, the self faces.

Our results are consistent with the literature suggesting that visual perception comprises both feed-forward and feedback neural mechanisms transferring information between the peri-occipital visual areas and the peri-frontal higher-order cognitive areas (Bar et al., 2006; Summerfield et al., 2006; Goddard et al., 2016; Karimi-Rouzbahani et al., 2017b; Karimi-Rouzbahani et al., 2017c; Karimi-Rouzbahani et al., 2019). However,
previous experimental paradigms and analyses did not dissociate feedback and feedforward information flow in familiar face recognition, and argued for a dominance of feedforward processing (Dobs et al., 2019; di Oleggio Castello and Gobbini, 2015; Ellis et al., 1979; Young and Burton, 2018). The more nuanced view we present is important because stimulus familiarity, similar to other factors including levels of categorization (superordinate vs. basic level; Besson et al., 2017; Praß et al., 2013), task difficulty (Chen et al., 2008; Woolgar et al., 2015; Kay et al., 2017) and perceptual difficulty (Fan et al., 2020; Hupe et al., 1998; Gilbert and Li, 2013; Gilbert and Sigman, 2007; Lamme and Roelfsema, 2000; Woolgar et al., 2011), may affect the complex interplay of feed-forward and feedback mechanisms in the brain. Our results showed that the contribution of perifrontal to peri-occipital feedback information was inversely proportional to the amount of sensory evidence about the stimulus. Specifically, we only observed feedback when the sensory evidence was lowest (high perceptual difficulty) in our face familairty categorization task. Although a large literature has provided evidence for the role of topdown feedback in visual perception, especially when sensory visual information is low, they generally evaluated the feedback mechanisms within the visual system (Ress et al., 2000; Lamme and Roelfsema, 2000; Super et al., 2001; Lamme et al., 2002; Pratte et al., 2013; Fenske et al., 2006; Lee and Mumford, 2003; Felleman et al., 1991; Delorme et al., 2004; Mohsenzadeh et al., 2018; Kietzmann et al., 2019) rather than across the frontooccpital brain networks (Bar et al., 2006; Summerfield et al., 2006; Goddard et al., 2016; Karimi-Rouzbahani et al., 2018; Karimi-Rouzbahani et al., 2019). Our findings support theories suggesting that fronto-occipital information transfer may feedback (pre-existing) face templates, against which the input faces are compared for correct recognition (Bar et al., 2006; Summerfield et al., 2006). As an advantage to the previous results, which could not determine the content of the transferred signals (Bar et al., 2006; Summerfield et al., 2006; Goddard et al., 2016; Karimi-Rouzbahani et al., 2018; Karimi-Rouzbahani et al., 2019), using our novel connectivity analyses, we showed that the transferred signal contained information which contributed to the categorization of familiar and unfamiliar faces.

Despite methodological differences, our findings support previous human studies showing increased activity in lower visual areas when the cognitive and perceptual tasks
were difficult relative to easy, which the authors attributed to top-down contributions (Ress et al., 2000; Kay et al., 2017). However, due to the low temporal resolution of fMRI, these studies cannot show the temporal evolution of these top-down contributions or the validity of the hypothesized direction. Importantly, the observed increase in activity in lower visual areas does not necessarily correspond to the enhancement of neural representations in those areas - increased univariate signal does not show whether there is better / more information that will support performance. Electrophysiological studies in animals have also shown that cortical feedback projections robustly modulate responses of early visual areas when sensory evidence is low, or the stimulus is difficult to segregate from the background figure (Hupe et al., 1998). A recent study has also found cortical feedback modulated the activity of neurons in the dorsolateral geniculate nucleus (dLGN), which was less consistent when presenting simple vs. complex grating stimuli (Spacek et al., 2019). Therefore, varying perceptual difficulty seems to engage different networks and processing mechanisms, and we show here that this also pertains to faces: less difficult stimuli such as our high-coherence faces seem to be predominantly processed by the feed-forward mechanisms, while more difficult stimuli such as our low-coherence faces recruit both feed-forward and feedback mechanisms. However, the exact location of the feedback in all these studies, including ours, remains to be determined with the development of more accurate modalities for neural activity recording.

We observed that the direction of information flow is influenced by the familiarity of the stimulus. The models of familiar faces, familiarity levels and self faces, evoked a dominant flow of feed-forward information. The unfamiliar category, however, did not evoke information flow in any direction, as evaluated by our connectivity method. This is consistent with enhanced representations of familiar face categories in the feed-forward pathways (Dobs et al., 2019; di Oleggio Castello and Gobbini, 2015; Ellis et al., 1979; Young and Burton, 2018), which, in turn, requires less top-down contributions to facilitate the perception of relevant information (Bar et al., 2006; Gilbert and Sigman, 2007). Our results might initially seem inconsistent with Fan et al. 's (2020) study, which did not report significant differences between the temporal dynamics of familiar and unfamiliar face representations; however, they only used famous faces within the familiar face spectrum. In our sub-category analysis, we also did not observe differences between famous faces
and unfamiliar faces; our main findings were from highly familiar self faces. Overall, then, our results suggest that processing of familiar faces, especially the most familiar (self) faces, is dominated by feed-forward information flow.

Results also show that, in lower coherence levels, the information about the familiarity levels was generally stronger than the information about familiarity itself (as captured by familiar-unfamiliar model RDM; Supplementary Figure 1). This suggests a lower threshold for the appearance of familiarity level compared to familiar-unfamiliar representations, which are differentially developed through life-time experience and task instructions, resepectively. Specifically, development of neural representations reflecting familiarity levels could be a result of exposure to repetitive faces, which can lead to developing face-specific representations in the visual system (Dobs et al., 2019), while task instructions could temporarily enhance the processing of relevant information in the brain through top-down mechanisms (Hebart et al., 2018; Karimi-Rouzbahani et al., 2019). That is probably the reason for the dominance of feed-forward and feedback information flows in the processing of familiarity levels and familiar-unfamiliar information, respectively (Figure 5).

The RSA-based connectivity method used in this study further develops a recent shift towards multivariate brain connectivity methods (Anzellotti and Coutanche, 2018; Basti et al., 2020; Keitzmann et al., 2019; Goddard et al., 2016; Clarke et al., 2018; KarimiRouzbahani, 2018; Karimi-Rouzbahani et al., 2019; Karimi-Rouzbahani et al., 2020), and introduces several advantages over previous methods of connectivity analyses. Traditional connectivity methods examine inter-area interactions through indirect measures such as gamma-band synchronization (Gregoriou et al., 2009), shifting power (Bar et al., 2006) or causality in the activity patterns (Summerfield et al., 2006; Fan et al., 2020). Such connectivity methods consider simultaneous (or time-shifted) correlated activations of different brain areas as connectivity, but they are unable to examine how (if at all) relevant information is transferred across those areas. Goddard et al. (2016) developed an RSA-based connectivity method to solve these issues, which allowed us and others to track the millisecond transfer of stimulus information across peri-frontal and peri-occipital brain areas (Karimi-Rouzbahani, 2018; Karimi-Rouzbahani et al., 2019;

Goddard et al., 2019; Keitzmann et al., 2019). This method, however, has the limitation that, it cannot tell us what aspects of the representation are transferred and modulated. In other words, we need new methods to tell how (if at all) the transferred information is contributing to the representations in the destination area. Alternatively, we might find aspects of information which correlate the information in the source area and are observed in the destination of area with some delay, but do not show any contribution to the behavioural goals. To address this issue, Clarke et al., (2018), proposed an RSAbased informational connectivity method which incorporated RDM models, such as the ones that we used here, to track specific aspects of the transferred information. However, their method did not show the temporal dynamics of information flow across brain areas. Our novel connectivity analysis method allowed us, for the first time, to explicitly determine the content, the direction and the temporal evolution of the information transferred from the peri-frontal to peri-occipital areas and vice versa. The relevance of the transferred information is determined by the amount that the representations in the destination area are shifted towards our predefined predicted RDM models. In this way, we could determine the temporal dynamics of the contributory element of the transferred information. This informational connectivity method can be used to address questions about information exchange using a variety of multivariate brain imaging modalities. Note that, although the spatiotemporal flow of information observed in this study was obtained from familiar/unfamiliar face recognition data, a similar approach can be adopted to study the flow of information across a wide set of tasks, such as object recognition, target detection and image matching.

Our results specify the neural correlates for the behavioral advantage in recognizing more vs. less familiar faces in a "familiarity spectrum". As in previous studies, our participants were better able to categorize highly familiar than famous or unfamiliar faces, especially in low-coherence conditions (Kramer et al., 2018; Young and Burton, 2018). This behavioral advantage could result from long-term exposure to variations of personally familiar faces under different lighting conditions and perspectives, which is usually not the case for famous faces. Our neural decoding results quantified a neural representational advantage for more familiar faces compared to less familiar ones (i.e. higher decoding for the former than the latter) to suggest that more familiar faces lead to
more distinguishable neural representations as well. Decoding accuracy was also proportional to the amount of sensory evidence: the higher the coherence levels, the higher the decoding accuracy. We observed that the decoding accuracy "ramped-up" and reached its maximum $\sim 100 \mathrm{~ms}$ before participants expressed their decisions using a key press. These results are suggestive of sensory evidence accumulation and decision making processes during face processing in humans, consistent with previously reported data in monkey and recent single-trial ERP studies (Kelly et al., 2013; Hanks and Summerfield, 2017; Philiastides et al., 2006; Philiastides and Sajda, 2006; Shadlen and Newsome, 2001). The significant correlation between MVPA and our behavioral results, moreover, showed a direct relationship between neural representation and behavioral outcomes with regard to familiar face processing. This means that the behavioral advantages of self faces and the condition with the highest sensory evidence (highest coherence) could have been driven by the enhanced neural representations in those conditions.

The time courses of our EEG results showed their maximum effects after 400 ms post-stimulus onset, which makes our results incomparable to the previous studies, as these generally show face familiarity modulation during early ERP components such as N170, N250, and P300 (Dobs et al., 2019; Ambrus, 2019; Fan et al., 2020; Henson et al., 2008; Kaufmann et al., 2009; Schweinberger et al., 2002; Huang et al., 2017). Typically, these studies use event-related paradigms, which evoke initial brain activations peaking at around 200 ms , whereas our dynamic masking paradigm releases the information gradually along the time course of the trial. Moreover, the extended (>200ms) static stimulation used in previous studies has been suggested to bias towards domination of feed-forward processing (Goddard et al., 2016; Karimi-Rouzbahani, 2018), because of the co-processing of the incoming sensory information and the recurrence of earlier windows of the same input (Kietzmann et al., 2019; Mohsenzadeh et al., 2018), making it hard to measure feedback. However, our paradigm, while providing a delayed processing profile compared to previous studies, avoids this and also slows down the process of evidence accumulation so that it becomes more trackable in time.

In conclusion, our study demonstrates that the processing of face information involves both feed-forward and feedback flow of information in the brain, and which predominates depends on the strength of incoming perceptual evidence and the familiarity of the face stimulus. Our novel extension of multivairate connectivity analysis methods allowed us to disentangle feed-forward and feedback contributions to familiarity representation. This connectivity method can be applied to study a wide range of cognitive processes, wherever information is represented in the brain and transferred across areas. We also showed that the behavioral advantage for familiar face processing is robustly reflected in neural representations of familiar faces in the brain and can be quantified using multivariate pattern analyses. These new findings and methods emphasise the importance of, and open new avenues for, exploring the impact of different behavioral tasks on the dymanic exchange of information in the brain.

## Materials and Methods

## Participants

We recorded from 18 participants (15 male, aged between 20-26 years, all with normal or corrected-to-normal vision). Participants were students from the Faculty of Mathematics and Computer Science at the University of Tehran, Iran. All participants voluntarily participated in the experiments and gave their written consent prior to participation. All experimental protocols were approved by the ethical committee of the University of Tehran. All experiments were carried out in accordance with the guidelines of the Declaration of Helsinki.

## Stimuli

We presented face images of four categories, including unfamiliar, famous, self and personally familiar faces. The unfamiliar faces ( $\mathrm{n}=120$ ) were unknown to participants. The famous faces ( $\mathrm{n}=40$ ) were pictures of celebrities, politicians, and other well-known people. These faces were selected from different, publicly available face databases ${ }^{1}$. In both categories, half of the images were female, and half were male. To ensure that all participants knew the famous face identities, participants completed a screening task prior to the study. In this screening, we presented them with the names of famous people in our data set and asked if they were familiar with the person.

The personally familiar faces were selected from participants' family, close relatives, and friends ( $n=40$ ); self-images were photographs of participants ( $n=40$ ). The images of self and personally familiar faces were selected to have varied backgrounds and appearances. On average, we collected $\mathrm{n}=45$ for personally familiar and $\mathrm{n}=45$ for self faces for every individual participant. All images were cropped to have $400 \times 400$ pixels and were converted to greyscale (Figure 1A). We ensured that spatial frequency, luminance, and contrast were equalized across all images. The magnitude spectrum of each image was adjusted to the average magnitude spectrum of all images in our database ${ }^{2}$

The phase spectrum was manipulated to generate noisy images characterized by their percentage phase coherence (Dakin et al., 2002). We used a total of four different phase coherence values ( $22 \%, 30 \%, 45 \%$, and $55 \%$ ), chosen based on behavioral pilot experiments, so overall behavioral performance spanned the psychophysical dynamic range. Specifically, the participants scored $52.1 \%, 64.7 \%, 85.2 \%$ and $98.7 \%$ in the mentioned coherence levels in the piloting. At each of the four phase coherence levels,

[^0]we generated multiple frames for every image: the number of frames generated depended on the reaction time of the participants, as explained below.

## EEG acquisition and Apparatus

We recorded EEG data from participants while they were performing the face categorization task. EEG data were acquired in an electrostatically shielded room using an ANT Neuro Amplifier (eego 64 EE-225) from $64 \mathrm{Ag} / \mathrm{AgCl}$ scalp electrodes and from three periocular electrodes placed below the left eye and at the left and right outer canthi. All channels were referenced to the left mastoid with input impedance $<15 \mathrm{k}$ and chin ground. Data were sampled at 1000 Hz and a software-based $0.1-200 \mathrm{~Hz}$ bandpass filter was used to remove DC drifts, and high-frequency noise and 50 and 100 Hz (harmonic) notch filters were applied to minimize line noise. These filters were applied non-causally (using MATLAB filtfilt) to avoid phase-related distortions. We used Independent Component Analysis (ICA) to remove artefactual components in the signal. The components which were reflecting artefactual signals (eye movements, head movements) were removed based on ADJUST's criteria (Mognon et al., 2011). Next, trials with strong eye movement or other movement artifacts were removed using visual inspection. On average, we kept $98.74 \% \pm 1.5 \%$ artifact-free trials for any given condition.

We presented images on LCD monitor (BenQ XL2430, 24 ", 144 Hz refresh rate, resolution of $1920 \times 1080$ pixels) and the stimulus presentation was controlled using custom-designed MATLAB codes and Psychtoolbox 3.0 (Brainard, 1997; Pelli, 1997). We presented stimuli at a distance of 60 cm to the participant, and each image subtended $8^{\circ}$ $\times 8^{\circ}$ of visual angle.

## Procedure

Participants performed a familiar vs. unfamiliar face categorization task by categorizing dynamically updating sequences of either familiar or unfamiliar face images in two recording sessions (Figure 1A). Image sequences were presented in rapid serial visual presentation (RSVP) fashion at a frame rate of 60 Hz frames per second (i.e.,16.67 ms per frame without gaps). Each trial consisted of a single sequence of up to 1.2 seconds (until response) with a series of images from the same stimulus (i.e., selection from either familiar or unfamiliar face categories) at one of the four possible phase coherence levels. Importantly, within each phase coherence level, the overall amount of noise remained unchanged, whereas the spatial distribution of the noise varied across individual frames such that different parts of the underlying image was revealed sequentially. If stimuli are presented statically for more than $\sim 200 \mathrm{~ms}$, this would result in a dominant feed-forward flow of information simply due to the incoming information (Goddard et al., 2016; KarimiRouzbahani, 2019; Lamme et al., 2000). On the other hand, if we present stimuli for very brief durations (e.g. < 50 ms ), there may be insufficient time to evoke familiarity processing.

We instructed participants to fixate at the center of the monitor and respond as accurately and quickly as possible by pressing one of two keyboard keys (left and right arrow keys) to identify the image as familiar or unfamiliar using the right index and middle fingers, respectively. The mapping between familiar-unfamiliar categories and the two fingeres were swapped from the first session to the next (counterbalanced across participants) and the data were collapsed across the two sessions before analyses. As soon as a response was given, the RSVP sequence stopped, followed by an inter-trial interval of $1-1.2 \mathrm{~s}$ (random with uniform distribution). The maximum time for the RSVP sequence was 1.2 secs. If participants failed to respond within the 1.2 secs period, the trial was marked as a no-choice trial and was excluded from further analysis. We had a total of 240 trials (i.e., 30 trials per perceptual category, familiar and unfamiliar, each at four phase coherence levels) during the experiment. We presented six blocks of 36 trials each, and one block of 24 trials and participants had some resting time between the
blocks. Each image from the image set was presented to the participants once in each session.

## Analysis

Decoding (MVPA) analysis
We decoded the information content of our conditions using Multivariate Pattern Analysis (MVPA) methods with Support Vector Machine (SVM) classifiers (Cortes et al., 1995). MVPA utilizes within-condition similarity of trials and their cross-condition dissimilarity to determine the information content of individual conditions. We trained an SVM classifier on the patterns of brain activity (from 64 EEG electrodes) from $90 \%$ of familiar (including personally familiar, famous, and self categories) and $90 \%$ of unfamiliar trials, and then tested the trained classifier on the left-out 10\% of trials from each category. The classification accuracy from categorization of the testing data shows whether there is information about familiarity in the neural signal. We only used the trials in which the participant correctly categorized the stimulus as familiar or unfamiliar. We repeated this procedure iteratively 10 times until all trials from the two categories were used in the testing of the classifier once (no trial was included both in the training and testing sets in a single run), hence 10 -fold cross-validation, and averaged the classification accuracy across the 10 validation runs. To obtain the decoding accuracy through time, we downsampled the EEG signals to 100 Hz and repeated the same classification procedure for every 10 ms time point from -100 to 600 ms relative to the onset of the stimulus, and from -500 to 100 ms relative to the response. This allowed us to assess the evolution of face familiarity information relative to the stimulus onset and response separately.

To investigate the potential differences in the temporal evolution of the subcategories contained in the familiar category (i.e., famous, personally familiar and self), we additionally calculated the decoding accuracy for each sub-category separately. Note that the same decoding results obtained from decoding of familiar vs. unfamiliar
categories were used here, only calculated separately for each sub-category of familiar faces.

We used random bootstrapping testing to evaluate the significance of the decoding values at every time point. This involved randomizing the labels of the familiar and unfamiliar trials 10,000 times and obtaining 10,000 decoding values using the above procedure. The p -values of the true decoding values were obtained as [1-p(randomly generated decoding values which were surpassed by the corresponding true decoding value)]. We then corrected the $p$ values for multiple comparisons across time (using MATLAB's mafdr function). After the correction, the true decoding values with $p<0.05$ were considered significantly above chance (e.g., $50 \%$ ).

## Brain-behavior correlation

To investigate if the decoding results could explain the observed behavioral face categorization results, we calculated the correlation between the decoding and the behavioral results using Spearman's rank correlation. We calculated the correlation between a 16 -element vector containing the percentage correct behavioral responses for the four coherence levels of the four familiarity levels (i.e. Familiar, Famous, Self and Unfamiliar), and another vector with the same structure containing the decoding values from the same conditions at every time point separately. Please note that here we calculated the percentage correct for familiar and unfamiliar sub-categories in contrast to what we did when plotting the behavioral accuracy for the whole experiment in Figure 1B. To determine the significance of the correlations, the same bootstrapping procedure as described above was repeated at every time point by generating 10,000 random correlations after shuffling the elements of the behavioral vector. The true correlations were compared with the randomly generated correlations and deemed significant if their $p$-values (as computed above) were $<0.05$ after correction for multiple comparisons.

## Representational similarity analysis

Representational similarity analysis is used here for three purposes. First, to partial out the possible contributions of low-level image statistics to our decoding results, which is not directly possible in the decoding analysis (Supplementary Materials). Second, to investigate possible coding strategies that the brain might have adopted which could explain our decoding, specifically, whether the brain was coding familiar versus unfamiliar faces, the different levels of familiarity or a combination of the superordinate and subordinate categories. Third, to measure the contribution of information from other brain areas to the representations of each given area (see Information flow analysis).

We constructed neural representational dissimilarity matrices (RDMs) by calculating the (Spearman's rank) correlation between every possible representation obtained from every single presented image leading to a 240 by 240 RDM matrix. The matrices were constructed using signals from the electrodes over the whole brain as well as from peri-occipital and peri-frontal electrodes separately as explained later (Figures 46). We also constructed image RDMs for which we calculated the correlations between every possible pair of images which had generated the corresponding neural representations used in the neural RDMs. Finally, to evaluate how much the neural RDMs coded the familiar vs. unfamiliar faces and/or different familiarity levels, we constructed two models RDMs. In the Familiar-Unfamiliar model RDM, the elements which corresponded to the correlations of familiar with familiar, or unfamiliar with unfamiliar, representations (and not their cross-correlations) were valued as 1, and the elements which corresponded to the cross-correlations between familiar and unfamiliar faces were valued as 0 . The Familiarity level model, on the other hand, was filled with 0 s (instead of 1s) for the representations which corresponded to the cross-correlations between different sub-categories of familiar faces (e.g. personally familiar vs. famous) with everything else being the same as the Familiar-Unfamiliar model RDM. To correlate the RDMs, we selected and reshaped the upper triangular elements of the RDMs (excluding the diagonal elements) into vectors called 'RDV'. To evaluate the correlation between the neural RDVs and the model RDVs, we used Spearman's partial correlation in which we
calculated the correlation between the neural and the model RDV while partialling out the image RDV as in equation (1):
dcorrelation $(t)=\rho R D V_{\text {Neural }}(t) R D V_{\text {Model }} \cdot R D V_{\text {Image }}$.

As indicated in the equation, the partial correlation was calculated for every time point of the neural data ( 10 ms time steps), relative to the stimulus onset and response separately using the time-invariant model and image RDVs. To evaluate the significance of the partial correlations, we used a similar bootstrapping procedure as was used in decoding. However, here we randomized the elements of the model RDV 10,000 times (while keeping the number of ones and zeros equal to the original RDV) and calculated 10,000 random partial correlations. Finally, we compared the true partial correlation at every time point with the randomly generated partial correlations for the same time point and deemed it significant if it exceeded $95 \%$ of the random correlations ( $p<0.05$ ) after correcting for multiple comparisons.

## Informational connectivity analysis

We developed a novel model-based method of information flow analysis to investigate how earlier information content of other brain areas contributes to the presenttime information content of a given area. While several recent approaches have suggested for information flow analysis in the brain (Goddard et al., 2016; KarimiRouzbahani, 2018; Karimi-Rouzbahani et al., 2019), following the recent needs for these approaches in answering neuroscience questions (Anzellotti and Coutanche, 2018), none of the previously developed methods could answer the question of whether the transferred information was improving the representation of the target area in line with the behavioral task demands. Our proposed model, however, explicitly incorporates the specific aspects of behavioral goals or stimuli in its formulation and allows us to measure
if the representations of target areas are shifted towards the behavioural/neural goals by the received information. An alternative would be that the incoming information from other areas are just epiphenomenal and are task-irrelevant. This new method can distinguish these alternatives.

Accordingly, we split the EEG electrodes in two groups, each with 16 electrodes: peri-frontal and peri-occipital (Figure 4A) to see how familiarity information is (if at all) transferred between these areas that can be broadly categorized as "cognitive" and "sensory" brain areas, respectively. We calculated the neural RDMs for each area separately and calculated the correlation between the neural RDV and the model RDV, partialling out the image RDM from the correlation (as explained in equation (1)). This resulted in a curve when calculating the partial correlation at every time point in 10 ms intervals (see the solid lines in Figure 4B). Note that the partial correlation curve for the peri-frontal area could have received contributions from the present and earlier representations of the same area (i.e., the latter being imposed by our sequential stimulus presentation). It could also have received contributions from earlier peri-occipital representations through information flow from peri-occipital to the peri-frontal area. To measure this potential contribution, we partialled out the earlier peri-occipital representations in calculation of the partial correlation between peri-frontal and model RDVs according to equation (2):

Peri - frontaldcorrelation $(t)=$
$\rho R D V_{\text {Neural }}($ frontal,$t) R D V_{\text {Model }} \cdot\left\{R D V_{\text {Image }}, R D V_{\text {Neural }}(\right.$ occipital,$\left.t-T)\right\}$.
where NeuralRDV (frontal, $t$ ) refers to the peri-frontal neural RDV at present and NeuralRDV (occipital, $t-T$ ) refers to the peri-occipital neural RDV in an earlier time point. We then calculated the difference between the original partial correlation at the peri-frontal areas and the partial correlation calculated using equation (2) to determine the contribution of earlier peri-occipital representations we called this "contribution of
information feed-forward flow" (as indicated by the brown shades in Figure 4). To determine the contribution of the peri-frontal representations in moving the peri-occipital representations, we used equation (3):

Peri - occipitaldcorrelation $(t)=$
$\rho R D V_{\text {Neural }}($ occipital, $t) R D V_{\text {Model }} \cdot\left\{R D V_{\text {Image }}, R D V_{\text {Neural }}(\right.$ frontal,$\left.t-T)\right\}$.
with the same notations as in equation (2). Accordingly, to determine the contribution of earlier peri-frontal representations in directing the peri-occipital representations towards the model RDV, namely 'contribution of information feedback flow', we calculated the difference between the original partial correlation at the perioccipital areas (using equation (1)) and the partial correlation calculated using equation (3). In equations (1) and (2), the delay time ( $T$ ) was considered 50 ms and the earlier representations were averaged in a 50 ms time window (including 5 RDVs obtained from 5 steps of 10 ms intervals), according to the previously reported delay times between the peri-occipital and peri-frontal areas in visual processing (Foxe and Simpson, 2002, Karimi-Rouzbahani et al., 2019).

Finally, to characterize the information flow dynamics between the peri-occipital and peri-frontal areas, we calculated the difference between the feed-forward and feedback contribution of information flows. This allowed us to investigate the transaction of targeted information between the brain areas aligned to the stimulus onset and response. We repeated the same procedure using the Familiar-Unfamiliar as well as Familiarity level models to see if they differed. We determined the significance of the partial correlations using the above-explained random bootstrapping procedure. We determined the significance of the differences between partial correlations (the shaded areas in Figure 4 and the lines in panel C) and the differences in the feed-forward and feedback contribution of information using Wilcoxon's signed-rank test using p 0.05 threshold for significance after correction for multiple comparisons (using Matlab mafdr).
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## Supplementary Materials

## Low-level image statistics do not explain the separation of familiar from

 unfamiliar facesAlthough, we did equalize the frequency content, pixel intensities and contrast of the images of our dataset (see methods), but we checked whether there are other lowlevel differences by creating a model representational dissimilarity matrix (RDM) for each of the categories under different phrase coherences. Briefly, neural RDMs are constructed by calculating the correlations (or dissimilarities) of the brain response to different face stimuli to give an abstract representation of information encoding in the brain. We also construct a low-level feature RDM, for which we calculate the correlations between images corresponding to each brain response. Model RDMs predicted representations in the brain (see Methods). The model RDMs were created for discriminating (1) familiar from unfamiliar (Supplementary Figure 1A) and also (2) the familiarity levels from one another (Supplementary Figure 1B). We then computed partial Spearman's correlations between one of the models and neural RDMs for every time point and participant, while partialling out (Supplementary Figure 1)/not partialling out (Supplementary Figure 2) low-level feature model RDM .

This analysis revealed the emergence of familiarity representation (familiar vs. unfamiliar faces) at around 270 ms post-stimulus for the highest coherence level ( $55 \%$, Supplementary Figure 1A). The onset of significant representation is slightly later for lower coherence levels (e.g., 45\%, Supplementary Figure 1A), which may suggest the need for additional processing time required to evaluate the sensory evidence. Interestingly, while the dynamics of familiarity level representations also showed gradual accumulation of information (Supplementary Figure 1B), especially for the $45 \%$ and $55 \%$ coherence, the correlation values are generally higher for the model of familiarity level compared to familiar-unfamiliar (c.f. Supplementary Figure 1A). This suggests that there might be well-established neural mechanisms in the brain that discriminate levels of
familiarity so strongly that is not suppressed/dominated by the task (i.e. here familiarunfamiliar) or the response of the participants. This could also be supported by the observation that, as opposed to the familiar-unfamiliar representations, for which the $55 \%$ coherence provided the most information (at least in the stimulus-aligned analysis), the familiarity level representations provided their highest information in lower coherence levels such as $45 \%$ (in both stimulus- and response-aligned analyses) and $30 \%$ or even $22 \%$ in the response-aligned analysis. Note that participants' task and response could have also potentially contributed to the analysis of face familiarity model as those factors matched the familiar-unfamiliar model used in Supplementary Figure 1A.


Supplementary Figure 1. Representations of face familiarity and categories revealed by RSA. Time course of Spearman's correlations between neural RDMs and model RDM (shown as insets) for (A) face familiarity; and (B) face familiarity levels, famous, self and personally familiar faces, after partialling out contributions from low-level features (see Methods). Each colored trace shows the correlations over time for one phase coherence level. Thickened lines indicate time points where the correlation is significant (sign permutation test, FDR-corrected significance level at p < 0.05), and black horizontal dotted lines indicate 0
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correlation. The left panels show the results for stimulus-aligned analysis while the right panels represent the results for response-aligned analysis.

Apart from a small difference in absolute decoding rates, the dynamics of neural representations were similar when not partialling out the low-level feature model RDM (Supplementary Figure 2), presenting the ramping up of information, with earlier and most mounting trends for highest coherence levels (i.e. $45 \%$ and 55\%). The similar patterns of neural information decoding between the correlation patterns with and without the lowlevel feature model suggest that low-level image statistics may only play a minor role in driving the observed decoding analyses. Nonetheless, we partialled out the low-level feature model in all the following RSA-based analyses to avoid their potential contribution to the results.


Supplementary Figure 2. Representations of face familiarity and categories revealed by RSA. Time course of Spearman's correlations between neural RDMs and model RDM (shown as insets) for (A) face familiarity; and (B) face familiarity levels, famous, self and personally familiar faces, before partialling out contributions from low-level features (see Methods). Each colored trace shows the correlations over time for one phase coherence level. Thickened lines indicate time points where the correlation is significant (sign permutation test, FDR-corrected significance level at p < 0.05), and black horizontal dotted lines indicate 0 correlation. The left panels show the results for stimulus-aligned analysis while the right panels represent the results for response-aligned analysis. Note that the correlation values are higher compared to the results after partialling out contributions from low-level features (see Supplementary Figure 1).
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