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Abstract 
Biomolecular condensates are thought to form via phase transitions of multivalent 
macromolecules. Components of condensates have been classified as scaffolds and clients. In this 
classification, scaffolds drive condensate formation whereas clients partition into condensates. 
However, non-scaffold molecules can be ligands that modulate the phase behavior of scaffolds via 
preferential binding across phase boundaries. Here, we present computational results that explain 
how preferential binding of ligands to scaffold molecules in different phases can impact phase 
separation and the compositions of dense phases. We show that phase separation is destabilized 
by monovalent ligands. In contrast, multivalent ligands, depending on their mode of binding, can 
stabilize phase separation by serving as crosslinkers that network scaffold molecules. We also find 
that concentrations of scaffolds within dense phases are generally diluted by ligands. This arises 
because ligands destabilize condensates by preferentially binding to scaffolds in the dilute phase 
or because ligands have to be accommodated within dense phases when they bind preferentially 
to scaffolds in the dense phase. Importantly, we show that partition coefficients, which are 
routinely used for compositional profiling of condensates, say nothing about the regulatory impact 
of ligands on the phase behavior of scaffolds. Therefore, instead of measuring partition coefficients 
it becomes imperative to measure how ligands impact threshold concentrations of scaffolds. These 
measurements, performed as a function of ligand concentration, will help with understanding the 
regulation of condensates and enable the design of molecules that impact condensate formation or 
dissolution.  

Significance  
Biomolecular condensates serve as organizers of biochemical reactions within cells. Growing 
evidence implicates multivalent biomacromolecules as drivers of condensate formation. Molecules 
that drive condensate formation are referred to as scaffolds. Here, we show that non-scaffold 
molecules are more than just clients of condensates. Instead, they can be ligands that stabilize or 
destabilize condensates by binding preferentially to scaffolds within the condensate or the dilute 
phase. Our findings suggest that ligands that modulate scaffold phase behavior can regulate 
condensates in cells. We also show that partition coefficients are uninformative for describing how 
non-scaffold molecules impact condensate formation or dissolution. We build on this to highlight 
the types of measurements that are imperative for understanding the formation / dissolution of 
condensates.  
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\body 
Membraneless biomolecular condensates concentrate biomolecules in cells and organize 

biochemical reactions (1, 2). There is growing evidence that condensates form via spontaneous or 
driven phase transitions (2, 3) such as percolation (4) aided by liquid-liquid (5), liquid-liquid 
crystalline (6), or liquid-solid phase separation (7-9). In a binary mixture comprising 
macromolecules dissolved in an aqueous solvent, liquid-liquid phase separation gives rise to two 
coexisting phases – a dilute liquid phase that is deficient in macromolecules and a dense liquid 
phase that is enriched in macromolecules. The concentration threshold for phase separation, known 
as the saturation concentration, is set by the three-way interplay of inter-macromolecule, 
macromolecule-solvent, and solvent-solvent interactions (10, 11).  

Cellular condensates include more than one type of macromolecule. Indeed, compositional 
profiling of condensates has shown that many of these bodies encompass hundreds of distinct types 
of protein and RNA molecules (1, 12-14). Banani et al., introduced the nomenclature of scaffolds 
and clients to distinguish different macromolecular constituents of multicomponent condensates 
(1, 15). In this parlance, scaffolds are macromolecules that are essential for condensate formation. 
Scaffolds often encompass multiple interaction domains / motifs and this is a defining hallmark of 
macromolecules that drive phase separation (15, 16).  

The working hypothesis is that only a small fraction of the macromolecules that make up 
condensates are scaffolds. This hypothesis is supported by in vitro reconstitutions of facsimiles of 
condensates often using no more than two or three distinct types of macromolecules (1, 15). Banani 
et al., designated non-scaffold molecules as clients because they are not required for condensate 
formation. Further, a molecule is designated as a client based on experimental measurements of a 
partition coefficient (PC). This quantity is defined as the ratio of the concentration of the molecule 
in the dense versus the dilute phase. A molecule with a PC that is greater than one is classified as 
a client (1, 15). Empirically, scaffolds and clients can be distinguished by the number (valence) of 
interaction domains / motifs and the interaction strengths among domains. Scaffolds have a higher 
valence and clients have a lower valence of the motifs that drive condensate formation.  

Although scaffolds are the drivers of condensate formation, the solution conditions and 
concentration regimes in which formation and dissolution of condensates occurs can be regulated 
by controlling the concentrations of non-scaffold molecules (17, 18) or via post-translational 
modifications to scaffolds (16, 19). An example of regulation by non-scaffold molecules comes 
from recent work on stress granules showing the different effects of Caprin-1 and USP-10 on the 
stability and integrity of stress granules (12, 20, 21). This example highlights the need for 
additional focus on and understanding of regulation by non-scaffold molecules, as dysregulation 
of condensate formation and dissolution can lead to disease (8, 9).  

It is worth noting that the definition of a client says nothing about whether or how a non-
scaffold molecule regulates scaffold phase behavior. Therefore, building on theories of binding 
and linkage, we refer to non-scaffold molecules that modulate scaffold phase behavior as ligands. 
We further stipulate that ligands do not undergo phase separation on their own and are not required 
for the phase separation of scaffolds. To understand the mechanisms that underlie the regulation 
of scaffold phase behavior by ligands, we coopt the polyphasic linkage formalism of Wyman and 
Gill (22). This formalism lays out how ligands, depending on their concentration, can act as 
modulators of scaffold phase behavior. The existence of a phase boundary sets up the possibility 
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of preferential binding to scaffolds in one phase over the other; a ligand can have a higher affinity 
for the scaffold in the dense phase over the dilute phase or vice versa.  

For a ligand to bind preferentially to a scaffold in one of the two phases, there has to be an 
asymmetry in binding to the scaffold in the dilute versus the dense phase. Asymmetry in binding 
arises because of differences in scaffold concentration and accessibility of scaffold sites across the 
phase boundary. For example, scaffold sites that drive phase separation can become inaccessible 
to ligands in the dense phase. Additionally, the higher concentration of scaffolds in the dense phase 
compared to the dilute phase can allow for a multivalent ligand to crosslink multiple scaffolds 
which can increase the effective affinity of the ligand with the scaffold in the dense phase. The 
scaffold can also undergo conformational changes across the phase boundary, and this can 
modulate the accessibility of scaffold sites. 

To illustrate the concepts of polyphasic linkage, we shall consider an aqueous solution with 
a single type of scaffold that separates into two distinct phases. We denote the dilute phase as A 
and the coexisting dense phase as B. The binodal or coexistence curve delineates the two-phase 
regime (Fig. 1A). For a given set of solution conditions quantified in terms of an effective 
interaction strength, the left arm of the binodal denotes the saturation concentration in the dilute 
phase, cA and the right arm of the binodal corresponds to the concentration of the scaffold in phase 
B, cB. For fixed interaction strengths, cA and cB remain constant but the relative volumes of the two 
phases vary as the total concentration of the scaffold changes. For concentrations below cA and 
above cB, the system is in the single-phase regime. 

The polyphasic linkage formalism describes how ligand binding modulates cA of the 
scaffold for fixed solution conditions. The value of cA in the presence of the ligand, designated as 

 is set by equalization of the chemical potential of the scaffold across the phase boundary. This 

yields the expression  (22). Here, PA and PB are the binding polynomials that quantify 

binding of the ligand to the scaffold in phases A and B, respectively. It follows that if PA is greater 
than PB, then the ligand preferentially binds to the scaffold in phase A. Preferential binding of the 
ligand to the scaffold in the A phase will lead to an increase in compared to cA, thus weakening 
the driving forces for phase separation of the scaffold (Fig. 1A). Conversely, if PB is greater than 
PA, then the ligand preferentially binds the scaffold in the dense phase B. Accordingly, decreases 
when compared to cA. In this scenario, preferential binding of the ligand to the scaffold in the dense 
phase will enhance the driving forces for phase separation as evidenced by lowering of the 
threshold concentration to be crossed in order for the system to undergo phase separation (Fig. 
1B). In the absence of preferential binding, the ligand binds equivalently to the scaffold in both 
phases, implying that and ligand binding does not modulate the phase equilibrium.  

 Recent studies suggest that scaffolds, which are multivalent macromolecules, can be 
thought of as biological instantiations of associative polymers (23, 24) and modeled using the so-
called stickers-and-spacers framework (4, 25-29). Accordingly, the valence (number) of stickers, 
the sticker interaction strengths, and the solvation properties of spacers contribute as determinants 
of the phase behavior of multivalent protein and RNA molecules (30-32). Here, we use a 
combination of coarse-grained simulations and theory to answer the following questions: (1) How 
doe the valence of sticker and / or spacer binding motifs in ligands and the affinities for 
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complementary sites on scaffolds influence the overall phase diagrams of scaffolds? (2) Do 
partition coefficients provide insights regarding the preferential binding and modulatory effects of 
ligands? (3) And what quantities should be measured in order to understand the effects of ligands 
on the phase behavior of scaffolds? Answers to these questions are directly relevant to an improved 
understanding of how ligands contribute to the modulation and regulation of the phase behavior 
of scaffolds. They are also directly relevant to the design of therapeutics that alter the phase 
behavior of scaffolds (33, 34).  

 
Figure 1: The phase behavior of scaffolds can be modulated by ligands. In this schematic, we 
assume that the scaffolds undergo phase separation and form two distinct phases: the dilute phase 
(red), A, and the dense phase (blue), B. In panels A and B, the yellow region, bounded by the 
coexistence curve (the binodal) delineates the two-phase regime of the scaffold. The phase diagram 
is drawn in the two-parameter space of total scaffold concentration, [S]T, and effective interaction 
strength among scaffold molecules. For a given value of the interaction strength along the ordinate, 
the left arm of the binodal represents the saturation concentration, cA, and the right arm of the 
binodal denotes the concentration of the scaffold in the dense phase, cB (grey circles). The 
polyphasic linkage formalism describes how cA changes by way of preferential binding of the 
ligand across the phase boundary and this is denoted as . (A) if the ligand preferentially 
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binds to the scaffold in the dilute phase; (B) if the ligand preferentially binds to the scaffold 
in the dense phase.  

Results 
Our goal is to uncover general rules that summarize the effects of different types of ligands 

on scaffold phase behavior. Accordingly, we deployed coarse-grained simulations to understand 
how different types of ligands modulate the phase behavior of model linear multivalent 
macromolecules. While the polyphasic linkage formalism can be used to uncover the impact of 
ligand binding on scaffold concentrations in the dense phase, to do so is non-trivial and requires 
system-specific treatments (22). Accordingly, the original formulation of polyphasic linkage 
makes the implicit assumption that . Here, we address this and other issues using Monte 
Carlo simulations using the lattice simulation engine LASSI (35). Details are described in the SI 
Appendix. The simulations allow us to probe the effects of ligand binding on the full phase diagram 
of the scaffold. This includes the low concentration arm, the critical point, and the high 
concentration arm. Linear multivalent macromolecules are represented by stickers and spacers. 
Here, spacers can be implicit, in that they do not take up volume, or they can be explicit, in that 
they occupy volume on the lattice.  

Model used in LASSI simulations: In our model system, the scaffold molecule contains five 
sticker sites and two explicit spacer sites (Fig. 2A). We consider five different ligand types (Fig. 
2C): (i) a monovalent ligand that interacts exclusively with scaffold stickers; (ii) a monovalent 
ligand that interacts exclusively with scaffold spacers; (iii) a divalent ligand that interacts 
exclusively with scaffold stickers; (iv) a divalent ligand that interacts exclusively with scaffold 
spacers; and (v) a divalent ligand that interacts with scaffold stickers and spacers. The only 
attractive interactions in the system are between pairs of sticker sites on scaffolds and between 
scaffold sticker or spacer sites and the ligand. The details of the latter will depend on the type of 
ligand being considered. We consider three energy scales for the ligand-scaffold interaction: E1, 
the ligand-scaffold interaction is half that of the scaffold-scaffold interaction, E2, the ligand-
scaffold interaction is equal to the scaffold-scaffold interaction, and E3, the ligand-scaffold 
interaction is double that of the scaffold-scaffold interaction. For each case, we performed five 
independent simulations.  
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Figure 2: Effect of ligand types on scaffold phase behavior. (A) Schematic of the scaffold 
molecule used in coarse-grained simulations. The molecule has five sticker sites and two explicit 
spacer sites (the remaining two spacer sites are implicit). (B) Three energy scales were examined 
to assess how the different ligands modulate scaffold phase separation. (C) Binodals of the scaffold 
in the absence of ligand (grey) and in the presence of the given ligand (orange) for the three 
different energy scales, E1, E2, and E3. The bounding boxes for each case are color coded to 
summarize the effect of each ligand on scaffold phase separation: red – ligand binding abolishes 
phase separation, blue – ligand binding destabilizes phase separation, purple – ligand binding does 
not change phase separation, and green – ligand binding promotes phase separation.  
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Quantifying the effects of different types of ligands on full phase diagrams: Fig. 2C shows 
the binodals for the scaffold without ligand and the impact of ligand binding. In each case, we 
show results for a ratio of 0.23 for the ligand to scaffold sites (or a ratio of 0.8 divalent ligands to 
scaffold molecules). For this ratio, we observe four categories of ligand-modulated phase 
behaviors of scaffolds: (1) Ligand binding abolishes scaffold phase separation (phase diagrams 
with red bounding boxes in Fig. 2C), (2) ligand binding destabilizes scaffold phase separation 
(phase diagrams with blue bounding boxes in Fig. 2C), (3) ligand binding does not impact phase 
separation (phase diagrams with purple bounding boxes in Fig. 2C), and (4) ligand binding 
promotes phase separation (phase diagrams with green bounding boxes in Fig. 2C). Results for 
three additional ligand-to-scaffold ratios are shown in the SI Appendix (Fig. S1-S3), and the results 
are qualitatively similar to those shown in Fig. 2C.  

Monovalent ligands destabilize or abolish scaffold phase separation, and this is true 
irrespective of whether they interact with sticker or spacer sites (columns 1 and 2 of Fig. 2C). 
Monovalent ligands that interact directly with sticker sites reduce the effective valence of stickers, 
whereas monovalent ligands that interact directly with spacer sites reduce the cooperativity of 
phase transitions (31). The reduction in cooperativity refers to weakening the growth of the 
network by increasing the effective excluded volume of spacers, thereby inhibiting sticker-sticker 
interactions, as discussed by Harmon et al. (31).  

Divalent ligands that interact directly with sticker sites on scaffolds destabilize phase 
separation by competing with the sticker-sticker interactions that drive phase separation (column 
3 of Fig. 2C). In contrast, phase separation is stabilized by divalent ligands that interact with 
scaffold spacer sites (column 4 of Fig. 2C). Here, the divalent ligand acts as a crosslinker that 
enables increased networking of the multivalent macromolecules. Increased networking of 
multivalent scaffolds by multivalent has been demonstrated for including patchy colloidal particles 
(36), which are facsimiles of folded domains with stickers on their surfaces (4). Divalent ligands 
that bind both sticker and spacer sites of scaffolds show an intermediate effect compared to the 
other two divalent ligands. They can promote phase separation at higher interaction strengths; 
however, this effect is weaker when compared to that of divalent ligands that bind only to spacer 
sites (column 5 of Fig. 2C).  
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Figure 3: Changes to  as a function of divalent ligand concentration at T*≈1.08 for 

different energy scales. As each color becomes darker the interaction strength between the 
scaffold and the ligand is increased. Data are plotted only if the system undergoes phase separation, 
i.e., the width of the two-phase regime satisfies the criterion .  

Quantifying the effects of different types of ligands on the change to cA: Experimental 
characterizations of full binodals are challenging, and accordingly, these measurements have been 
performed only for a small number of scaffold molecules (37-40). In contrast, it is easier to 
measure changes in saturation concentrations in the absence (29) and the presence of ligands (21, 
33). To set up expectations regarding how saturation concentrations change, we analyze how the 

ratio  changes as a function of divalent ligand concentration (Fig. 3). This analysis was 

performed at a constant simulation temperature across all systems. At a given ligand concentration, 
the greater the deviation between  and cA, the greater the asymmetry in the preferential binding 
of the ligand to the scaffold in either the dense or dilute phase.  

For all ligand concentrations and interaction strengths tested, the divalent ligand that 
interacts with scaffold stickers causes an increase in . At the highest tested ligand concentrations 
and interaction strengths, phase separation is abolished. In contrast, the divalent ligand that 
interacts with scaffold spacers decreases for all ligand concentrations and interaction strengths 
tested, thus promoting scaffold phase separation. At high ligand concentrations, we observe a 
reversal in the trend of  decreasing with increasing ligand concentrations. A similar effect has 
been reported recently in experiments that characterized the phase behavior of poly-SH3-poly-
PRM system in the presence of increased concentrations of the ligand heparin (41). For this system, 
the turnover behavior was hypothesized to be due to electrostatic repulsions of heparin at high 
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concentrations. Charge effects were not included in our model and, therefore, they cannot be the 
source of the observed turnover in our simulations. Instead, the simplest explanation is that at high 
ligand concentrations, there is a competition between the crosslinking effects of divalent ligands 
and the binding of excess ligands to spacer sites, such that the crosslinking ability is weakened.  

The effects of the bipartite divalent ligand that interacts with sticker and spacer sites on 
scaffolds will depend on the interaction strengths and ligand concentration. At the lowest 
interaction strength, E1, the ligand causes minimal changes to when compared to cA. However, 
there is a modest destabilization of scaffold phase separation at the highest ligand concentrations. 
At higher interaction strengths and low ligand concentrations, the ligand promotes phase 
separation, but to a weaker extent than the divalent ligand that interacts purely with spacer sites on 
scaffolds. Similar to the divalent ligand that interacts with spacer sites on scaffolds, the bipartite 
divalent ligand also engenders a turnover behavior in the dependence of  on ligand 
concentration. It appears that this turnover behavior is a general feature of ligands that promote 
phase separation by preferentially binding to scaffolds in the dense phase. The ligand concentration 
at which turnover is observed will provide an estimate of the ligand-dependent concentration of 
scaffold sites i.e., the concentration of scaffold sites within the dense phase where ligands switch 
from crosslinking or networking to binding primarily to the same scaffold. 

 
Fig. 4: Change in dense phase versus dilute phase concentrations as a function of ligand type, 
interaction strength, and ligand concentration at T*≈1.08. (A) Change in the scaffold dense 
phase concentration plotted against the change in the scaffold dilute phase concentration. (B) 
Change in the total concentration of scaffolds and ligands ( ) in the dense phase plotted against 
the ligand-modulated change in the dilute phase concentration of the scaffold. The darkening of 
the point color denotes an increase in interaction strength between the scaffold and the ligand. 
Points in the upper left quadrant indicate that the concentration in the dense phase has increased, 
whereas the concentration in the dilute phase has decreased in comparison to the scaffold only 
phase behavior. Points in the lower right quadrant indicate the dense phase concentration has 
decreased and the dilute phase concentration has increased in comparison to the scaffold only 
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phase behavior. The latter corresponds to a shrinking of the width of the two-phase regime. Data 
are plotted only if the system undergoes phase separation, i.e., the width of the two-phase regime 
satisfies the criterion . 

 Quantifying the impact of ligands on scaffold concentrations and the total concentration 
of molecules in the dense phase: Fig. 4 shows the change in the scaffold and total dense phase 
concentrations in the presence of each of the divalent ligand types that were modeled using 
different energy scales compared to the behavior of the scaffold alone. The key observations are 
as follows: The scaffold concentration in the dense phase generally does not increase above the 
ligand-free case regardless of how ligand binding influences cA (Fig. 4A, few points in the upper 
left quadrant). Ligands, irrespective of whether they enhance or weaken phase separation, will 
have a diluting effect on scaffolds within the dense phase and this effect increases with increasing 
ligand concentration (SI Appendix Fig. S4). The extent of dilution depends on the interaction mode, 
interaction strengths, and ligand concentration. Specifically, binding to sticker sites on scaffolds 
has a greater effect on reducing the scaffold concentration in the dense phase, and this effect is 
increased as the interaction strength between the scaffold and ligand is increased. The ligand-
mediated dilution of scaffolds within the dense phase reflects the constraints of excluded volume 
whereby the scaffold has to accommodate the ligand within the condensate.  

We next assessed the extent to which dilution of the scaffold concentration within 
condensates is compensated by an increase in ligand concentration. We quantified the total 
concentration of scaffolds and ligands in the dense phase for each of the different ligand types. 
The results, shown in Fig. 4B, may be summarized as follows: ligands that promote phase 
separation tend to increase the total dense phase concentration (upper left quadrant in Fig. 4B); 
ligands that do not alter the driving forces for phase separation tend to maintain the total dense 
phase concentration (light green points in Fig. 4B); and ligands that destabilize phase separation 
tend to decrease the total dense phase concentration (blue points in Fig. 4B).  

Partition coefficients do not provide information regarding preferential binding effects of 
ligands: Can one determine if a ligand destabilizes or promotes phase separation by measuring the 
PC of a ligand? To answer this question, we calculated the PCs for all ligands shown in Fig. 3. 
Fig. 5 shows that the calculated PCs are all greater than one, even for ligands that destabilize 
scaffold phase separation. Ghosh et al., (41) reported similar results in their experimental 
characterization of the poly-SH3 : poly-PRM system. For our system, we find that PC values 
spanning from 10 to 100 can correspond to ligands that destabilize, do not change, or promote 
scaffold phase separation. The exact value for this range will be system dependent. The most 
important takeaway is that a PC being greater than some threshold value does not imply that the 
ligand preferentially binds to the scaffold in the dense phase. Accordingly, PCs do not tell us if a 
ligand binds preferentially to scaffolds across the phase boundary. 
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Fig. 5: Partition coefficients calculated for the divalent ligands. The changes in saturation 
concentration for all divalent ligands at T*≈1.08 are plotted against the corresponding PCs. The 
grey box denotes a region of partition coefficients that is consistent with ligands that destabilize, 
do not change, or promote scaffold phase separation. Data are plotted only if the system undergoes 
phase separation, i.e., the width of the two-phase regime satisfies the criterion . 

Linkage theory (22) establishes that partition coefficients combine the contributions of 
preferential binding and local concentration effects: The impact of ligand binding on saturation 
concentrations is written in terms of binding polynomials PA and PB that quantify the binding of 
the ligand in question to the scaffold in phases A and B, respectively. A binding polynomial is the 
partition function of the ligand plus scaffold system and is a sum over the activities of all states in 
the system involving the scaffold relative to the free scaffold (42). We shall assume we have a 
system where the ligand binding to the scaffold is described by a first order polynomial in both 
phases. The SI Appendix shows results for higher order binding polynomials. Ligand binding is 
described using: 

   (1) 

Here, [L], [SA], [SB], [SAL] and [SBL] are respectively the concentrations of free ligand, free scaffold 
in phase A, free scaffold in phase B, bound scaffold in phase A, and bound scaffold in phase B. 
The binding polynomial in the dilute phase is given by:  

 ;  (2) 
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Here, bA is the cumulative association constant. Likewise, the binding polynomial in the dense 

phase is . Accordingly, it follows that: . It should be 

noted that this equation may not be valid for high concentrations of free ligand because it ignores 
non-idealities due to interactions of ligands with themselves. Additionally, it assumes that cB does 
not change upon addition of the ligand. Despite these assumptions, the polyphasic linkage 
formalism can be deployed to uncover a phenomenological understanding of why partition 
coefficients behave as shown in Fig.5. Accordingly, we assess how  and the PC change as a 

function of the ratio  and free ligand concentration [L]. The system is defined by the 
following set of equations:  

   (3) 

Here, [SA]tot and [SB]tot are the total scaffold concentrations in phases A and B, respectively, that 
are calculated using the total system volume V. Likewise, [L]tot is the total ligand concentration in 
the system. The total scaffold concentration is given by: 

 ; (4) 

Here, nA, nB are the numbers of scaffold molecules within and VA, VB are the volumes of phases A 
and B, respectively; V is the total volume of the system. Accordingly, the saturation concentration 

 is related to [SA]tot as follows: 

  (5) 

It follows that the system of equations shown in (3) becomes:  

   (6) 

The PC is defined as the concentration of the ligand in the dense phase (B) divided by the 
concentration of the ligand in the dilute phase (A). In both phases the ligand can be free or bound, 
and the partitioning of free ligand between the two phases is governed by the relative volumes of 
each phase. In the above equations, all concentrations, except are computed with respect to the 
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total volume (V) of the system. However, for PC, the concentrations are computed with respect to 
the volumes of the individual phases. Therefore, it follows that: 

 ; (7) 

The relation derived in equation (7) shows that the PC is dependent on the concentration of the 
ligand bound scaffold in each phase as well as the volume fractions of the two phases. We leverage 
the linkage relation shown in equations (3), (6), and (7) to quantify how  and PC change as a 

function of the ratio of association constants, , and the free ligand concentration [L]. 

Specifically, we numerically solve equations (3) and (7) to determine  and PC for different 
values of bA, bB, cA, cB, [S]tot and [L] (Fig. 6). Results are shown for cA = 1 µM, cB = 19 µM, and 
[S]tot = 10 µM for three different ratios of  (Fig. 6).  

When the ligand binds preferentially to the scaffold in the dilute phase, and 
increases with ligand concentration; when the ligand binds preferentially to the scaffold in the 
dense phase  and decreases with ligand concentration (Fig. 6A); finally, when the 

ligand binds equivalently to the scaffold in both phases  and for all ligand 
concentrations. For systems characterized by preferential binding of the ligand to scaffold sites in 
one phase over the other, the value of  begins to deviate from cA as the free ligand concentration 

approaches the lowest dissociation constant i.e., when . We also quantified 

how the PC varies with ligand concentration (Fig. 6B). Irrespective of the ratio , we find that 
the PC is greater than one. This result is consistent with our simulation results and supports the 
finding that PC values do not yield direct information regarding the impact of a ligand on the phase 
behavior. This is because a PC is a convolution of the contributions from preferential binding and 
the higher concentration of scaffolds in the condensates. Furthermore, we find that the PC 
decreases with increasing free ligand concentration and is highest at low ligand concentrations 
where the ligand has limited modulatory effects on scaffold phase behavior. This result further 
highlights the lack of a direct relationship between preferential binding and PC.  

Given that the free ligand concentration is not easily measurable, we plotted the change in 
saturation concentration and the PC values as a function of total ligand concentration (Fig. 6 C-
D). The general takeaways are the same as when the quantities are plotted as a function of free 
ligand concentration. Quantifying the change in the saturation concentration as a function of free 
or total ligand concentration provides clear insights into how a ligand does or does not modulate 
scaffold phase behavior. In direct contrast, PCs do not provide insights regarding the effects of 
ligands on phase behavior and preferential binding.  
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Fig. 6: Theory shows how saturation concentrations and partition coefficients change as a 
function of ligand concentration for ligands with different types of preferential interactions. 
Ligand concentrations ([L]) are normalized by . Panels (A) and (C) plot the 

ratio  against the normalized free ligand concentration (A) and normalized total ligand 

concentration (C). Panels (B) and (D) plot PC against the normalized free ligand concentration (B) 
and normalized total ligand concentration (D). 

Discussion 
Non-scaffold molecules are defined as molecules that do not undergo autonomous phase 

separation and are not required for the phase separation of scaffolds. These non-scaffold molecules 
are designated as being clients if their PCs are greater than one (1, 15). We propose that this 
designation needs generalization to include the effects of ligands, which we define to be non-
scaffold molecules that are capable of modulating the phase behavior of scaffolds via preferential 
binding (22). Phase separation sets up a phase boundary, which introduces a degree of freedom for 
ligand binding whereby the ligand can bind preferentially to the scaffold in one or the other phase. 
This preferential binding causes shifts in phase boundaries via linkage relations that can either 
enhance or weaken phase separation depending on whether the ligand binds preferentially to the 
scaffold in its dense versus dilute phase.  

The stickers-and-spacers formalism (23-26, 36), which we model using coarse-grained 
simulations, allows us to uncover key features of ligands that destabilize or stabilize phase 
separation via preferential binding to scaffolds in the dilute versus dense phase, respectively. The 
features of ligands that contribute to their ability to modulate phase separation include the valence 
of scaffolding binding sites on ligands, the strengths of their interactions with scaffold sites, and 
the type of scaffold sites (stickers versus spacers) with which they interact. Given the interaction 
strength ranges studied here, our findings are as follows: Monovalent ligands weaken phase 
separation by either reducing the overall valence of the scaffold when they interact directly and 
favorably with sticker sites or by enhancing the effective excluded volume of spacers and 
weakening the cooperativity of the inter-sticker crosslinks that is needed for driving phase 
separation when they interact directly with spacer sites. Divalent ligands that bind to scaffold sites 
weaken phase separation when they compete directly with inter-sticker interactions that drive the 
phase separation of scaffolds. In contrast, divalent ligands that bind to spacer sites enable 
additional networking of multivalent scaffold molecules by serving as crosslinkers, thereby 
promoting phase separation. This finding is important in light of an ongoing debate about the 
relevance of phase separation in vivo, especially at endogeneous expression levels (43). Our results 
show that ligands can lower the saturation concentrations for scaffolds. Accordingly, scaffolds can 
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undergo ligand-mediated phase separation even if the endogeneous concentration of the scaffold 
is below its intrinsic saturation concentration – a feature that is likely amplified by the collective 
contributions of networks of ligands, providing they are multivalent (15, 16, 19).  

The polyphasic linkage formalism provides a direct understanding of how ligand binding 
affects the dilute arms of phase boundaries when the dense arms are assumed to remain constant. 
Our simulations help us interrogate the effects of ligands on the concentrations of scaffolds within 
the dilute and the dense phase. The concentration of scaffolds within the dense phase stays similar 
to that of the unliganded case or decreases in the presence of ligand. This is true irrespective of 
whether or not the ligand binds preferentially to the scaffold in its dense or dilute phase. For 
preferential binding to the scaffold in the dense phase,  decreases, but the scaffold concentration 

in the dense phase ( ) generally decreases when compared to cB. This helps accommodate ligands 
that bind preferentially to scaffold sites in the dense phase. Conversely, for preferential binding to 
the scaffold in the dilute phase,  increases and decreases compared to cB. This dilution of 
scaffold within the dense phase derives from weakening the driving forces for phase separation.  

Biomolecular condensates accommodate hundreds of distinct molecular components and 
considerable effort is being invested to understand the determinants of compositional control of 
distinct condensates (1, 9, 15, 17, 19, 34, 36, 44-50). Partition coefficients have become the 
workhorse quantities that are used to map the compositional biases of condensates (29, 34, 48, 51). 
Although, PCs are beneficial for compositional profiling of condensates, they do not yield insights 
as to whether the non-scaffold components of condensates act as modulators of scaffold phase 
behavior. This information is important if we want to be able to control condensate formation / 
dissolution.  

We find that the PC can be greater than one irrespective of whether the ligand shows 
preferential binding to the scaffold in its dense or dilute phase or if the binding is agnostic across 
the phase boundary. This result derives from the fact that the PC is a convolution of the 
contributions from binding polynomials as well as the scaffold concentrations within the dense 
and dilute phases. Accordingly, a non-scaffold molecule can have a PC that is greater than one 
even if it destabilizes phase separation by binding preferentially to the scaffold in its dilute phase. 
This implies that if one is trying to find a molecular inhibitor of a condensate, knowing PCs for a 
set of molecules will not yield insights about which molecule would be the most effective inhibitor. 
Clearly, a PC that is less than one has significance, because it indicates that the molecule in 
question is being kept out of the condensate (50). However, this too will be due to a convolution 
of excluded volume effects and preferential interactions.  

Our results suggest that the compositional profiling of condensates has to go beyond 
measuring partition coefficients to measuring saturation concentrations in order to understand what 
controls the precise formation / dissolution of condensates in the cell. For each non-scaffold 
constituent of a condensate, it is important to know if the molecule in question is a ligand that 
exhibits preferential binding to the scaffold across the phase boundary. If yes, does control over 
the expression level of the ligand provide cellular control over the stability of the condensate? To 
answer these questions, it is important to measure the effects of non-scaffold components on the 
phase boundaries of condensates. The simplest and most informative measurement would be a 
quantification of how changes as a function of ligand concentration. Experimentally, this would 
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require tagging the scaffold molecule of interest in live cells and measuring its apparent threshold 
concentration (52) as the expression levels of ligands are tuned.  

To this point, we have made the key assumption that a scaffold will be defined by a fixed 
saturation concentration. However, as noted in recent work (35, 53), this is only true if homotypic 
interactions among scaffold molecules are the primary drivers of phase separation. If condensates 
form via a combination of homotypic and heterotypic interactions (35, 53, 54), then the network 
of these interactions (12, 20) and hence a combination of scaffold concentrations will determine 
the location of the phase boundary and the slopes of tie lines. In this scenario, one would have to 
measure the effects of ligands on the location of the phase boundary, governed jointly by the 
concentrations of all scaffold molecules that drive phase separation. This would require measuring 
the concentrations of more than one scaffold molecule while titrating the concentration of the 
ligand in question. Further complexities will arise as we consider how networks of ligands impact 
the phase behavior of condensates that are governed by a network of homotypic and heterotypic 
interactions of scaffold molecules. These complexities are amenable to investigations using a 
combination of simulation, theory, and experiment that should provide a generalizable framework 
for designing cellular experiments and interpreting the results of these experiments.  

Overall, our work suggests that one can exploit the fact that preferential binding requires 
an asymmetry of scaffold attributes across the phase boundary. Specifically, measuring the effect 
of small molecules (ideally, multivalent ligands) on  can be used as part of a chemical biology 
toolkit (55) to infer the features and internal organization of scaffolds within condensates. For 
example, if all molecules with a certain chemical structure / motif destabilize phase separation one 
can infer that the corresponding interaction motif in the scaffold is primarily accessible in the dilute 
phase and thus may be involved in driving phase separation. Such a strategy has the potential to 
lead to the rational design of therapeutics that modulate scaffold phase behavior in prescribed 
ways.  

Materials and Methods 
Full details of the LASSI simulations and corresponding analyses are given in the SI 

Appendix.  
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