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Abstract
In most biological studies, prediction is used primarily to validate the model; the real

quest is to understand the underlying phenomenon. Therefore, interpretable deep models
for biological studies are required. Here, we propose HyperXPair (the Hyper-parameter
eXplainable Motif Pair framework), a new architecture that learns biological motifs and their
distance-dependent context through explicitly interpretable parameters that are immediately
understood by a biologist. This makes HyperXPair more than a decision- support tool; it is
also a hypothesis-generating tool designed to advance knowledge in the field. We demonstrate
the utility of our model by learning distance-dependent motif interactions for two biological
problems: transcription initiation and RNA splicing.

1 Introduction
Living cells store information in large repeating chains of molecules called polymers. Example
polymers include DNA, RNA, and proteins, each of which can be described as a sequence composed
from a finite set of bases. The function of any molecule ultimately depends on the chemical
properties of its atomic constituents. Yet, it is possible to make accurate predictions directly from
1D sequence representations by modelling the presence of biologically meaningful sub-sequences
called motifs that cooperate together in a distance-dependent fashion. Identifying these motifs,
and the dependencies between them, offers a key to understanding the mechanistic basis of Protein-
DNA and Protein-RNA interactions.

We hypothesize that two key factors determine whether a motif will execute a genomic event.
The first is motif identity: certain sub-sequences within the DNA are necessary in order to execute
an event. They are short (1s-10s of bases long) and fuzzy. The second is motif context: motifs
are necessary, but not always sufficient. Events often require multiple motifs separated along the
DNA by a specific number of positions. This mechanism appears throughout genome biology. For
example, consider transcription initiation. The Shine-Dalgarno sequence needs to be ~5-13 bases
upstream from the Kozak consensus sequence to initiate transcription [Ma et al., 2002]. Another
example is RNA splicing, a biological process in which sequences have sub-sequences removed
and concatenated [Ule and Blencowe, 2019] (e.g., to convert the word “machine” to “m...ine” to
“mine”). Here, fuzzy motifs also cooperate in a distance-dependent fashion, potentially involving
very long-range interactions [Wong et al., 2016].

Interest has gathered recently around how machine learning, especially deep convolutional
neural networks (CNNs), could be used to predict genomic events like RNA splicing [Ching et al.,
2018, Jaganathan et al., 2019, Wang et al., 2019, Albaradei et al., 2020]. Although deep CNNs
achieve good performance, they do not learn an explicit model of motif pairs or their distance-
dependent interactions. In most biological studies, prediction itself is used primarily to validate the
model; the real quest is to understand the underlying phenomenon. Therefore, interpretable deep
models for biological studies are required.

Transcription initiation and RNA splicing both illustrate the challenges associated with learning
an interpretable model of genomic events:
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• Motif degeneration: Motifs act as “docking signals” for binding proteins. Several sub-
sequences can allow the same protein to dock. As such, biological motifs are ill-defined
constructs, and usually have fuzzy definitions. For example, GGAG and AGGA are both valid
Shine-Dalgarno sequences [Ma et al., 2002]. Thus, it is common to define motifs according
to a “consensus”, for example by using the observed frequency over all DNA instances. An
ideal model would learn to represent this consensus.

• Distance-dependence: A motif may be necessary, but not sufficient. Whether a mo-
tif is sufficient depends on its context, such as its distance from another motif. In other
words, motif pairs act synergistically, not additively [Ke and Chasin, 2010], as a function
of their proximity. Like motifs, distance-dependence has a fuzzy definition. In the case of
transcription initiation, the observed frequencies of inter-motif distances follow a Gaussian
distribution [Ma et al., 2002]. As such, one could also think about distance-dependence as a
kind of “consensus”. An ideal model would learn to represent this consensus.

  

The distance-dependent motif interaction problem

Motif A Motif B Motif A Motif B

y = 1

Given a sequence where motifs and distributions are unknown, learn:

y = 0

If inter-motif distance is
within A-B distribution

If inter-motif distance is
outside A-B distribution

Figure 1: This figure provides a visual summary of the distance-dependent motif interaction prob-
lem that we intend to solve with an explicitly interpretable neural network model.

Figure 1 provides a visual summary of the distance-dependent motif interaction problem, which
requires us to learn both motifs and inter-motif distance distributions simultaneously. Our solu-
tion to this problem takes inspiration from self-explanation, in which interpretability is built-in
architecturally [Alvarez-Melis and Jaakkola, 2018]. Here, we propose HyperXPair (the Hyper-
parameter eXplainable Motif Pair framework), a new architecture that models motifs and their
distance-dependence through simple and understandable parameters. Its two modules solve the
challenges above by enforcing strong biological priors about how motifs interact, yielding parame-
ters that explicitly represent the aspects we want to interpret:

• Motif identity module: This is simply a 1-layer CNN without any non-linear activation or
max-pooling, where the kernel parameters represent the consensus motifs. This module solves
the challenge of motif degeneration because the CNN kernel can capture several overlapping
motifs. In the case that motif degeneration is too extreme, separate filters could capture
alternate versions of the motif.

• Motif co-occurrence module: This is another 1-layer CNN that uses a custom kernel. The
kernel parameters depend on learnable hyper-parameters that represent inter-motif distances
as a “consensus” Gaussian distribution, which we can efficiently search for using Bayesian
Optimization [Shahriari et al., 2016]. This module solves the challenge of distance-dependence
because the CNN kernel can score motif co-occurrences as a function of the distance between
them, giving more weight to optimally spaced motif pairs.

Our model offers the first explicitly interpretable solution to the distance-dependent motif
interaction problem, making it applicable to a wide range of important problems related to the
post-transcriptional control of RNA. Unlike other models, HyperXPair learns to relate biological
sequences to genomic events through parameters that are immediately understood by a biologist.
This makesHyperXPair more than a decision-support tool; it is also a hypothesis-generating tool
designed to advance knowledge in the field. We demonstrate the utility of our model by learning
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the distance-dependent motif interactions for two biological problems: transcription initiation and
RNA splicing. In the latter case, we show how an interpretation of the model’s parameters can
be comined with relevant literature to generate hypotheses that extend existing knowledge with a
potentially novel mechanisms.

2 Related work
Interpretable AI: Researchers have proposed new frameworks to make “black-box” neural net-
works more interpretable. There are two general approaches: (1) to train an arbitrary neural
network and infer predictions secondarily via post-hoc analysis, or (2) to train a neural network
whose parameters can be interpreted directly. Among post-hoc methods, Zhou and Troyanskaya
[2015] have used a perturbation method called in silico mutagenesis to identify motifs by “mutat-
ing” DNA bases and measuring the change in prediction. Intuitively, important bases will cause
bigger prediction changes when perturbed. Koo et al. [2018] used a similar procedure to under-
stand how motif number and spacing impacts prediction. Meanwhile, a back-propagation method
called DeepLIFT [Shrikumar et al., 2019] identifies motifs by comparing the gradient for a sample-
of-interest against a reference [Wang et al., 2019]. In contrast, our model takes inspiration from
self-explanation, in which interpretability is built-in architecturally [Alvarez-Melis and Jaakkola,
2018]. In HyperXPair, the parameters explicitly represent the aspects we want to interpret.

Perceptrons for motif discovery A landmark paper from 1982 used a perceptron algorithm
to classify whether DNA sequences will make a valid gene product. Their model learned a weights
matrix, called a position weights matrix (PWM), such that its product with the embedded sequence
would classify transcription initiation (a binary outcome) [Stormo et al., 1982]. During training,
valid genes were aligned so that the PWM would have some semblance of translation invariance.
During testing, the PWM was deployed at every position in the sequence, and sites were sorted
based on the total activation. Although their model is accurate, the learned PWM cannot explain
the Shine-Dalgarno sequence, or its distance-dependence, because all contexts are super-imposed
onto a single weights matrix. We build upon this work by using CNNs to learn PWMs.

CNNs for biological sequences: Encoding the DNA as a matrix makes it image-like. If we
conceptualize a motif as a kind of visual stimulus, then we can understand why CNNs would be
a natural choice for learning translation-invariant motifs [Fukushima, 1980, Waibel et al., 1989].
In practice, convolutional filters from the lowest layers learn motif fragments which get assembled
in deeper layers to capture higher-order interactions and distance-dependence. Deep CNNs have
enabled many sequence prediction tasks, from splice prediction [Jaganathan et al., 2019] to drug-
target affinity prediction [Nguyen et al., 2020a]. One potential advantage of deep CNNs is that
they do not require prior knowledge about how an event, such as splicing, actually happens [Bao
et al., 2019]. We include shallow and deep CNNs in our baseline.

RNNs for biological sequences: The 1-dimensional spatial arrangement of a biological
sequence lends itself to analysis by recurrent neural networks (RNNs), which can detect sequential
patterns with some tolerance to changes in the position and identity of the motifs [Hawkins and
Bodén, 2005]. Long short-term memory (LSTM) is most popular today, owing to its ability to
learn patterns with long time lags [Hochreiter and Schmidhuber, 1997]. LSTM has been applied
to biological sequences, often in combination with CNNs. For example, Hassanzadeh and Wang
[2016] and Pan et al. [2018] both propose a two-tier model where an initial CNN layer learns to
represent DNA motifs, while a second LSTM layer learns long-range interactions between motifs.
We include LSTMs in our baseline.

CNNs for motif discovery: Biological sequences are different than images. For images,
lower-layer features like edges may not mean much to the investigator; for biological sequences,
lower-layer features are the motifs themselves, and thus should be preserved accurately [Koo and
Eddy, 2019]. Unfortunately, deep CNNs can cause the lower layers to fragment into partial motifs
that misrepresent the underlying biological reality [Koo and Eddy, 2019]. Several studies have
explored how architectural variants could encourage the lower layers to learn coherent motifs, such
as the use of exponential activation [Koo and Ploenzke, 2019], Gaussian noise injection [Koo et al.,
2019], or kernel regularization and constraints [Ploenzke and Irizarry, 2018]. However, even if a
network can learn complete motifs, the interactions between them may be obscured in the depths
of the CNN [Koo and Eddy, 2019]. Our architecture instead learns the interactions explicitly.
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3 Model Overview
Figure 2 and Supplemental Figure 1 illustrate the HyperXPair architecture.

HyperXPair works in 3 stages. First, a CNN learns motif identities from a 1-hot embedding
of DNA, producing a motif activity map that describes the presence of each motif along the
sequence. Second, another CNN uses a motif co-occurrence kernel to compute co-occurrence scores
for each motif pair along the sequence. Third, a global max pool layer selects the largest co-
occurrence score for each pair, which are then used to predict the outcome via a simple regression.
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Figure 2: The HyperXPair architecture has 3 stages: (1) a first CNN learns motifs from an
embedded sequence, (2) a second CNN computes distance-dependent co-occurrence scores, and (3)
a global max pool layer predicts the output.

The 3 stages correspond to 3 sets of parameters that describe: (a) the consensus identity of
the motifs, (b) the consensus distance-dependence for each motif pair, and (c) the contribution of
each motif pair to the final outcome.

• Motif identity parameters: These are the filter weights from the first CNN layer. They
are interpretable because they define a motif. Large positive weights imply that a DNA base
is often present. Large negative weights imply that a DNA base is rarely present.

• Motif co-occurrence parameters: These are the filter weights from the second CNN layer
(as generated from learnable hyper-parameters). These are interpretable because they define
a receptive field that describes how the importance of motif co-occurrence relates to the
distance between them.

• Outgoing parameters: These are the weights of a simple regression that predicts the
outcome from the max co-occurrence scores. These are interpretable because large model
coefficients imply that a pair is important for the outcome.

3.1 Stage 1: First CNN Discovers Consensus Motifs
Before we can make predictions based on the distances between motifs, we first need to learn the
motifs themselves. For this, we learn a function that converts the input x into a motif activity
map describing the presence of each motif along the sequence:

a = fm(x; θm) (1)
where fm is a CNN. The parameters θm contain F filters, each being a consensus motif. These
filters are sized M -by-4, where M is the maximum length of the consensus motif.
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The input x contains N genomic sequences, having up to P bases with 4 possible states. We
1-hot encode the 4 states–adenine, cytosine, guanine, and thymine–then add P bases of “padding”
to both sides of the sequence. This results in a tensor of size [N × 3P × 4]. The padding allows
the model to capture co-occurrences at the ends of the sequences.

3.2 Stage 2: Second CNN Applies Receptive Field
Now that we have a motif activity map, we can score motif co-occurrence based on the distance
between the pairs. For F motifs, there are F 2 motif pairs. Our goal is to compute a distance-
dependent co-occurrence score for each pair j and j∗,. The score should be large when the motifs
are present and their distance falls within an assumed inter-motif distance distribution. The score
should be small when a motif is absent or their distance falls outside the distribution.

Section 4 describes how we efficiently search for the parameters of the distance distribution using
Bayesian Optimization. For now, let us assume we already know the mean µ(j,j∗) and standard
deviation σ(j,j∗) that define the Gaussian inter-motif distance distribution. This distribution forms
the basis of a receptive field that assigns weight to motif j∗ as a function of its distance from
motif j. The receptive field scores each motif gap {0...S − 1}, where S is one more than the
maximum motif gap considered.

Figure 3 shows how we can encode the receptive field as a custom CNN kernel that scores
co-occurrence as a function of distance. The associated CNN kernel will have the size [F ×S×S],
where the first slice of the kernel captures a motif gap of 0 (i.e., when motif j and j∗ overlap),
the second slice of the kernel captures a motif gap of 1 (i.e., when motif j and j∗ are separated by
one position), and so on. One could think of the CNN kernel as a kind of “2-hot” encoding of the
receptive field. The kernel θ(j,j∗)

p thus follows deterministically from the hyper-parameters:

θ(j,j∗)
p = fe(N (µ(j,j∗), σ(j,j∗)), S) (2)

where fe is the encoding. We do not apply the receptive field directly because it would weigh
multiples of one filter the same as a filter pair. Empirically, this approach does not work well.

Note that S gives µ(j,j∗) contextual meaning. When µ(j,j∗) = 0, a motif gap of S/2 receives the
highest weight. When µ(j,j∗) ≈ −3, a motif gap of 0 receives the highest weight. When µ(j,j∗) ≈ 3,
a motif gap of S − 1 receives the highest weight. Meanwhile, σ(j,j∗) determines how the weights
decrease as the observed motif gap gets further from the optimal motif gap.
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Figure 3: This figure shows how we can encode the hyper-parameters µ(j,j∗) and σ(j,j∗) as a
receptive field and associated CNN kernel. The receptive field assigns weight to motif j∗ as a
function of its distance from motif j. When a motif pair falls within the red bands, the pair will
receive a high co-occurrence score. When a motif pair falls within the yellow-orange bands, the
pair will receive a lower score. We “2-hot” encode the receptive field as a CNN kernel having the
size [F × S × S], where the first slice of the kernel captures a motif gap of 0, the second slice of
the kernel captures a motif gap of 1, and so on. Note this figure shows a kernel for a single motif
pair. The encoding is repeated F 2 times to cover all filter pairs.

We can now apply the kernel directly:

d(j,j∗) = fp(a; θ(j,j∗)
p ) (3)

where fp is a CNN. The resultant tensor d(j,j∗) represents the distance-dependent co-occurrence
score for each motif gap in {1...S − 1}, at each position along the DNA sequence (see Figure 2).

Note that because θ(j,j∗)
p is applied to themotif activity map, large departures from the motif

consensus will also penalize the co-occurrence score. As such, a high co-occurrence score implies
that both motifs are present and their distance falls within the assumed distance distribution,
solving the distance-dependent motif interaction problem presented in Figure 1.

3.3 Stage 3: Global Max Pool Regressed to Output
We calculate the max co-occurrence score for each motif pair as the global maximum of d(j,j∗):

γ(j,j∗) = max(d(j,j∗)) (4)

This results in a single number for each motif pair. When repeated for all F 2 motif pairs, we
get a tensor of size [N × F × F ], or, equivalently, [N × F 2]. Thus,

Γ = fc(γ(1,1), . . . , γ(F,F )) (5)

where fc is a simple concatenation layer. From this, we can predict the final outcome:

ŷ = fo(Γ; θo) (6)

We choose fo to be a generalized linear model where θo = β, giving us:

ŷ = Φ
( F∑
j=1

F∑
j∗=1

β(j,j∗)γ(j,j∗) + β0

)
(7)
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where Φ transforms the model output according to the nature of observed outcome. In our case,
the outcome is binary and so Φ is the sigmoid transform.

4 Model Learning
Learning occurs in two loops. In the inner-loop, we use stochastic gradient descent to search
for the motifs whose assumed distance-dependent interactions minimize the training loss. In the
outer-loop, we use Bayesian Optimization (BO) to search for the hyper-parameters {M,Σ} that
give the best neural network, where the network weights are learned anew at each iteration of BO.
Algorithm 1 describes our implementation.

Input: Dtr = {xi, yi}Ni=1: training set, Dva: validation set, T : the number of iterations
Output: HyperXPair model

1 begin
2 for t = 1, 2, ..., T do
3 Fit a Gaussian process using {(Mi,Σi, si), acci}ti=1,
4 where Mi,Σi are means and standard deviations of the distance distributions, si is

initialization seed, and acci is AUC of HyperXPair on Dva;
5 Suggest next point (Mt+1,Σt+1, st+1) by maximizing UCB acquisition function;
6 Train HyperXPair model:
7 Initialize HyperXPair model with seed st+1;
8 for number of training epochs do
9 Embed each sequence xi into a 1-hot encoding;

10 Compute motif activity map a = fm(xi; θm) (Eq. (1));
11 Construct F 2 motif pairs from a;
12 foreach j, j∗ pair in F 2 do
13 Select µ(j,j∗)

t+1 ∈Mt+1 and σ(j,j∗)
t+1 ∈ Σt+1;

14 Compute co-occurrence score d(j,j∗) = fp(a; θ(j,j∗)
p ) (Eq. (3)),

15 where θ(j,j∗)
p encodes the receptive field N (µ(j,j∗)

t+1 , σ
(j,j∗)
t+1 );

16 Apply global max pool γ(j,j∗) = max(d(j,j∗)) (Eq. (4));
17 end
18 Concatenate scores Γ = [γ(1,1), γ(1,2), ..., γ(F,F )] (Eq. (5));
19 Compute prediction ŷi = Φ(

∑F
j=1

∑F
j∗=1 β

(j,j∗)γ(j,j∗) + β0) (Eq. (7));
20 Update θm by minimizing L = H(ŷi, yi),
21 where H is binary cross-entropy loss;
22 end
23 Compute accuracy acct+1 of HyperXPair on Dva;
24 Augment new observed point {(Mt+1,Σt+1, st+1), acct+1} to {(Mi,Σi, si), acci}ti=1;
25 end
26 end

Algorithm 1: The proposed HyperXPair algorithm.

4.1 Inner-loop: motif discovery
For a given set of hyper-parameters M = [µ(1,1), . . . , µ(F,F )] and Σ = [σ(1,1), . . . , σ(F,F )], we can
train our neural network end-to-end. This will learn the motifs that minimize the loss

L = Ly + λ
( F∑
j=1

F∑
j∗=1
|β(j,j∗)|

)
(8)

where Ly is binary cross-entropy, and λ penalizes the magnitude of the weights in the final layer.
This regularization allows the analyst to over-specify the number of filter pairs needed for the
model, the optimal number of which is usually unknown.

During early experiments, we noticed two drawbacks with the vanilla architecture. First, it
quickly overfitted to the training data by learning overly elaborate consensus motifs that are not
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found in the validation set. We address this by adding an aggressive dropout layer of 30% to the
embedded sequence input. Second, it would sometimes fail to find a global optimum. We address
this by initializing the model across several random seeds, and choosing the best performer.

4.2 Outer-loop: inter-motif distance discovery
Our model depends on 3 important hyper-parameters: the means and standard deviations of the
distance distribution, and the random seed used for initialization. To find the optimal values for
these hyper-parameters, we use Bayesian Optimization (BO) [Snoek et al., 2012, Nguyen et al.,
2020b], as implemented in the rBayesianOptimization package. Here, we treat the classification
process of our model as a black-box function, where the inputs are the means, standard deviations,
and random seed, and the output is validation set AUC. We then use a Gaussian process (GP)
[Rasmussen, 2003] to model the black-box function, using an Upper Bound Confidence (UCB)
acquisition function [Srinivas et al., 2012, Snoek et al., 2012] to suggest the next point.

To speed up optimization, we only consider a half-matrix of µ(j,j∗) where j < j∗, and further
assume that all σ(j,j∗) have the same value. This greatly reduces the number of hyper-parameters
we need to learn. The decision to treat random initialization as a hyper-parameter is based on
early experiments where some random seeds led to better performances regardless of {M,Σ}.

5 Experiments
5.1 Data and baselines
5.1.1 Synthetic data

We simulated data based on the Stormo et al. [1982] transcription initiation case study. Using a
custom script, we simulated DNA sequences belonging to 2 classes. In the first class, the DNA
sequence contained the GGAGG motif ahead of the ATG motif by ~5-13 positions (with the actual
distance sampled from a Gaussian distribution where µ = 8 and σ = 2, as approximated from [Ma
et al., 2002]). In the second class, the DNA sequence either (a) contained the GGAGG motif after
the ATG motif, or (b) did not contain the ATG motif.

We simulated N = [128, 256, 512, 1024, 2048, 4096] total samples so that we could test our model
over a range of sample sizes. We repeated the simulation procedure 5 times, withholding 33% of
samples as a test set (yielding 30 test sets overall). Test sets were used only once to evaluate the
performance of the final model. Note that because of nested validation, N = 1024 would imply
that HyperXPair is trained on just 439 samples, with 109 withheld to monitor neural network
validation loss, 137 for BO validation, and the rest for testing. The validation sets are sampled
randomly from the training set at each step in the BO search.

5.1.2 Real data

Albaradei et al. [2020] benchmarked a deep CNN model for splice prediction, and made their data
publicly available. We downloaded the Drosophila melanogaster data1, chosen because it contained
the fewest samples, and because fruit fly splicing is well-studied [Mount et al., 1992].

The data include two binary classification problems. The first is to predict the presence of a
“donor” splice site (i.e., spliced content is rightward of retained content). The second is to predict
the presence of an “acceptor” splice site (i.e., spliced content is leftward of retained content). Each
sequence contains 602 bases, centered on the splice site itself. We performed 5 separate random
splits of the data, withholding 33% of the data each time (yielding 10 test sets overall). Again,
test sets were used only once to evaluate the performance of the final model.

5.1.3 Baselines

We compare HyperXPair against several baselines which include:

• Natural Language Processing (NLP) type methods: By treating a DNA sequence as
a document, and individual bases as words, we can represent the DNA sequence via con-
ventional NLP methods. We consider two well-known methods: bag-of-words (BOW) and

1https://github.com/SomayahAlbaradei/Splice_Deep
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term frequency-inverse document frequency (TF-IDF) [Arora et al., 2018]. After construct-
ing feature vectors of the DNA sequences, we train a linear SVM to classify the outcome,
tuning the hyper-parameter C ∈ {0.001, 0.01, 0.1, 1, 10, 100, 1000} by a validation set. These
baselines are chosen because they have good performance for standard NLP tasks.

• Sequence embedding methods: We also compare with Sqn2Vec, a neural embedding
method for learning sequence representations [Nguyen et al., 2018]. This method learns
a sequence embedding by predicting frequent sub-sequences (e.g., motifs) that belong to
a sequence. Sqn2Vec has two models: Sqn2Vec-SEP and Sqn2Vec-SIM. These baselines are
chosen because they perform well for sequential data that have a small vocabulary, like DNA.

• 2-filter CNNs: We implement a shallow CNN with a 1D convolutional layer containing
2 filters of size 4x8, followed by a global max pooling layer connected to the output (with
or without an intermediate 64-node dense hidden layer). This CNN uses the same training
specifications as HyperXPair, and is chosen because it allows us to isolate the contribution
of the motif co-occurrence module.

• Shallow CNNs: We also implement a wider shallow CNN having a 1D convolutional layer
with ReLu activation. As above, a global max pool layer is used to predict the output. For
these CNNs, F is set to {15, 20, 25, 30, 35, 40} for data set size N equal to 128, 256, 512,
1024, 2048, and ≥ 4096. See the “Deep CNNs” baseline below for training specifications.
This baseline is chosen because it resembles the more interpretable models used for genome
biology prediction tasks (c.f., Koo and Eddy [2019]).

• Deep CNNs: The deep CNN begins the same as the shallow CNN, except that the global
max pool layer is replaced by a [3× 1] max pool layer. It then has two more sets of convolu-
tional and max pool layers (using 2F and 4F filters, respectively), followed by a global max
pool layer. It also has a 100-node dense hidden layer before the final output layer. Here,
F is set to {5, 10, 15, 20, 25, 30} for data set size N equal to 128, 256, 512, 1024, 2048, and
≥ 4096. All hidden layers have ReLu activations and the output layer has sigmoid activation.
For training, the cross-entropy loss and ADAM optimizer are used with a learning rate of
0.001 and a batch size of 16, with 100 epochs. This baseline is chosen because it resembles
the high-performing models used for genome biology prediction tasks.

• LSTMs: We implement an LSTM with the following design: the dimension of symbol
embedding is 128, the number of LSTM hidden units is 100, and the drop-out rate after each
layer is 0.2. For training, the ADAM optimizer is used with a learning rate of 0.001 and
batch size of 64, with 50 epochs (following suggestions from Keras2). This baseline is chosen
because it resembles the high-performing models used for genome biology prediction tasks.

5.1.4 HyperXPair training

Unless otherwise noted, we used F ≥ 2 total filters (chosen to simplify interpretation and improve
run-time), M = 8 motif length (chosen because we are interested in short motifs), and S = 40
motif gap (chosen because we are interested in proximal motifs). If F > 2, λ = 0.01, else λ =
0.001. For training, the ADAM optimizer is used with a learning rate of 0.001 and a batch size of
min(N/64, 320) (this makes each epoch have a similar number of batches). For hyper-parameter
tuning, we run 80 iterations of BO after a random initialization of 8 trials (based on a “rule-of-
thumb” of 2 initializations and 20 iterations per variable being optimized for a single pair). In
addition to tuning all M (bounded [−3, 3]) and one Σ (bounded [.1, 3]), we tune the random seed
over 1...10 (if F = 2) or 1...15 (if F > 2). Training occurs for 50 epochs during hyper-parameter
tuning, or 150 epochs otherwise (chosen based on early experiments with toy data). In all cases,
early stopping occurs if inner-fold validation loss does not improve for 15 epochs.

5.1.5 HyperXPair weights visualization

We can visualize filter weights via a conventional “seqLogo” plot by applying a row-wise softmax
transform that scales the per-position kernel weights to a unit-sum; a subsequent perturbation of
the data, having the form f(z) = zα/

∑
zα, acts like a “gain” knob to magnify the signal-to-noise

ratio of the associated information content.
2https://keras.io
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5.2 Study 1: HyperXPair has interpretable parameters
We are interested in a problem setting where neither the consensus motifs nor the consensus
inter-motif distances are known, but where we have available thousands of raw sequences and
an empirically measured outcome. The simulated data allow us to test whether our model can
correctly learn the relevant motifs and inter-motif distance distributions. Learning more accurate
motifs and distance distributions should yield more accurate classifiers. Figure 4 shows excellent
performance for HyperXPair as compared with several baselines.

Figure 4: This figure shows the test set AUC (y-axis) for several methods (x-axis) as measured
on the simulated transcription initiation data (facet). Acronyms: bag-of-words (BOW), term
frequency-inverse document frequency (TF-IDF), 2-filter CNN (F2-CNN), 2-filter CNN with inter-
mediate hidden layer (F2-CNN Dense).

We can also examine the motifs and distance distributions directly. The top panels of Figure 5
show the learned filter weights and corresponding seqLogo plots. The bottom panel shows the
learned inter-motif distance distribution. Clearly, we see that HyperXPair has learned that
having the motif GAGG ~5-13 bases ahead of ATG will predict transcription initiation, an insight
provided by the model through explicitly interpretable parameters. Supplemental Figures 2-6
show all filters for the 5 separate N = 4096 training sets, which all agree with the one below.
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Figure 5: This figure shows the raw filter weights, corresponding seqLogo plots, and inter-motif
distances for a single filter pair, used to predict transcription initiation. The HyperXPair
model has correctly learned that the Shine-Dalgarno sequence should occur ~5-13 bases upstream
from the Kozak consensus sequence to initiate transcription.

We note that Koo and Eddy [2019] observed how CNN depth could cause earlier layers to learn
motif fragments instead of complete motifs. Our architecture does not appear to suffer from this
problem. On one hand, our model only contains 2 layers, and so may not have the depth required
to obstruct motif interpretability. On the other hand, our second layer is a co-occurrence module
that models distance-dependence explicitly, and so may act to add depth without any compromise
in the coherency of the first layer.

5.3 Study 2: HyperXPair works for real data
We also apply HyperXPair to two real data sets, for which we hypothesize motif pair interactions
could play a role. In both cases, we want to predict the presence of a splice event in a segment of
DNA. The first data set contains labelled donor splice sites (occurring upstream), while the other
contains acceptor splice sites (occurring downstream). Although we hypothesize that motif pairing
contributes to splice prediction, we do not necessarily believe motif pairing defines splice prediction.
Nevertheless, these data let us evaluate the real-world utility of HyperXPair along two lines of
evidence: (1) model performance in terms of classification accuracy, and (2) biological plausibility
in terms of discovered motifs or motif pairs.

Using same biological priors as before (M = 8 motif length and S = 40 motif gap), we model
the donor and acceptor splice sites separately. Figure 6 shows the performance of our model
and baselines on the donor and acceptor data. Here, we see that running HyperXPair with
1 filter pair can achieve an impressive ~70% AUC, matching the NLP and LSTM baselines, as
well as the 2-filter CNN baselines3. We also observe, unsurprisingly, that both deep CNNs and
wider shallow CNNs can outperform the F = 2 HyperXPair model. This is because our model

3A comment on the AUC reported by Albaradei et al. [2020], and how it relates to both global pooling and the
AUC reported here, is provided in the Supplement.
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implies the hypothesis that a single motif pair determines RNA splicing, which is not a complete
description of RNA splicing. However, our primary motivation is not accuracy, but rather to obtain
an interpretable model that yields meaningful biological insights.

Figure 6: This figure shows the test set AUC (y-axis) for several methods (x-axis) as measured
on the splice prediction data (facet). Acronyms: bag-of-words (BOW), term frequency-inverse
document frequency (TF-IDF), 2-filter CNN (F2-CNN), 2-filter CNN with intermediate hidden
layer (F2-CNN Dense).

HyperXPair can use real data to generate detailed hypotheses about genomic biology. Fig-
ure 7A shows the motifs and distances learned for one of the donor training sets. Here, the model
learned to associate two motifs, located ~4 bases apart, with the splice event. In fact, the incredibly
low variance of the distance distribution suggests that the model may have learned to stitch together
two adjacent motifs into one larger motif. Indeed, we see how (C|A)AGGT(G|A)AG from Filter 2
overlaps with T(G|A)AGTACC on Filter 1. This finding is important for two reasons: (1) the com-
plete motif almost perfectly resembles the known donor consensus motif ‘(C|A)AGGT(G|A)AG’
to which the U1 small nuclear ribonucleoprotein particle (U1 snRNP) protein binds [Mount et al.,
1992], and (2) it shows that HyperXPair can still produce meaningful results even when the
biological hypothesis about distance-dependent interactions does not apply.

Figure 7B shows the motifs and distances learned for one of the acceptor training sets. Here,
the model learned to associate two motifs, located ~13-21 bases apart, with the splice event. Filter
1 is the downstream motif, which looks like CGACGAGG. This exact 8-base motif shows up in 5/5
training sets, leading us to believe it represents the canonical AGG acceptor splice motif described
in the literature [Mount et al., 1992]. Filter 2 is the upstream motif, which looks like CCGCCCTG.
This motif shows up in 2/5 training sets, along with the same consensus distance. A cursory look
through the literature did not reveal an obvious binding protein for this motif (c.f., Ray et al.
[2013]). However, upstream the acceptor site is known to be pyrimidine-rich [Mount et al., 1992],
meaning that we should expect Ts or Cs to occur to the left of our first motif, as we see here. Thus,
the discovered C-rich motif seems biologically plausible. (In the other 3/5 training sets, we see
something that resembles a second AGG motif, which could possibly indicate an alternate splice
site, known to occur nearby primary splice sites [Hiller et al., 2004]).

Figure 7C proposes a simple schematic of Drosophila melanogaster splicing based on a synthesis
of the HyperXPair results with the relevant literature (c.f., Mount et al. [1992], Rosenberg et al.
[2015]). Supplemental Figures 10-19 show all filters for the 5 donor and acceptor training sets.
Supplemental Figures 20-29 show all filters for a replication of this study using the biological
prior S = 160 instead of S = 40.
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(A) Donor Results                (B) Acceptor Results

(C)

Figure 7: Panel A shows the raw filter weights, corresponding seqLogo plots, and inter-motif
distances for a single filter pair, used to predict a donor splice event. The model appears
to have concatenated two adjacent small motifs into a single larger motif, as evidenced by the
small motif gap, its low variance, and the overlapping signal. The concatenated motif resembles
the known donor consensus motif ‘(C|A)AGGT(G|A)AG’. Panel B shows the raw filter weights,
corresponding seqLogo plots, and inter-motif distances for a single filter pair, used to predict an
acceptor splice event. One motif in the pair appears to contain the canonical AGG acceptor
splice motif. Panel C proposes a simple schematic of Drosophila melanogaster splicing based
on a synthesis of the HyperXPair results with relevant literature. Lowercase letters symbolize
degenerate motif bases; underlined letters symbolize agreement with the literature.

5.4 Study 3: HyperXPair is robust to filter number
In the real-world setting, we may not know the number of motifs involved. However, HyperXPair
can still perform well even if we over-specify the number of motifs needed. Using the first N =
4096 replicate data set, we repeated the Bayesian Optimization scheme for F = [3, 4, 5] filters
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(corresponding to [3, 6, 10] filter pairs). In all cases, the model successfully learned the GGAGG
consensus motif, and achieved an AUC greater than 90%. The model also successfully learned
ATG, and the correct GGAGG-ATG distance, when F = 4. Interestingly, when F = 3 and F = 5,
the model instead learned the importance of placing GGAGG after a stop codon (instead of before
a start codon). Although this is not the exact rule we expected HyperXPair to learn, it is a valid
rule given the simulated data. (It also highlights how filters can learn degenerate motifs: TAG,
TAA, and TGA are all stop codons, 2 of which get captured by the “T(A|G)A” filter.)

Note that the appropriate motifs emerge without any regularization on the CNN filters them-
selves. The only regularization in our model occurs at the final layer, which is a simple regression.
We expect that aggressively regularizing the CNN filters, for example as proposed by [Koo et al.,
2019] and [Ploenzke and Irizarry, 2018], could further improve motif coherence and interpretability
when needed. Supplemental Figures 7-9 show all filters for the F = [3, 4, 5] runs.

6 Conclusion
Although a deep CNN can implicitly learn motif interactions, the identity of the motifs, and
the relevant distances between them, are not readily interpretable from the model. In contrast,
our proposed neural network architecture can answer two questions: (1) What are the relevant
consensus motifs? and (2) What are the inter-motif distance distributions?

By learning the motifs and inter-motif distances explicitly,HyperXPair offers insights into the
mechaninistic basis of the genomic event under study. In the case of transcription initiation, we were
able to recover knowledge that the Shine-Dalgarno sequence should occur ~5-13 bases upstream
from the Kozak consensus sequence. In the case of Drosophila melanogaster splicing, we were able
to verify established knowledge about the donor and acceptor splice sites, and also discover a novel
motif pair: a C-rich motif occurring ~13-21 bases upstream from the canonical acceptor splice site.
These findings demonstrate how HyperXPair can generate detailed hypotheses about genomic
biology, enabling biologists to adapt neural networks to advance knowledge in their field.

7 Data Availability
We will make all code publicly available after peer review of the article.
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