










12 LIANE GABORA AND MIKE STEEL

Figure 2. Comparison of (a) evolution through natural selection and (b) evo-
lution by Self–Other Reorganisation (SOR). An X indicates that the entity was
selected against (i.e., did not contribute to the next generation). (In the example
shown in (b), there is variation but there need not be, as illustrated in Fig. 1).
Individual entities are represented by circles, with variation among them repre-
sented by different patterns. In both (a) and (b), the darker the color the better
adapted the individual (regardless of pattern). In (a), the darker color of one
of the individuals in the third generation is due to mutation. Both (a) and (b)
result in cumulative, adaptive change over time. However, the first is relatively
slow because it works due to differential replication of randomly generated her-
itable variation in a population over generations, such that some traits become
more prevalent than others (with acquired changes being discarded). Acquired
traits are discarded at the end of each generation. The second is due to acquired
change over time.
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Feature Variation–Selection Self–Other Reorganisation (SOR)

Unit of self-replication Organism Self-organising autocatalytic network

Preservation of continuity Reproduction (vertical) Communal exchange (horizontal)

Generation of novelty Mutation, recombination Creativity, catalysis, transmission error

Self-assembly code DNA or RNA None

High fidelity Yes No

Transmission of acquired traits No Yes

Type Selectionist Lamarckian (by some standards; see Footnote 1)

Evolution processes explained Biological Early life, horizontal gene transfer, culture

Table 3. Comparison between evolution through selection and evolution
through Self–Other Reorganisation.

SOR is distinctly different from a Darwinian or selectionist process. In selectionist evolution,

there are two kinds of traits: (1) inherited traits (e.g., blood type) transmitted vertically from

parent to offspring by way of genes, and (2) acquired traits (e.g., a tattoo) obtained during an

organism’s lifetime, and transmitted horizontally among conspecifics. A selectionist explanation

works in biology to the extent that retention of acquired change is negligible compared with

retention of selected change; otherwise, the first, which can operate instantaneously, overwhelms

the second, which takes generations. Transmission of acquired traits is avoided through use

of a self-assembly code (such as the genetic code), which is a set of instructions for how to

reproduce. Because a lineage perpetuates itself via a self-assembly code, inherited traits are

transmitted but acquired traits are not.

Now let us turn to the earliest structures that could be said to be alive, prior to the evolution

of something as complex as a DNA- or RNA-based self-assembly code. Without a self-assembly

code, there were no vertically transmitted inherited traits; all change was horizontally transmit-

ted (i.e., acquired). Therefore, the evolution of early life was not due to differential replication

of heritable variation in response to selection; it was non-Darwinian [64, 69, 16].
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The situation is analogous for culture. In cultural evolution, there is no self-assembly code,

and no vertically transmitted inherited traits; all change is acquired. One might suggest that

natural language is a cultural self-assembly code. However, (1) natural language is not a set

of encoded instructions for the self-replication of natural languages, and (2) culture does not

exhibit the signature characteristics of evolution by way of a self-assembly code: lack of trans-

mission of acquired traits; culture is characterised by horizontal—not vertical—transmission.

Therefore, cultural evolution is not due to the mechanism Darwin proposed: differential replica-

tion of heritable variation in response to selection [14, 18]. Results from computation modelling

suggest that to cross the Darwinian threshold from non-selectionist to selectionist evolution re-

quires the emergence of a self-assembly code [64]. There is no evidence that culture has crossed

this threshold, and it does not possess the sine qua non of having crossed it: vertical transmis-

sion and lack of transmission of acquired traits. It is, however, possible that culture is moving

toward a ‘cultural Darwinian threshold’; in other words, it may exist in the state biological life

was in before the last universal common ancestor [68].

6. Implications

The feasibility of evolution in the absence of variation and selection (i.e., SOR) and the

fact that early life and cultural evolution are both promising candidates for evolution by SOR

implies that we must be cautious about applying the concepts and methodologies developed

in a Darwinian evolutionary context in these two domains. Since biological acquired traits are

usually (though not always) discarded, and since a self-assembly code must stay intact to pre-

serve its self-replication capacity, the joining of bifurcations in biological lineages is infrequent;

thus, a phylogenetic tree correctly captures the branching structure. Speciation makes inter-

lineage transfers of information relatively rare in biological organisms. By comparison, since

cultural acquired traits are not discarded, and there is no cultural self-assembly code, the join-

ing of bifurcations in cultural ‘lineages’ is commonplace and thus the structure is network-like
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rather than tree-like [15, 47, 61]. Since cultural relatedness frequently arises through not just

vertical transmission but horizontal (inter-lineage) transmission, there is extensive blending of

knowledge from different sources. Extensive horizontal transmission gives a bushy, reticulated

appearance to a phylogenetic tree, which is misleading, because it implies not just chronology

but ancestry.

A related concern regarding the applicability of methods developed for selectionist evolu-

tionary processes to culture has to do with convergent evolution, in which similar forms arise

independently because they are alternative solutions within similar design constraints. Because

biological organisms must solve many problems (reproduction, locomotion, digestion, etc.), the

probability that a species will be mis-categorised because of convergent evolution (i.e., on the

basis of how it solves any one problem) is low. Cultural artifacts, on the other hand, are gen-

erally constructed with a single use in mind (though artifacts developed for use in one context

may be used to solve other problems; for example, a screwdriver may be used to open a can

of paint. Therefore, for cultural outputs, the probability of mis-categorisation arising through

the assumption that similarity reflects homology is significantly higher.

Some have claimed that in practice this does not invalidate the approach [28]. However, such

conclusions come from analyses of datasets that involve little horizontal transmission (indeed,

the creative blends that are the source of cultural novelty are often treated as ‘outliers’ and are

intentionally discarded from analysis).

Such considerations have led some to develop network-based models of cultural evolution

[4, 9, 11, 21, 20, 44, 47, 63]. This body of research suggests that horizontal transmission can

significantly alter the pattern of relatedness. For example, a network-based analysis of Baltic

psaltery data that incorporated not just superficial physical attributes but also abstract con-

ceptual attributes (such as markings indicative of sacred symbolic imagery), it was possible

to resolve ambiguities arising from a phylogenetic analysis and generate a lineage more con-

sistent with other historical data [63]. Horizontal cultural transmission may involve change in
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superficial features despite a preservation of deep structure, as occurs in metaphor [45], analogy

[26, 32], and cross-domain transfer, in which a source from one domain (e.g., music) inspires or

influences a creative work in another (e.g., painting) [55, 57]. This kind of complexity and hier-

archical structure cannot be captured without taking a network approach to cultural evolution,

which provides further support for the theory that culture evolves through SOR.

Interestingly, similar issues arise with the simplest life forms. Because of phenomena such as

mutualism, lineage reticulation (due to horizontal gene transfer and allopolyploidy—the com-

bining the genomes of different parental species), certain traits evolve with astonishing speed,

thereby diminishing the continuity and distinctiveness of species [54, 69]. Indeed, the stabil-

ity of genetic information is so compromised that sequencing three Escherichia coli genomes

revealed that fewer than 40% of the genes were common to all three [66]. As a result, the bound-

aries between many prokaryote species are fuzzy, and exhibit reticulate patterns of evolution,

thus calling into question the appropriateness of the notion of the “tree of life” [31, 39, 49].

The limitations of Darwinism as an explanation of the forms and dynamics of living things is

increasingly recognised, while the role of epigenetic processes has become increasingly appreci-

ated. Nevertheless, because such phenomena are much less present in biological evolution than

cultural evolution, natural selection provides a reasonable approximation.

7. Concluding comments

By using RAF networks, we have shown that evolution is possible in the absence of variation

and selection. We refer to this kind of evolution as Self–Other Reorganisation (SOR) because

it occurs not through competitive exclusion such that only the fittest reproduce, but through

the assimilation, restructuring, and exchange of components. This primitive form of evolution

can occur quickly because there is no discarding of acquired traits, and it can take place in the

absence of birth or death. Because it does not use precisely coded self-assembly instructions, it

is more haphazard that a natural or artificial selectionist process, but is sufficient for cumulative,
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adaptive, open-ended change. In the extreme, SOR could work with just one entity; indeed,

learning can be considered a kind of SOR. However, SOR is a broader concept, as it can

produce adaptive change in groups of entities biological generations. We suggest that this more

primitive process is operative during the initial stage of an evolutionary process, and that it

was responsible for both the origin and early evolution of both organic life, and human culture.

As mentioned above, evolution without variation and selection processes as described here

requires the entities to have an organisation that is self-maintaining, and able to generate new

items by catalysis from items produced by other entities. Since cultural evolution lacks a self-

assembly code, and lacks the signature characteristic of Darwinian evolution—discarding of

acquired traits at the end of a generation—it seems reasonable to posit that culture evolves

through SOR. This is consistent with the proposal that the entities that are evolving through

culture are not discrete artifacts or units of behaviour such as songs, jokes or memes, but

the minds that generate them [14], which have a structure that is self-organising and self-

maintaining [29, 48], and which have been described in terms of RAFs [22, 24, 23]. Since this

second evolutionary process does not require variation, it may increase homogeneity among

members of a culturally evolving group of individuals. This, in turn, could foster group identity

and cohesion [1].

RAFs have proven useful in two quite distinct areas of research – the origin of life and human

cultural evolution – where the underlying CRS is based on biochemical reaction networks (in

OOL) and semantic networks (in OOC). We further speculate that RAFs may prove useful for

modelling the early stage of any evolutionary process and also that human culture may be at a

relatively early stage of its evolution. In the case of cultural evolution, SOR may be important

in fostering group identity, cohesion and cooperation [65] (see also [1]) because even though

it does not require variation, it can increase the amount of shared knowledge and experience

among group members.
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8. Appendix: Mathematical modelling and justification for the predictions

of cumulative adaptive change vs individual-based change

To help formalise the model described in Section 4, we adopt the following terminology.

Given the products p, p′, p′′, . . ., we say that the entity that first gives rise to one of these

products generates it. In the case where this product is produced from an earlier item in the

series (rather than being the original product p in response to a stimulus), we say the entity

transforms the existing item to the new one.

We model the increase in the adaptive value of products within G using two stochastically

independent non-deterministic processes.

First, the generation of new products by entity i involves either generating a new product or

transforming the most recent version of any product it has available; for simplicity, we assume

that these are all equally probable. For example, if entity i has the products (p, p′, q, r, r′, r′′)

currently available, then it can either transform p′, or q or r′′, or generate a new product,

with each of these four outcomes having the same probability, namely 1/4. This process across

entities is assumed to be described by independent exponential random variables with a fixed

rate per entity of λ (making λ independent of the entity is consistent with the assumption that

all entities are initially identical).
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Second, each newly generated product then begins to percolate through the group by mov-

ing along the arcs of the directed graph DG according to a continuous-time random walk on

this directed graph at rate ρ. For simplicity, we will treat the two processes (generation and

percolation) as stochastically independent.

Let N = |G| (the number of entities in G). We will assume that the directed graph DG that

describes the community interactions within G has the property that from each entity in G, it

is possible to reach any other entity in G by following some directed path in DG (i.e. DG is

‘strongly connected’); however, no further assumptions are made regarding this graph. We now

introduce some notation to keep track of the different versions of products that arise in the

process described in Section 4. Suppose that product p first arises from entity i1 and product p

is then further modified by entity i2 and so on, with the last modification (before time t) being

made by entity ik. In that case, we denote the sequence of products thus generated within G
up to time t as: p(i1), p(i1, i2), p(i1, i2, i3), . . .. More generally, we denote such a sequence by

writing (p(i1), . . . , p(i1, i2, . . . , ik) : k ≥ 1) (thereby allowing the possibility that a product is

generated but not transformed, in the case where k = 1). We refer to the number k of terms in

this sequence as the complexity of the final product; thus, when an entity transforms a product,

it increases its complexity by 1 (in particular, the first product p(i1) has complexity 1).

Note that under the assumptions of the model, the entities i1, . . . , ik are not assumed to neces-

sarily be distinct (i.e., an entity may enhance a product more than once, either consecutively or

later in the sequence). There may also be several such sequences generated within G; for exam-

ple, in addition to the previous sequence, one might also have p(j1), p(j1, j2), . . . , p(j1, j2, . . . , jl),

along with possibly other sequences generated over the time interval [0, t].

Let Tρ(i) be the expected time for a product generated by entity i to percolate (within DG)

to every entity in G, and let Tρ = max{Tρ(i) : i ∈ G}. For a wide range of standard percolation

processes, the following properties then hold: (i) for ρ > 0, we have E[Tρ] < ∞; (ii) for all

η > 0, limρ→0 P(Tρ(i) > η) = 1, and (iii) limρ→∞ E[Tρ] = 0. This last property implies that
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when ρ is large, items are highly likely to percolate throughout the entire group G in a short

time.

If we start this process at time 0 with no products present, let τ1, τ2, . . . , τk be the random

variables that describe the time intervals between the generation of products across the collec-

tion of entities in G. By the assumptions of the model, the τi variables are independent and

exponentially distributed, with each variable having an expected value of 1/(Nλ). Thus
∑k

i=1 τi

is the time until k products have been generated (this has a gamma distribution with expected

value k/(Nλ)). Let µ = Nλ. Then, P
(⋂k

i=1{τi ≥ η}
)

= e−µkη and P(Tρ ≤ η) ≥ 1 − E[Tρ]/η

(by Markov’s inequality). Let Ek denote the following event: for each of the first k products

generated, each product percolates to each entity in G before the next new product (in this

collection of size k) is generated in G. We then have:

(1) P(Ek) ≥ e−µkη · (1− E[Tρ]/η)k = (e−µη(1− E[Tρ]/η))k.

Setting η =
√
E[Tρ] in (1) and applying Property (iii) above gives:

lim
ρ→∞

P(Ek) = 1.

Thus, as ρ becomes large, the entities evolve collectively, and any variation is transient and

short-lived. We will refer to this limiting case as the community-based model. One can model

this process by the following novel type of Pólya Urn model:

Consider an urn that initially has a single white ball. At each step (the timing

of which follows a Poisson process at rate r), a ball is selected from the urn

uniformly at random. If the selected ball is white, it is returned to the urn along

with a ball of a new colour (not present already in the urn). If the selected ball

is coloured, it is removed and replaced by a ball of the same colour but a darker

shade.
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To connect this urn process to the community-based model described above, note that se-

lecting a white ball corresponds to the generation of a new product, while selecting a ball of a

darkest colour corresponds to the transformation of an existing product. Thus r = Nλ.

We now compare the community-based model (corresponding to ρ large) to the opposite

extreme, where ρ becomes small. In that case, the probability that there is percolation between

any two entities in G over the interval [0, t] tends to 0, and so products are only generated within

entities but not shared between them. We will refer to this limiting case as the individual-based

model. Note that in this individual-based model, entity ij may possibly generate a new product

p(ij), or it may generate p(ij) and then transform it (producing p(ij, ij) and so on (or it might

not generate any new products at all). Note that, in general, p(ij) may be different from p(ik)

(for k 6= j) (i.e., different entities may produce different products, and similarly for transformed

products).

For the individual-based model, we have N independent samples of the above Urn model

but with r = λ. By contrast with the community-based model, we have a single sample of the

above Urn model, but with r = Nλ. Note that both models have the same expected number

of generation events. However, they have quite different dynamics, as we now describe.

Firstly, in the community-based model there is only short-lived or transient variation among

the entities, whereas in the individual-based model, the individuals diverge from each other

in terms of the collections of products that are available to them. However, a more subtle

difference is that in the community model, the complexity of items is significantly higher than

in the individual model, in a sense that we now make precise.

Let X = Xt be the number of balls in the urn at time t and let Yi be the number of steps of

the urn process that an urn that has just arrived at having i ≥ 2 balls remains with i balls (until

it moves to i+ 1 balls). Then Yi has a geometric distribution with expected value E[Yi] = i for

all i ≥ 2.
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Next, consider the random variable Wt that counts the number of times the first coloured

ball is replaced by increasingly darker shades of balls of that same colour up until time t. The

expected value of W is given by:

E[Wt] = E
[
Y2
2

+
Y3
3

+ · · ·+ YXt

Xt

]
= E

[
2

2
+

3

3
+ · · ·+ Xt

Xt

]
= E[Xt]− 1.

Thus, in the community-based model, one product has expected complexity of at least E[Xt]−1

at time t (and it is easily seen that there are products with expected complexity of E[Xt] −
2,E[Xt] − 3 and so on). Moreover, we claim that E[Xt] is bounded below by a term of order
√
rt (a proof is provided at the end of this Appendix). Thus, since the community-based model

has r = Nλ, we arrive at the following conclusion regarding the influence of the size of G on

complexity:

Over a given period of time, some products in the community-based model have

an expected complexity of order at least
√
N .

By contrast, for the individual-based model, we have r = λ for each entity, and so we have N

independent and identically distributed samples of a process where the maximum complexity

of products across each group G will exhibit a lower (logarithmic) dependence on N (moreover,

these complex products are likely to exist only in one or a few entities, rather than being shared

across the group). To see this, note that the complexity of any product within an entity (up to

time t) is bounded above by the number of generation steps for that entity, which has a Poisson

distribution with mean λt, and the maximum of N independent and identically distributed

Poisson random variables is known to be dominated asymptotically (with N) by a log(N) term

[43].

Proof that E[Xt] is bounded below by a term of order
√
rt.

We have: Xt+δ = Xt +Dt, where Dt=1 with probability rδ/Xt + o(δ) and Dt = 0 otherwise

(note that the number of balls in the urn increases only if the white ball is selected from the Xt
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balls in the urn at time t). Thus, if we let µ(t) = E[Xt], applying the law of total expectation

and taking the limit as δ → 0 gives:

(2)
dµ(t)

dt
= rE

[
1

Xt

]
.

The initial condition here is µ(0) = 1. Since the function f(x) = 1/x is convex, Jensen’s

inequality gives:

(3)
dµ(t)

dt
≥ r

µ(t)
.

A straightforward analytic argument now shows that µ(t) is bounded below by the solution

µ̃(t) to the differential equation obtained from (3) by replacing the inequality with an equality.

This equation has a unique solution satisfying the same initial condition as µ(t), namely, µ̃(t) =
√

1 + 2rt, which exhibits the claimed growth rate.
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