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Abstract

There is much debate about the existence and function of neural oscillatory entrainment mechanisms in
the auditory system. The frequency-following response (FFR) is an index of neural periodicity encod-
ing that can provide a vehicle to study entrainment in frequency ranges relevant to speech and music
processing. Criteria for entrainment include the presence of post-stimulus oscillations and phase align-
ment between stimulus and endogenous activity. To test the hypothesis of entrainment, in experiment
1 we collected FFR data to a repeated syllable using magneto- (MEG) and electroencephalography in
20 healthy adults. We observed significant oscillatory activity after stimulus offset in auditory cortex
and subcortical auditory nuclei, consistent with entrainment. In these structures the FFR fundamental
frequency converged from a lower value over 100 ms to the stimulus frequency, consistent with phase
alignment, and diverged to a lower value after offset, consistent with relaxation to a preferred frequency.
In experiment 2, we tested how transitions between stimulus frequencies affected the MEG-FFR to a
train of pure-tone pairs in 30 adults. We found that the FFR was affected by the frequency of the
preceding tone for up to 40 ms at subcortical levels, and even longer durations at cortical levels. Our
results suggest that oscillatory entrainment may be an integral part of periodic sound representation
throughout the auditory neuraxis. The functional role of this mechanism is unknown, but it could
serve as a fine-scale temporal predictor for frequency information, enhancing stability and reducing
susceptibility to degradation that could be useful in real-life noisy environments.

Keywords: oscillations, frequency-following response, entrainment, auditory cortex, brainstem,
magnetoencephalography

1. Introduction

From brainstem to cortex, the auditory system
responds in a synchronized manner to acoustical
energy containing regular repeating elements. In
low frequency ranges (<10 Hz), it may function
to parse temporal structure of speech and mu-
sic (Arnal and Giraud, 2012; Giraud and Poep-
pel, 2012; Nozaradan et al., 2011), integrate in-

formation (Schroeder et al., 2008), or enable se-
lective attention (Schroeder and Lakatos, 2009;
Golumbic et al., 2013). In higher frequency
ranges associated with pitch information ( 80-400
Hz), frequency-following responses (FFRs) are ob-
served (Kraus et al., 2017; Coffey et al., 2019; Skoe
and Kraus, 2010; Krizman and Kraus, 2019).

Although rhythmic oscillations appear to be
ubiquitous in the auditory system (Neymotin
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et al., 2020; Gourévitch et al., 2020), it is un-
clear whether such responses represent merely the
summation of evoked responses to periodic sound
elements, or arise from truly oscillatory intrinsic
properties of the auditory system (Obleser and
Kayser, 2019). The distinction is important to
understanding their function (Gourévitch et al.,
2020; Haegens and Golumbic, 2018), and fits into
a bigger picture concerning the roles of intrin-
sic oscillations throughout the brain, in which
they appear to play a role coordinating neuronal
and network activity to support complex cogni-
tive processes (Buzsáki and Draguhn, 2004; Thut
et al., 2012).

The main aim of the present study is to clar-
ify whether pitch encoding via the FFR involves
a true entrainment mechanism. The FFR pro-
vides an excellent vehicle to address this question
because its frequency content closely resembles
that of the evoking stimulus, its strength corre-
lates with behavioural and perceptual variables,
and it is used widely in non-invasive human stud-
ies to quantify the quality of neural sound en-
coding (Kraus et al., 2017). Yet questions re-
main about its composition and origin (Bidel-
man, 2018; Tichko and Skoe, 2017; Coffey et al.,
2016). According to the delay-based model, the
FFR is generated via the summation of individual
components from successive nuclei along the au-
ditory neuraxis with increasing latencies (Tichko
and Skoe, 2017; Gardi et al., 1979). In con-
trast, the oscillatory model suggests that the FFR
is generated by neuronal circuitry with inher-
ently oscillatory properties even at low levels (i.e.
cochlea, inferior colliculus) (Lerud et al., 2019).
The delay-based and oscillatory models make dif-
ferent predictions about auditory signal process-
ing and perception.

In line with criteria for defining true neu-
ral entrainment (Haegens and Golumbic, 2018;
Obleser and Kayser, 2019), we reasoned that if
the auditory system’s representation of fine fre-
quency information is oscillatory in nature, we
should observe persistent activity at the stimu-
lus frequency following stimulus offset (Notbohm
et al., 2016). Furthermore, frequency representa-
tion should converge towards the stimulation fre-

quency over time as information accrues through
successive inputs to an oscillator (Thut et al.,
2012; Giraud and Arnal, 2018).

Some fragmentary evidence in the literature ex-
ists to support the prediction of an FFR afteref-
fect following sound offset. Irvine (1986) mea-
sured single-unit recordings of the cat auditory
nerve to periodic stimuli; Figure 8C of that work
shows that instantaneous spike rates fluctuate for
3-4 cycles beyond the duration of the stimulus, at
the stimulus frequency. More recently, Xu and Ye
systematically recorded FFRs with EEG to stim-
uli with 6 durations which included 5-18 cycles
of the fundamental frequency (Xu and Ye, 2015).
Although the authors did not focus on the pres-
ence of an aftereffect, or on the relative durations
of the responses, comparison of the number of cy-
cles in the stimuli and the average responses (Fig-
ures 1 and 2 in Xu and Ye (2015)) suggests that
there is indeed a post-stimulus response, which
persists up to 3 cycles, dependent upon stimulus
duration. A neural delay model cannot account
for these observations. Regarding the second cri-
terion of entrainment, to our knowledge, the pre-
diction that the FFR frequency converges to the
target frequency over time has not been tested.

To evaluate evidence of oscillatory entrain-
ment, we re-analyzed an existing dataset in which
MEG/EEG-FFR was measured from healthy
young adults listening to a speech syllable (Cof-
fey et al., 2016), to test the following hypothe-
ses (a) whether a post-stimulus aftereffect exists,
(b) whether the frequency representation con-
verges towards the stimulus frequency over time,
and if so, (c) whether in the absence of con-
tinued stimulation it relaxes towards its original
state (Obleser and Kayser, 2019). Finding posi-
tive results, we conducted a new MEG experiment
to test whether a preceding stimulus affects the
brain’s representation of an incoming stimulus.
Our approach avoids the pitfalls of analysis which
may produce artifactual oscillations (Gourévitch
et al., 2020). Moreover, MEG allows for sepa-
ration of cortical and subcortical sources of the
FFR (Coffey et al., 2016) such that we can test
whether these phenomena can be observed at all
levels of the auditory system or not, which the
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existing literature does not address.

2. Experiment 1 Methods

2.1. Participants

Data from 20 neurologically healthy young
adults included in a previous study (Coffey et al.,
2016) were used in this study (mean age: 25.7
years; SD = 4.2; 12 female; all were right-handed
and had normal or corrected-to-normal vision; ≤
25 dB hearing level thresholds for frequencies be-
tween 500 and 4,000 Hz assessed by pure-tone
audiometry; and no history of neurological dis-
orders). Informed consent was obtained and all
experimental procedures were approved by the
Montreal Neurological Institute Research Ethics
Board.

2.2. Stimulus presentation

The stimulus for the MEG/EEG recordings was
a 120 ms synthesized speech syllable (/da/) with
a fundamental frequency (F0) in the sustained
vowel portion of 98 Hz. The stimulus was pre-
sented binaurally at 80 dB SPL, ∼14,000 times
in alternating polarity, through Etymotic ER-3A
insert earphones with foam tips (Etymotic Re-
search). For five subjects, ∼11,000 epochs were
collected due to time constraints. Stimulus on-
set asynchrony (SOA) was randomly selected be-
tween 195 and 205 ms from a normal distribution.
To control for attention and reduce fidgeting, a
silent wildlife documentary (Yellowstone: Battle
for Life, BBC, 2009) was projected onto a screen
at a comfortable distance from the subject’s face.
This film was selected for being continuously vi-
sually appealing; subtitles were not provided in
order to minimize saccades.

2.3. Neurophysiological recording and preprocess-
ing

Two hundred and seventy-four channels of
MEG (axial gradiometers), one channel of EEG
data (Cz, 10–20 International System, averaged
mastoid references), EOG and ECG, and one au-
dio channel were simultaneously acquired using a
CTF MEG System and its in-built EEG system

(Omega 275, CTF Systems Inc.). All data were
sampled at 12 kHz.

Data pre-processing was performed with Brain-
storm (Tadel et al., 2011), and using custom Mat-
lab scripts (The Mathworks Inc., MA, USA). Data
were reanalyzed to extend the time window of
analysis to 300 ms after stimulus offset, as the end
of the response appears to have been truncated
by the 150 ms window used previously in Coffey
et al. (2016); however, analyses and figures will be
limited to 200 ms which corresponds to the mean
SOA. We took advantage of Brainstorm software
developments in the interim to better standard-
ize the location of regions of interest (ROIs), such
that the centre of each region of interest was de-
fined using standard space (MNI152) coordinates,
transformed to the subjects’ T1-weighted MRI
image, and visually inspected to confirm location.
The coordinates of subcortical ROIs were: rCN: 8
-36 -38; lCN: -4 -36 -38; rIC: 6 -36 -10; lIC: -4 -36
-10; rMGB: 14 -30 6 and lMGB: -10 -32 6. Each
ROI was between 0.4 and 0.5 cm3.

We used a distributed source modeling ap-
proach, in which the amplitudes of a large set
of dipoles are used to map activity originating
in multiple generator sites; these are constrained
by spatial priors derived from each subject’s T1-
weighted anatomical MRI scan (Gross et al., 2013;
Baillet et al., 2001), from which cortical sources
and subcortical structures were prepared using
FreeSurfer (Fischl, 2012). Anatomical data were
imported into Brainstorm, and the brainstem and
thalamic structures were combined with the cor-
tex surface to form the image support of MEG
distributed sources: the mixed surface/volume
model included a triangulation of the cortical sur-
face (∼15,000 vertices), and brainstem and thala-
mus as a three-dimensional dipole grid (∼18,000
points). An overlapping-sphere head model was
computed for each run; this forward model ex-
plains how an electric current flowing in the brain
would be recorded at the level of the sensors, with
fair accuracy (Tadel et al., 2011). A noise covari-
ance matrix was computed from 1-min empty-
room recordings taken before each session. The
inverse imaging model estimates the distribution
of brain currents that account for data recorded
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at the sensors. We computed the mininum-norm
estimate (MNE) source distribution with uncon-
strained source orientations for each run using
Brainstorm default parameters. The MNE source
model is simple, robust to noise and model ap-
proximations, and very frequently used in litera-
ture (Hämäläinen, 2009). Source models for each
run were averaged within subject.

The cortical ROIs were defined us-
ing the Destrieux atlas (Destrieux et al.,
2010), by combining the regions labelled as
‘S temporal transverse’, ‘G temp sup-Plan-
tempo’, and ‘G temp sup-G T transv’ for the left
and right hemispheres, respectively. This resulted
in left and right auditory cortex regions (rAC,
lAC) covering the posterior superior temporal
gyrus.

We extracted a single timeseries of mean am-
plitude for each cortical ROI, and one for each
of the three orientations (x,y,z) for the subcorti-
cal ROIs, which have unconstrained orientation.
For analyses involving FFR-F0 strength and peak
frequency, time windows of interest (described for
specific analyses below) were obtained by first
windowing the signal (5 ms raised cosine ramp),
zero padding to 1 s to enable a 1 Hz frequency res-
olution, with subsequent fast Fourier transform,
and rescaling by the proportion of signal length
to zero padding. The spectra of the three orienta-
tions were then summed in the frequency domain
to obtain the amplitude of each subject’s neuro-
logical response at the peak frequency close to the
fundamental frequency, which was detected by an
automatic script. Note that at the level of subcor-
tical nuclei, magnetic fields emanating from activ-
ity of neural populations in the right and left sides
are likely not spatially separable using the present
techniques and nor do we address subcortical lat-
eralization hypotheses herein; we therefore aver-
age them.

2.4. Data analysis

To evaluate the presence of a post-stimulus af-
tereffect, we first compared the strength of the os-
cillatory brain activity in a 20 Hz frequency band
encompassing the fundamental frequency (88-108
Hz) in the post-offset period (130 to 180 ms) with

the amplitude of the brain’s response at the same
frequency during the pre-stimulus period (-50 to
0 ms), when no signal would be expected. For vi-
sual comparison, we calculated spectra averaged
across subjects during the pre-stimulus window,
two time periods of equivalent length (Early: 10
to 60 ms; Late: 80 to 130 ms) during stimulation,
and during the post-stimulus window.

Non-parametric statistical tests are used
throughout, as FFR amplitudes in a population
tend to be non-normally distributed (Wilcoxon
signed rank test; alpha = 0.05; one-sided). The
post-offset period begins 10 ms post stimulus off-
set to account for approximate neural conduction
delays to cortex (discussed in Tichko and Skoe
(2017)). Values from subcortical structures were
averaged across hemispheres, whereas data from
the left and right auditory cortex were analyzed
separately, for a total of 5 ROIs (lAC, rAC, MGB,
IC, CN). Results were corrected for multiple com-
parisons using false discovery rate (FDR; (Ben-
jamini et al., 2001)). Reasoning that the strength
of the aftereffect should be somewhat related to
the strength of the FFR, we used Spearman’s cor-
relations (rs) to test for a positive relationship
between the FFR amplitude in the Late window
and the post-offset window across all levels (one-
tailed, FDR-corrected). To investigate lateraliza-
tion of the aftereffect at the cortical level, we com-
pared the strength of the correlation between am-
plitude during vs. post stimulus on the right vs.
left side, using Fisher’s exact test.

To investigate convergence of frequency accu-
racy, we first calculated the peak frequency of the
averaged FFR responses by subject for each re-
gion of interest. To test whether the FFR peak
frequency accuracy converges towards the stim-
ulus’ frequency, we calculated the difference be-
tween the stimulus’ fundamental frequency (98
Hz) and each subject’s FFR in a 50 ms win-
dow at the beginning (10-60ms) and the end of
(70-130ms) of the FFR (see Figure 2). Our pri-
mary interest was the MEG-FFR originating in
the right auditory cortex, which has the highest
amplitude and has been shown to correlate with
individual differences in experience and percep-
tion (Coffey et al., 2016, 2017) and top-down pro-
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cesses such as attentional modulation (Hartmann
and Weisz, 2019); however, we also conducted
Wilcoxon signed-rank tests at each region of inter-
est, correcting for multiple comparisons (FDR).

We then calculated peak frequencies over suc-
cessive overlapping 50 ms windows (1 ms steps),
and plotted mean and standard error of peak fre-
quency for subjects whose SNR was greater than
or equal to 5 (i.e. the amplitude of the funda-
mental was at least 5 times higher than the same
frequency during the 50 ms silent baseline period
preceding stimulus presentation), when at least
30 percent of subjects met the criterion. We plot-
ted mean amplitude for subjects and datapoints
reaching criteria, after first normalizing amplitude
to that calculated during the baseline period over
a ∼50 Hz frequency range centred on 98 Hz (73
to 122 Hz).

As a control, we confirmed that when subjected
to the same analysis, the audio stimulus itself
showed peaks precisely at 98 Hz in both the first
and second half. Any difference in the FFR funda-
mental response found in these analyses are there-
fore due to signals generated in the brain and not
inherent to the stimulus itself nor artifacts of the
analysis.

When the stimulus ends, we expect an en-
trained oscillatory system with a preferred fre-
quency that differs from that of the input to grad-
ually relax towards that frequency. To test for os-
cillatory relaxation, we fit linear functions (least
squares) to tracked frequencies during stimula-
tion (80 to 120 ms post stimulus onset) and after
stimulus offset (10 ms to 50 ms post stimulus off-
set) for each subject, and compared the resulting
slopes for statistical differences at the group level
using a Wilcoxon signed rank test (two-tailed).
Such that all subjects had the same number of
data points included in the linear fit, we did not
exclude datapoints that did not meet an SNR cri-
terion, as was applied in the previous analysis.
Tests were conducted at each ROI, and reported
p-values are corrected for multiple comparisons
(FDR).

Because electroencephalography (EEG) is more
commonly used to measure FFR (Coffey et al.,
2019), and because MEG and EEG may differ

in the degree to which they pick up different
sources (Bidelman, 2018; Ross et al., 2020), we re-
peated the analyses described above in the simul-
taneously recorded single electrode (Cz referenced
to mastoids) to investigate whether evidence of
oscillatory phenomena might also be observed in
EEG-FFR recordings.

3. Experiment 1 results

3.1. There is post-stimulation activity throughout
the auditory system

In the MEG-FFRs from the left and right au-
ditory cortex, the group averages clearly indicate
the presence of continued activity following stim-
ulus offset (see Figure 1). A conservative estimate
of post-stimulus entrainment is used that excludes
the first 10 ms following stimulus offset, during
which time feed-forward transmission through the
subcortical auditory system is expected (Tichko
and Skoe, 2017). The timeseries is available for
the cortex, which is modeled as a surface and
yields a single timeseries per region of interest.
We address the question of whether entrainment
exists in subcortical regions, which are modeled
as a volume and yield three timeseries per region,
via spectral analysis.

At each level of the auditory system, there was
significantly greater activity in the post-offset pe-
riod at the stimulus’ fundamental frequency, as
compared to activity at the same frequency in
the pre-stimulus baseline period (lAC: Z = 3.70,
p = .00027; rAC: Z = 3.73, p = .00047; MGB:
Z = 3.32, p = .00074; IC: Z = 3.10, p = .0012;
CN: Z = 2.80, p = .0026; p-values are FDR-
adjusted).

The strength of the aftereffect was significantly
correlated with the strength of the FFR in the
Late window at the level of the rAC: rs = 0.73,
p = .00086 and IC: rs = 0.49, p = .037; values
trended in the same direction but did not reach
significance at the level of the lAC: rs = 0.34,
p = .092; MGB: rs = 0.32, p = 0.082; and CN:
rs = 0.42, p = .56. FDR-adjusted p-values are re-
ported. The correlation between FFR and afteref-
fect strength was marginally stronger in the right
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a)

b)

Left AC Right AC

Figure 1: Activity in the left and right auditory cortex,
regions illustrated in a sample subject in (a), continues for
several cycles following stimulus offset (b, arrows). The
grey dashed reference line indicates 10 ms following stim-
ulus offset, which is believed to be the approximate feed-
forward transit time through the subcortical auditory sys-
tem (Tichko and Skoe, 2017). Shaded bars represent stan-
dard error of the mean.

as compared with left auditory cortex (z = 1.63,
p = .051).

Figure 2 illustrates changes in spectral power
pre-stimulus, during the FFR (early and late pe-
riods), and post-stimulus. The frequency of av-
eraged peak amplitude differs from that of the
stimulus during the early and post-stimulation pe-
riods, whereas during the late portion of the FFR,
the FFR peak frequency matches that of the stim-
ulus closely. This pattern is most pronounced at
the cortical level.

3.2. Frequency accuracy increases with time

The difference between the stimulus’ funda-
mental frequency (98 Hz) and each subject’s FFR
in a 50 ms window at the beginning (10 - 60ms)
of the response was significantly greater than at

the end of (70 - 130ms) of the response for all
regions of interest except for the CN, which was
marginal (see Table 1). These results suggest that
frequency tracking improves over time, converging
towards the stimulation frequency as information
is accrued.

A finer-grained analysis of peak-frequency in
50 ms overlapping windows reveals a pattern of
convergence towards the fundamental frequency
of the stimulus, in both the left and right audi-
tory cortex (Figure 3). Mean peak frequencies
are plotted for each window, for subjects who
showed a clear peak close to the stimulus F0 (as
defined as 5 times higher than the amplitude of
the same frequency found in the pre-stimulus pe-
riod). The FFR reaches the 98 Hz stimulation
frequency about 100 ms following stimulation on-
set (∼9 cycles of the vowel’s F0). After sound off-
set, the mean peak frequency decreases. Tracking
results are unstable at the beginning and end of
the analysis window, indicated by higher tracking
variability, when FFR amplitude is low and few
subjects showed clear spectral peaks.

In the subcortical structures, the frequency
tracking accuracy also increases towards the end
of the stimulus, as it does for the cortex, but as
the initial frequency is closer to the stimulus F0,
a less pronounced pattern of convergence is ob-
served (see Figure 4).

3.3. Tracked frequency relaxes after external in-
put ends

Positive relationships between time and tracked
frequency before stimulus offset and the negative
relationship following offset indicates first con-
vergence towards 98 Hz, followed by a return to
lower frequencies. At the rAC, the mean slope
of tracked frequency during stimulus presentation
was 0.20 (SD : 0.14), and after stimulus offset
was −0.31 (SD : 0.18). The pattern was signif-
icant at the rAC level (Z = 3.91, p = .00044).
A similar pattern of results was found at the lAC
(mean during: 0.17, SD : 0.24; mean afterwards:
−0.21, SD : 0.30; Z = 3.29, p = .0025). At sub-
cortical levels, slope pre- vs. post- stimulus off-
set was significantly different at the MGB (mean
during: 0.21, SD : 0.31; mean afterwards: −0.14,
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a)

b)

Pre Early Late Post

Figure 2: a) Schematic of the timing of the four 50 ms analysis windows relative to the auditory stimulation: pre-
stimulation, during stimulation the first and second halves of the FFR, and post-stimulation. b) Mean amplitude
spectra of each region of interest for each time period. The grey dashed line at 98 Hz denotes the fundamental frequency
of the stimulus (F0). Arrows highlight the difference between peak frequency and stimulation frequency, which is most
pronounced in the cortical regions, yet not during the late stimulation phase.

7

preprint (which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for thisthis version posted September 2, 2020. ; https://doi.org/10.1101/2020.09.02.278119doi: bioRxiv preprint 

https://doi.org/10.1101/2020.09.02.278119


Table 1: Difference between peak frequency and the 98 Hz stimulation frequency, during the early (10 - 60 ms) and late
(80 - 130 ms) portions of the FFR. The mean and standard deviation (SD) are in Hz (absolute value of difference from
F0). Statistically significant comparisons are indicated with an asterisk (?), and are FDR corrected.

Region Early Mean (SD) Late Mean (SD) p-value

lAC 9.95 (4.96) 3.95 (3.87) 0.00021 ?
rAC 11.85 (3.07) 2.70 (2.41) 0.00030 ?
MGB 8.60 (3.30) 3.05 (2.48) 0.00083 ?
IC 9.05 (4.01) 3.50 (3.59) 0.0010 ?
CN 6.60 (4.48) 4.35 (4.04) 0.051

Figure 3: Frequency tracking in the left and right auditory cortex (top), and the corresponding normalized amplitude
of the detected peaks (bottom), over time. Data are plotted for 50 ms windows in which at least 30 percent of subjects
had peaks that reached a +5 SNR threshold with respect to baseline. Centre of window is reported relative to stimulus
onset. The horizontal and vertical dashed lines represent stimulus F0 and offset, respectively. Shaded bars represent
standard error.

SD : 0.38; Z = 2.31, p = .034), IC (mean dur-
ing: 0.15, SD : 0.29; mean afterwards: −0.15,
SD : 0.41; Z = 2.12, p = .033), and CN (mean
during: 0.14, SD : 0.22; mean afterwards: −0.11,
SD : 0.35; Z = 2.20, p = .035), FDR adjusted
p-values are reported.

3.4. Evidence for oscillatory phenomena in the
EEG-FFR

In the single-channel EEG recording, as ob-
served in MEG, there was significantly greater ac-
tivity in the post-offset period close to the stimu-
lus’ fundamental frequency, as compared to activ-

ity at the same frequency band in the pre-stimulus
baseline period (Z = 3.92, p = .00014; see Fig-
ure 5a).

In contrast to the MEG data from regions of in-
terests, the accuracy of frequency representation
was not significantly better during the late FFR
period (mean difference from stimulus F0: 2.95,
SD : 3.02) than the early FFR period (mean:
2.10, SD : 1.59; Z = 1.36, p = 0.087); nor did the
averaged spectral peak differ between the early
and late period (see Figure 5b). The frequency
tracking analysis (Figure 5c) suggests that fol-
lowing the stimulus offset, the frequency trends
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a)  MGB

b)  IC

c)  CN

Figure 4: Frequency tracking and normalized amplitude of
detected peaks in the a) medial geniculate nucleus (MGB),
b) inferior colliculus (IC) and c) cochlear nucleus (CN).
Data are plotted for 50 ms windows in which at least 30
percent of subjects had peaks that reached a +2 SNR
threshold with respect to baseline. The horizontal and
vertical dashed lines represent stimulus F0 and offset, re-
spectively. Shaded bars represent standard error.

towards lower frequencies, as observed in the AC
(but less so in the subcortical MEG-FFRs). Qual-
itatively, the tracking results of the EEG signal do
not resemble those of any single one of MEG ROI
signals, further supporting the proposal that the
EEG-FFR is a composite signal that may repre-
sent different mixtures of sources over its dura-
tion (Coffey et al., 2019; Tichko and Skoe, 2017).

As noted in previous work (Coffey et al., 2016),
harmonic components (i.e. 196, 294, and 392 Hz)
are clearer in the EEG than MEG signal. In-
terestingly, the harmonics appear to be strongly
represented in the late FFR period but are do not
appear in the post-FFR period, suggesting that
the oscillatory phenomenon may be related only
to representation of the stimulus’ envelope rather
than its high frequency fine structure. Although
these results raise further questions about the in-
teractions between structures, and the represen-
tation of subcortical and cortical generators in the
compound EEG-FFR signal recorded at the scalp,
our results generally support the involvement of
oscillatory dynamics in the brain’s encoding and
representation of periodic acoustical information.

4. Experiment 2

Finding positive evidence for oscillatory phe-
nomena, we designed a new study to test the pre-
diction that the frequency representation of an
incoming stimulus would be influenced by the fre-
quency content of an immediately preceding stim-
ulus. We created a stimulus sequence in which
three short complex tones with different funda-
mental frequencies (tones A: 98 Hz, B: 131 Hz,
and C: 147 Hz) were presented in a continu-
ous stream (with equal transitional probabilities).
This arrangement allowed us to examine how the
recent exposure to the higher-pitched tones B and
C affected the representation of tone A, which has
the same pitch as the stimulus in Experiment 1
and is robustly represented at all system levels.

In Experiment 1, we had observed an unex-
pected phenomenon: that convergence at the cor-
tical level occurred consistently from lower rather
than random frequencies (i.e. <98 Hz; Figure 3),
when sound was presented following a short pe-
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a)  

b)  

c)  

Figure 5: Evidence for oscillatory phenomena in EEG. a)
Activity in the EEG recording continues for several cy-
cles after stimulus offset (a, arrow). b) Mean amplitude
spectra for the EEG-FFR for each time period (as in Fig-
ure 2a). In contrast to the AC, EEG-FFR does not exhibit
a significant difference in frequency representation in early
vs. late FFR periods. c) Frequency tracking in EEG trace
(top), and the corresponding normalized amplitude of the
detected peaks (bottom), over time. Data are plotted for
50 ms windows in which at least 30 percent of subjects
had peaks that reached a +5 SNR threshold with respect
to baseline. The horizontal and vertical dashed lines rep-
resent stimulus F0 and offset, respectively. Shaded bars
represent standard error.

riod of silence. This observation is consistent with
the existence of a preferred or resonant frequency
that is somewhat lower than the 98 Hz fundamen-
tal, but can be progressively entrained to 98 Hz

over about 100 ms (∼9 cycles for tone A). In Ex-
periment 2, we hypothesized that after 9 cycles of
entraining to a higher-pitched tone, convergence
to Tone A would occur from higher, rather than
lower frequencies as observed in Experiment 1,
and that differences in sensory history would af-
fect the representation of a stimulus.

5. Experiment 2 Methods

5.1. Participants

Thirty neurologically healthy young adults
(mean age: 25.8; SD = 4.8; 15 female; all
were right-handed and had <25 dB hearing level
thresholds for frequencies between 500 and 4,000
Hz assessed by pure-tone audiometry; and no his-
tory of neurological disorders).

5.2. Experimental procedure

Subjects were recruited to participate in a
three-session experiment in which the effect of
transcranial magnetic stimulation (TMS) to the
right auditory cortex 5 mins prior to FFR record-
ing was assessed. Here we report only the MEG
data from the sham TMS condition, in which the
TMS device was discharged perpendicular to the
head as a control condition for the other sessions
(i.e. no magnetic stimulation of the brain, but the
subjects were aware of clicks). Written informed
consent was obtained and all experimental proce-
dures were approved by the Montreal Neurological
Institute Research Ethics Board.

5.3. Stimulus presentation

Each run included a random sequence of 3 tones
which were comprised of a sine wave at the funda-
mental frequency, added to sine waves at the fre-
quencies of its 2nd to 4th harmonics (see Figure 6).
Each tone includes 9 cycles of its fundamental fre-
quency, such that the sine waves of each harmonic
begin and end at a zero phase; therefore the stim-
uli are of different durations. The fundamentals
of the tones were as follows (corresponding West-
ern musical scale value given in parentheses): tone
A (G2): 98 Hz (period is 10.2ms, duration 91.83
ms); tone B (C3): 131 Hz (period is 7.7ms, dura-
tion 68.83 ms); and tone C (D3): 147 Hz (period
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is 6.8 ms, duration 61.17 ms). A silent gap the
same length as tone C was occasionally presented
between two tone C presentations for an unrelated
research question. A 5 ms raised cosine ramp was
applied to each stimulus to avoid clicks.

5.4. Neurophysiological recording and preprocess-
ing

MEG recording was identical to that described
in Experiment 1, except that data were sampled
at 6 kHz, which is sufficient to capture the funda-
mental frequencies which are the focus of these
analyses. Pre-processing was also as described
above, except that data were bandpass-filtered
(80 - 450 Hz), downsampled to 1000 Hz, and
epoched in windows of -50 ms to 351 ms rela-
tive the onset of the first of a pair of transition
dyads (e.g. AB, BC), and later trimmed to to
the portion of data relevant to each analysis, as
will be further described in each section. In to-
tal, each dyad occurred slightly more than 2000
times. Whole-cap EEG was simultaneously mea-
sured with an external system (BrainAmp MR,
Brain Products GmbH, Gilching, Germany) to
address research questions not reported here.

5.5. Data analysis

All three tones have fixed pitches. If all three
tones are represented with high fidelity in the
brain, we would expect discrete peaks in the spec-
tra at the fundamental frequencies of those tones
(i.e., at 98, 131, and 147 Hz), to the extent that
levels of the auditory hierarchy are capable of ro-
bustly representing those frequencies within the
stimulation time-frame. If changing between fre-
quency representations occurs gradually over mul-
tiple cycles as suggested by Experiment 1, we ex-
pect broad peaks as the representations blur to-
gether. To observe the frequency representation
across regions of interest, we first calculated mean
spectra across responses to all stimuli at each level
of the auditory system using a Fourier transform,
averaged across subjects for each region of inter-
est.

In Experiment 1, the right auditory cortex
showed a stronger, clearer FFR than the left. To
test whether the previously observed result was

replicable, we evaluated if the amplitude of the
right AC for the tone A was statistically greater
than that of the left (Wilcoxon signed rank test,
one sided).

We tracked the frequency representation (as de-
scribed in Experiment 1, using a 50 ms sliding
window) during the presentation of tone A that
occurred after tones B and C. Because each tone
does not have a preceding silent period that can
be used as a baseline for an SNR threshold, we in-
stead calculated mean amplitude within the 250-
450 Hz frequency range for each subject during
tone presentation, as the FFR spectra have a rel-
atively flat frequency response within this range.
Data points were included in the group average
that exceeded the high frequency range mean by
a factor for 2. Data were smoothed with a 5 point
moving average filter for visualization purposes.

To fairly test whether frequency representation
convergences from higher frequencies to tone A’s
fundamental, we must avoid including tracking
data points that are derived from windows that
overlap with the preceding stimulus. Therefore
we used a short tracking window ( 30 ms) to allow
for multiple sliding windows, and included win-
dow centres starting at 25 ms (i.e. window half
width of 15 ms plus the 10 ms period following the
transition to avoid the possibility of contaminat-
ing the response from neural activity of the pre-
ceding stimulus). As in the slope-based analysis
in Experiment 1, we do not exclude data points on
the basis of SNR, such that all subjects and brain
regions have the same number of points. We then
fit linear functions to the tracked frequencies of 25
to 85 ms, and tested whether slopes are less than
zero, indicating convergence from higher to lower
frequencies, using a Wilcoxon signed rank test
(FDR-corrected for multiple comparisons across
ROIs, within each condition).

To observe the effect of preceding stimuli on
phase and amplitude in the time domain, we
bandpass filtered (80-150 Hz) the timeseries for
dyads AB, CB, BA, and BC, and calculated a
group average and standard error aligned to the
transitions between the tones for each pair, for
qualitative visual inspection. Because the ex-
pected aftereffect lasts 3-4 cycles, a 10 ms buffer
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Tone A Tone B Tone C Tone C Tone B Tone ATone A

Dyad AB Dyad BC Dyad CB Dyad BA

Tone A 98 Hz

Tone B 131 Hz

Tone C 147 Hz

a)

b)

Figure 6: Audio stimulation used in Experiment 2, in which three tones are presented in a continuous stream. a) The
relative pitch of the three tones, shown schematically in a representative 500 ms segment. The duration of each tone
is equivalent to 9 cycles of its fundamental frequency, and includes the fundamental frequency and 2nd-4th. b) Tone
pair dyads are defined within the continuous stream for analysis, such that the relative effects of higher or lower-pitch
preceding tones may be studied.

period for neural delay should be maintained, and
a window of at least a few cycles is needed to ac-
curately quantify oscillatory activity in a spectral
analysis, it is difficult to cleanly quantify the ef-
fects of the aftereffect by comparing potions of
dyad pairs with different transitions in the fre-
quency domain. We conducted post-hoc analyses
on amplitude of Tone B, focusing on the AB vs.
CB comparison, testing the hypothesis that the
amplitude of B would be higher when preceded by
A as opposed to C. We did not test the effect of
tone B on tones A and C because in that case the
prediction is that A and C are similar to one an-
other,hence essentially the null hypothesis which
cannot be tested. We defined two discrete 30 ms
time windows that capture information about the
brain’s response to sound starting 10 and 40 ms
after the transition to B (‘early’ and ‘late’) for
further analysis, illustrated in Figure 8. Instead
of using the amplitude of spectral peaks, which
can be less reliably detected in such short time
windows particularly for deeper regions, we av-
eraged the amplitude values within a frequency
band covering all tone fundamental frequencies

(i.e. 80 - 160 Hz) and computed the relative dif-
ference between tone B’s amplitude when it oc-
curred following tone A vs. tone C for each sub-
ject. This measure captures the relative difference
in amplitude of frequency representation across
conditions, even if the brain’s response has not
fully converged to the stimulus’s fundamental fre-
quency.

6. Experiment 2 Results

6.1. Replication of right-lateralization of cortical
FFR

We confirmed that the amplitude of the right
AC for the Tone A (mean: 0.060, SD: 0.031) was
statistically greater than that of the left (mean:
0.037, SD: 0.016); Z = 4.1, P <0.0001), replicating
the finding of strong lateralization of amplitude in
the cortical MEG-FFR, in this larger sample. We
hereafter focus on the right auditory cortex re-
sponse based on the observation from Experiment
1 that patterns of convergence and the duration
of the aftereffect in left and right auditory cortex
was similar (refer to Figure 1).
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6.2. Frequency tracking is modulated by preceding
frequencies

Results of frequency tracking in the right au-
ditory cortex for tone A following either C or B,
which are both higher-frequency, are presented in
Figure 7.
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Figure 7: Frequency tracking in the right auditory cor-
tex for tone dyads BA and CA, which both start with a
higher-frequency tone. Although tracking results at the
end of C and B imply an incomplete convergence to their
stimulation frequencies by tone offset (62 and 69 ms, re-
spectively), the pattern of results after transition to tone
A (98 Hz, dashed horizontal line) demonstrates frequency
tracking convergence from higher frequencies. Data are
plotted for 50 ms windows for subjects who had peaks
that reached a +2 SNR threshold in each window (relative
to mean amplitude averaged in a 250 - 450 Hz frequency
band). Time is reported relative to onset of tone A, and
vertical lines mark tone transitions to and from tone A.
Shaded bars represent standard error.

We evaluated the hypothesis that tone A rep-
resentation was affected by having been preceded
by tone B, by testing whether the slope of fre-
quency tracking was less than zero, indicating

convergence from higher frequencies to tone A’s
98 Hz fundamental. At the rAC, the mean slope
of tracked frequency during tone A stimulus pre-
sentation was -0.21 (SD: 0.36), which was signifi-
cantly below zero (Z = -3.24, p = .0030) as were
results at the lAC (mean slope: -0.30, SD: 0.36;
Z = -3.67, p = .00030). At subcortical levels, the
signals of which have lower SNR, the success of
tracking results appeared unstable across partici-
pants, suggesting that the design and data did not
allow for reliable estimate of frequency needed for
this analysis. Results are reported for complete-
ness: MGB mean slope: 0.12, SD: 0.37; Z = 1.49,
p = .43), IC (mean slope: -0.12, SD: 0.39; Z = -
1.49, p = .085), and at the CN (mean slope: 0.14,
SD: 0.35; Z = -2.05, p = .034).

We repeated the process for tone A when fol-
lowed by tone C, finding a similar pattern of re-
sults at the cortical level; at the rAC, the mean
slope of tracked frequency during tone A stimu-
lus presentation was -0.31 (SD: 0.44; Z = -3.36,
p = .0019); and at the lAC (mean slope: -0.22,
SD: 0.41; Z = -2.66, p = .0098). Subcortical re-
sults are reported for completeness: MGB (mean
slope: 0.06, SD: 0.38; Z = 0.46, p = .22), IC
(mean: 0.06 slope: 0.38, SD: 0.xx; Z = 0.46,
p = .28), and at the CN (mean slope: -0.037,
SD: 0.41; Z = -0.79, p = .21). Reported P-values
are FDR-adjusted within each analysis.

6.3. Effect of preceding events on sound represen-
tation

To further investigate if and where conver-
gence towards stimulation frequency occurs pro-
gressively in a process of oscillatory entrainment,
we examined the mean timeseries of the transi-
tion point between converging (AB and CB), and
diverging dyads (BA vs BC). Qualitatively, it ap-
pears that after the AB and CB transitions, the
phase converges somewhat, whereas in the BA vs
BC comparison, the signal appears similar post
transition suggesting a lingering effect of B. How-
ever, although phase differences are suggestive in
the grand average, they appear highly variable at
the subject level. The grand averages suggest that
persistent differences may be more clearly mani-
fested in measures of amplitude; namely, the am-
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plitude of the FFR to tone B appears higher after
the higher-amplitude A FFR than after the lower-
ampliutde C FFR (Figure 8, top). Conversely,
the brain’s response to tone A and C and appear
highly similar when both preceded by Tone B, de-
spite that the stimuli differ in frequency by 49 Hz
(Figure 8, bottom).

Figure 8: Activity in the right auditory cortex in response
to pairs of tones, aligned at the transition point between
tone dyads (dashed lines). In the transition to the same
stimulus (top), the cortical response to tone B appears to
differ, whereas after transition from tone B (bottom), both
traces resemble one another despite a 50 Hz difference in
stimulus frequency. Early (10 - 40 ms) and late (40 - 70 ms)
windows are marked on the first dyad for further analysis.
Shaded areas represent standard error of the mean.

Results for the amplitude comparison of AB vs.
CB comparison are presented in Figure 9, posi-
tive difference values indicate that amplitude was
greater following tone A than tone C. During the
‘early’ window (10-40 ms post transition), tone B
mean response amplitude (reported in mean am-
plitude in pAm−1 ∗ 104 ) is higher after tone A
than C at the level of the left AC (mean: 9.55,
SD: 21.43; Z = 2.06, p = .025); right AC (mean:
31.33, SD: 39.46; Z = 2.20, p = .00038); IC (mean:
7.05, SD: 11.48; Z = 2.96, p = .0038), and at the
CN (mean: 5.22, SD: 10.89; Z = 2.63, p = .0070).
It was not significant at the MGB (mean: 1.13,
SD: 6.53; Z = 1.32, p = .24).

A difference between conditions was also ob-
servable within the later window (40 - 70 ms post
transition), but only at cortical levels: left AC
(mean: 12.85, SD: 28.22; Z = 2.88, p = .01); right
AC (mean: 12.85, SD: 28.22; Z = 2.20, p = .035).
Subcortical levels did not show significant differ-
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Figure 9: Effect of preceding stimulus on the amplitude of
response to tone B, for each region of interest. An effect is
found during the early window (10-40 ms) for most levels of
the auditory system, but only the cortex shows a sustained
effect into the late window (40-70 ms). Dashed grey lines
indicate no difference between response amplitudes when
tone B is preceded by A vs. C. Solid black lines show
the group mean. Statistically significant comparisons are
indicated with an asterisk (?), and are FDR corrected for
multiple comparisons.

ences: MGB (mean: 2.68, SD: 8.41; Z = 1.32,
p = .12), IC (mean: 1.89, SD: 11.80; Z = 0.80,
p = .21), and at the CN (mean: 3.06, SD: 9.25;
Z = 1.42, p = .13). Reported P-values are FDR-
adjusted within each analysis.

7. General Discussion

The main aim of this work was to establish ev-
idence for true oscillatory entrainment in the au-
ditory system. Consistent with this goal, Experi-
ment 1 showed that MEG- and EEG-based FFR
frequencies displayed an oscillatory aftereffect for
several cycles post stimulus offset at each level
of the auditory system (CN, IC, MGB, and left
and right AC, based on MEG localization; Fig-
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ures 1 and 2). Also consistent with the oscilla-
tion hypothesis, tracking of the FFR fundamental
frequency showed that it converged to the stimu-
lus frequency from a lower value over about 100
ms (corresponding to about 9 cycles of the F0),
and then progressively diverged back to a lower
value after stimulus offset (Figures 3 and 4; Ta-
ble 1). Experiment 2 provided further evidence
for oscillatory interactions between the offset of
one stimulus and onset of the next. Tracking
the FFR frequency of the lowest tone used, 98
Hz, showed that it was systematically higher for
the first 30 - 40 ms when preceded by higher-
frequency tones (Figure 7). Finally, transitions to
the same tone from a higher- or lower-frequency
preceding tone influenced the FFR amplitude of
the target tone for the first 30 ms, such that am-
plitude was higher when the preceding FFR am-
plitude was also higher; this effect was seen at
both cortical and subcortical levels, but appeared
to persist longer at cortical levels (Figure 9).

Declaring the existence of neural entrainment
phenomena must be approached with caution be-
cause many apparent oscillatory phenomena can
be due to other factors (Haegens and Golumbic,
2018; Gourévitch et al., 2020; Obleser and Kayser,
2019). Haegens and Zion Golumbic propose three
stringent criteria. The first criterion is the contin-
uation of oscillatory activity for at least a num-
ber of cycles beyond external input (i.e. rever-
beration); results from experiment 1 clearly sup-
port the existence of a reverberation or afteref-
fect, and results from experiment 2 show that it
interacts with incoming stimuli, leading to mea-
surable differences in the frequency and amplitude
of their representation. The search for ‘true’ os-
cillatory entrainment in the auditory system and
their role has been confounded by methodological
issues in the past (Gourévitch et al., 2020). In the
present work, we studied a well-characterized au-
ditory evoked brain response, and selected analy-
ses like frequency tracking that are unlikely to in-
troduce artifactual oscillations (as might narrow-
band filtering or broad spectral analysis). Our
data are consistent with prior reports of post-
stimulus FFR aftereffects in EEG data (Xu and
Ye, 2015), and with recent data also documenting

similar aftereffects from intracerebral electrode
cortical recordings and cortical MEG in humans
in the 60-80 Hz range, similar to the stimuli used
here (Lerousseau et al., 2019; Ross et al., 2020).
Taken together, these convergent findings provide
strong evidence for entrainment, and our data fur-
thermore indicate that it is a pervasive feature of
auditory processing in subcortical nuclei as well as
cortex. The lack of clear evidence for convergence
in the EEG data points to the importance of sep-
arating the different sources of FFR throughout
the auditory system, and the complementary na-
ture of the MEG and EEG signals (Ross et al.,
2020).

The second criterion for neural entrainment is
phase alignment, which occurs when external in-
formation is introduced that contains frequencies
close to the oscillator’s intrinsic rate, after which
dampening or relaxing to the initial state should
occur. Frequency-tracking results from both ex-
periments support a gradual phase alignment or
convergence of the brain’s frequency representa-
tion towards the stimulation frequency, and in
experiment 1, post-offset relaxation. This finding
fits with the concept that incoming stimuli engage
an endogenous oscillatory mechanism, as has been
suggested in lower frequency ranges (Thut et al.,
2012).

The third criterion for entrainment is endoge-
nous oscillatory activity in the absence of stimu-
lation. Although we cannot observe endogenous
activity in the absence of stimulation using these
time-locked averaging-based techniques, the onset
frequency may indicate sub-threshold non-aligned
activity, at the system’s preferred frequency. In
experiment 1, in which silence preceded the tone,
tracking frequencies in the cortex started well be-
low stimulation frequency, suggesting an oscilla-
tor with a lower preferred frequency. More work
is needed to establish whether there are multiple
preferred frequencies within the auditory system,
or whether the stronger FFR responses observed
at some frequencies are caused by constructive in-
terference of the feed-forward signals (Tichko and
Skoe, 2017).

An important open question is whether and
how entrainment of oscillations plays a func-
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tional role in the auditory system (Haegens and
Golumbic, 2018; Gourévitch et al., 2020; Thut
et al., 2012). Entrainment in lower frequency
ranges (i.e. delta, theta bands) has been proposed
as a mechanism during active stimulus processing,
for example to define the parsing window of lin-
guistic segments from continuous speech (Kösem
et al., 2018; Gourévitch et al., 2020). The FFR is
an evoked response to a periodic signal, but it is
not known whether there is some advantage to an
oscillatory representation as opposed to a veridi-
cal feed-forward one. The FFR clearly carries pe-
riodicity information, and its strength and qual-
ity is associated with performance on perceptual
tasks with a pitch component, including hearing-
in-noise tasks (Li and Jeng, 2011; Presacco et al.,
2019; Bharadwaj et al., 2015; Marmel et al., 2013;
Anderson et al., 2010; Coffey et al., 2017; Song
et al., 2011), suggesting that resistance to noise or
sound degradation could be one of its functions.
The oscillatory aspect might act as a very fine-
scale temporal predictor, such that an incoming
impulse of sound falling on the next cycle would
contribute to its strength, and small timing differ-
ences could entrain the oscillatory as evidence of
the external cycle length accumulates over cycles.
The apparatus that produces periodic sounds (e.g.
vibrating vocal chords, strings or columns of air)
are constrained by physical properties and gen-
erally continue for multiple cycles, making fre-
quency stability ecologically relevant.

The frequency tracking data indicate that the
FFR is surprisingly sluggish, at least at the fre-
quency tested, to reach the veridical value cor-
responding to the fundamental frequency of the
stimulus. However, psychophysical studies show
that pitch discrimination and identifications im-
prove as a function of duration up to and even
beyond a range of 100 ms, similar to the duration
required for the FFR to reach the nominal fre-
quency of the fundamental recorded in the present
study (see Freyman and Nelson (1986); Robinson
and Patterson (1995); Micheyl et al. (2012) for a
review). Thus, it is reasonable to propose that the
oscillatory mechanism is responsible for the fact
that pitch processing improves with more cycles
of input. There were large individual differences

in the accuracy of the FFR tracking in our data,
however, as well as differences between cortical
and subcortical FFR sources; it will therefore be
interesting to see how this variability is related to
individual differences in pitch perception, which
can also be quite large (Micheyl et al., 2006).

In contrast to models for syllabic processing,
for example, in which a distinction is made be-
tween predictive coding (‘what’) and predictive
timing (‘when’) (Arnal and Giraud, 2012), in the
case of frequency coding, the distinction may not
apply. We therefore speculatively propose a sec-
ond function: that the oscillator’s ongoing activ-
ity might act as an internal template to which
incoming information can be compared; in effect,
the ‘what’ predicted by the system is pitch con-
tinuity. A low-level prediction mechanism that
could rapidly generate error signals when stim-
ulus periodicity changes could be useful, because
encoding rapid changes in auditory information is
critically important in complex sound processing,
as in speech or music. Future work is needed to
determine whether differences between incoming
information and the FFR oscillatory entrainment
produce brain responses consistent with predic-
tive coding signals (Gourévitch et al., 2020; Chao
et al., 2018).

If the FFR is generated by an oscillatory en-
trainment mechanism, as shown here (in both
the MEG- and EEG-FFR; Figure 5), the future
challenge will be to understand its relationship
to behavioral variables. FFR amplitude and fi-
delity are known to correlate with many behav-
ioral functions including fine pitch discrimination,
hearing-in-noise perception, reading, and musi-
cianship (reviewed in Coffey et al. (2019); Kraus
et al. (2017)). Because the strength of the after-
effect is strongly correlated with that of the FFR
steady-state, and because the FFR includes an
oscillatory component, observed behavioural cor-
relations are suggestive of a functional role of en-
trainment, but cannot be conclusively separated
from the quality of feed-forward encoding. Nei-
ther can the longevity of the aftereffect be neces-
sarily used as a metric of strength of oscillatory
entrainment, as protective mechanisms that pre-
vent the development of hypersynchronicity may
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be independent of the oscillatory mechanism it-
self. For example, cross-frequency interactions
with downstream regions may contribute to ad-
justing phase and frequency of local oscillators
flexibly, depending on context and internal pre-
diction models (Baillet, 2017) - a mechanism that
appears to be impaired in epilepsy (Samiee et al.,
2018). Clever approaches will be needed to in-
vestigate the perceptual function; for example,
Baltus and Herrmann showed that the ability to
perceive short gaps in tones is linked to an indi-
vidual’s preferred auditory steady-state response
(∼40 Hz; Baltus and Herrmann 2015), suggesting
that an oscillatory response in lower frequency
ranges might influence perception. Similar ap-
proaches could be used to clarify the perceptual
relevance of individual differences in FFR entrain-
ment mechanisms.

Our results establish that frequency coding in
the human brain includes a mechanism of oscil-
latory entrainment, with the strongest effects at
the cortical level, but found throughout the sys-
tem. More work will be needed to establish how
this mechanism arises as a cumulative product of
circuits and even cells with resonant properties at
or between different subcortical and cortical lev-
els. This work may lead to a better understanding
of neural signal processing principles underlying
both low-level behavioral properties such as pitch
discrimination, as well as higher-order cognitive
mechanisms of speech and music perception.
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Kösem, A., Bosker, H.R., Takashima, A., Meyer, A.,
Jensen, O., Hagoort, P., 2018. Neural entrainment de-
termines the words we hear. Current Biology 28, 2867–
2875.

Kraus, N., Anderson, S., White-Schwoch, T., 2017. The
frequency-following response: a window into human
communication, in: The frequency-following response.
Springer, pp. 1–15.

Krizman, J., Kraus, N., 2019. Analyzing the ffr: A tutorial
for decoding the richness of auditory function. Hearing
research 382, 107779.
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