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Abstract

Pretrained embedding representations of biolog-
ical sequences which capture meaningful prop-
erties can alleviate many problems associated
with supervised learning in biology. We apply
the principle of mutual information maximization
between local and global information as a self-
supervised pretraining signal for protein embed-
dings. To do so, we divide protein sequences into
fixed size fragments, and train an autoregressive
model to distinguish between subsequent frag-
ments from the same protein and fragments from
random proteins. Our model, CPCProt, achieves
comparable performance to state-of-the-art self-
supervised models for protein sequence embed-
dings on various downstream tasks, but reduces
the number of parameters down to 2% to 10% of
benchmarked models. Further, we explore how
downstream assessment protocols affect embed-
ding evaluation, and the effect of contrastive learn-
ing hyperparameters on empirical performance.
We hope that these results will inform the devel-
opment of contrastive learning methods in protein
biology and other modalities.

1. Introduction

Due to improved sequencing technologies, the size of pro-
tein databases have seen exponential growth over the past
decades (Consortium, 2019). However, the cost and time
associated with obtaining labels for supervised problems on
these proteins presents an important challenge. In response,
recent works look towards self-supervised pretraining for
obtaining informative fixed-length embeddings from amino
acid sequences. Given input sequences, a loss is minimized
that does not rely on labels related to the quantity of inter-
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est (e.g. function or structure), but derived from the data
itself. This circumvents the need to obtain experimental or
expert-annotated labels.
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Figure 1. Downstream performance on protein-related tasks ob-
tained by finetuning embeddings from pretrained models, plotted
against the number of parameters in the pretrained model. Orange
stars denote our model, and blue crosses denote methods bench-
marked in Rao et al. (2019). p denotes Spearman’s correlation for
regression tasks, and “Acc” indicates accuracy.

Self-supervised learning based on contrastive tasks aim sim-
ply to tell apart aspects of the data, as opposed to generative
tasks, such as inpainting (Pathak et al., 2016) or autoencod-
ing (Kingma & Welling, 2013), which train models to gener-
ate part or all of the data. A major advantage of contrastive
learning, in principle, is that no complicated decoding of
the latent space is required (Oord et al., 2018). Moving
model capacity to the encoder to obtain embeddings with
high predictive power is appealing for several reasons. First,
they can be portable for computational biologists without
the computational resources to train large models. Second,
collapsing sequence data into an informative latent space
help with clustering and leveraging similarity information
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between proteins to learn more about protein mechanisms
and function.

Recent works demonstrate self-supervised pretraining of
protein sequences can yield embeddings which implicitly
capture properties such as phylogenetic, fluorescence, pair-
wise contact, structural, and subcellular localization. How-
ever, many of these works directly take embedding tech-
niques from natural language processing (NLP) tasks (Yang
et al., 2018a; Riesselman et al., 2019; Rives et al., 2019;
Alley et al., 2019; Heinzinger et al., 2019; Elnaggar et al.,
2019; Armenteros et al., 2019; Madani et al., 2020; Elnag-
gar et al., 2020). Presumably, using a more biologically-
motivated proxy task will yield better insights and perfor-
mance on biological data. Some methods incorporate bi-
ological information such as protein-protein interactions
(Nourani et al., 2020), or structured labels from SCOP (Be-
pler & Berger, 2019) and PDB (Gligorijevic et al., 2019);
however, high-quality curation of these labels circle back to
the need for expensive experiments.

Recently, there has been growing interest in using a mutual
information (MI) maximization objective for obtaining self-
supervised representations (Tschannen et al., 2019). At its
core, biological sequences prescribe a set of information for
function, structure, etc.; the ideas of information content
and error-correcting codes seem therefore to be natural fits
for modelling the evolutionary and functional constraints
which drove protein sequences towards its currently ob-
served complexity. Indeed, information theoretic principles
have been explored in computational biology since the the
1970s (Gatlin et al., 1972), and subsequently applied to
many modelling problems in biological sequence analysis
(Roman-Roldan et al., 1996; Vinga, 2014) and molecular
biology (Adami, 2004), such as sequence logo visualization
(Schneider & Stephens, 1990), transcription factor bind-
ing site discovery (Stormo, 2000), structure prediction of
protein loops (Korber et al., 1993), and evolutionary con-
servation of sequence features (Rao et al., 1979; PritiSanac
et al., 2019). Using the information content of protein se-
quence patches as a pretraining objective better aligns with
underlying biological principles as compared to directly lift-
ing methods from NLP to biology. If patches capture motifs,
unusual structural elements, regions of unusual amino acid
composition, parts of catalytic sites, etc., the model must
capture this implicit information in its latent representation
of the protein during self-supervised pretraining.

In this work, we present CPCProt, which maximize mutual
information between context and local embeddings by mini-
mizing a contrastive loss. On protein-related downstream
benchmarks (Rao et al., 2019), CPCProt achieves compa-
rable results, despite using 2% the number of pretraining
parameters of the largest model (Rao et al., 2019) and 10%
of the number of parameters of the smallest neural network

model (Alley et al., 2019), as illustrated in Figure 1. We fur-
ther explore difficulties in using downstream performance
as a means to assess protein embeddings, and explore the
effect of contrastive learning parameters, to motivate the
development of similar methods in protein biology and other
modalities.

2. Background and Related Work

The InfoMax optimization principle aims to find a mapping
g (constrained by a function class G), which maps from
input X to output g(X), such that the Shannon mutual
information between the pair is maximized (Linsker, 1988):

glggI(X;g(X))- (1

Conceptually, therefore, the training task of finding a desir-
able encoder which maps input sequences to output embed-
dings is performing InfoMax optimization.

It is possible to use a variational approach to estimate a
bound on the mutual information between continuous, high-
dimensional quantities (Donsker & Varadhan, 1983; Nguyen
etal., 2010; Alemi et al., 2016; Belghazi et al., 2018; Oord
et al., 2018; Poole et al., 2019). Recent works capture
this intuition to yield self-supervised embeddings in the
modalities of imaging (Oord et al., 2018; Hjelm et al., 2018;
Bachman et al., 2019; Tian et al., 2019; Hénaff et al., 2019;
Lowe et al., 2019; He et al., 2019; Chen et al., 2020; Tian
et al., 2020; Wang & Isola, 2020), text (Riviere et al., 2020;
Oord et al., 2018; Kong et al., 2019), and audio (Lowe et al.,
2019; Oord et al., 2018), with high empirical downstream
performance.

The general formulation is: given input X, define
(XM X@Y as two different “views” of X (e.g.
patches of an image, or representations of different se-
quence timesteps), and encoders {g1, g2} which encode
{X M X271 respectively. The goal is to find encoder map-
pings which maximize the mutual information between the
outputs, and can be shown to lower bound the InfoMax
objective in Equation 1 (Tschannen et al., 2019):

I'(g1(XM); g2(X@)) )

max
91€G1,92€62

3. Methods

We describe CPCProt, which applies the InfoNCE
loss introduced by the Contrastive Predictive Cod-
ing (CPC) method (Oord et al., 2018) to protein
sequences. Pretrained model weights are available at
hershey.csb.utoronto.ca/CPCprot/weights/.
Code for embedding single sequences and FASTA files,
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as well as evaluation code for reproducibility is at
github.com/amyxlu/CPCProt.

3.1. Contrastive Predictive Coding and InfoNCE

Here, we formalize the InfoNCE loss for mutual informa-
tion maximization in the language of protein sequences.
The CPC method introduces a lower-bound estimator for
the unnormalized mutual information between two contin-
uous quantities. It is named as such as it stems from the
noise-contrastive estimation (NCE) method (Gutmann &
Hyvirinen, 2010). NCE fits logistic regression parameters
to distinguish data from noise (i.e. contrastively), in order
to parameterize models in high dimensions, and InfoNCE
directly adapts this contrastive task to estimate mutual infor-
mation instead.

Define g; and g5 from Equation 2 to be an encoder and
autoregressor respectively, which we denote as gey, and gq-.
Further, define x as an input protein sequence, z as the latent
embedding produced by gen.(2), and c as the long-range
protein sequence “context”, as summarized by the autore-
gressor ¢,.-(z). At a given position ¢ (indexed in the latent
space, i.e. for z), we compute the InfoNCE mutual infor-
mation estimation Iy g (2ek;¢e) for k € {1,2,..., K},
for a batch of NV samples. The estimation is performed by
minimizing the loss:

Liry =—E|log

exp(f (ze+k, Ct)) }
eXp(f(ZtJrk’Ct))*‘Z UL exp(f (2], e)

In other words, in each batch of N samples, we have a single
sample z; drawn jointly with ¢; from p(2;4, ¢;). Then,
following the NCE method, we draw N — 1 “fake” samples
from the noise distribution p(z’) to create a set of {2/ j.vz_ll.
In practice, the expectation is taken over multiple batches.
This objective is a contrastive task, using a cross-entropy
loss which encourages a critic, f, to correctly identify the
single “real” sample of z;;;. Minimizing this loss pro-
vides an unnormalized lower-bound estimate on the true MI,
Incg(Zet+k); ) (Oord et al., 2018).

From the representation learning perspective, we obtain
embeddings which maximize the mutual information be-
tween the protein “context” (e.g. long-range contacts) and
the local embedding space (e.g. local secondary structure).
Next-token prediction as a self-supervised proxy task has
previously been successfully used to learn representations
of proteins (Alley et al., 2019), and both methods share
the underlying intuition that capturing latent information
between current and future positions in the protein sequence
may richly capture a down-sampled or “patched” version of
the input amino acid sequence.

3.2. CPCProt

We adapt a strategy from image experiments (Oord et al.,
2018; Hénaff et al., 2019; Hjelm et al., 2018; Bachman
et al., 2019) to protein sequences, in which the input x (zero-
padded up to the longest sequence in a batch) is divided into
fixed-length patches. Each patch is passed into an encoder
to output a single pooled embedding for the patch. These
embeddings are then concatenated into the latent embed-
ding z; that is, the length of z becomes L, = L%J

Here, a patch length of 11 is selected, such that it is long
enough to capture some local structural information and
also results in a reasonable L. on our pretraining dataset.
We start with some t,,;, to allow ¢; to gain some degree of
sequence context in calculations of the loss. We then calcu-

late I/YCF for every t € {tmin, tmin + 1, ..., L. — K} and
k € {1,2, ..., K}. Patching reduces the number of InfoNCE

calculations necessary), and ensures that the inputs used to
create z1, 23, ..., 2, do not overlap, to reduce triviality of
the task. A schematic detailing the method is illustrated in
Figure 2.

The final loss minimized in each batch is the average of
calculated £, for all values of ¢ and k, i.e.:

L.,—-K K

L=r——x4 tmmK Z Z£t+k

t=tmin k=1
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Figure 2. Input protein sequences are divided into “patches” of 11
amino acids. Each patch is encoded into a single vector though
gene, and all encodings are concatenated to form z. gq, is an
autoregressor that aggregates local information, and produce c, a
context vector which summarizes the global context. Amino acid
sequences are zero-padded to the longest sequence in the batch,
with remaining amino acids not long enough for a patch discarded.
For a given batch, the loss is the average of the InfoNCE estimate
Iy forallt € {tmin, tmn+1,...,L: —K}andk € {1,2,...,K}.
In this example batch, tmin = 1, L, = 6, and K = 4.

Architecture In Oord et al. (2018), it is shown a simple
architecture can achieve good performance with NLP tasks;
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we design a simple convolutional encoder with increasing
number of filters in the top layers, to keep a lightweight
number of connections.

The CPCProt encoder consists of embedding layer to 32
hidden dimensions, followed by 64 filters of length 4, 64
filters of length 6, and 512 filters of length 3. Filter lengths
are designed such that the output of an 11 amino acid patch
has an output length of one. ReLU activation is added to the
output of each layer, and normalization is added channel-
wise, to avoid using batch normalization, since negative
samples are drawn in-batch (see Section 3.2).

In addition, we also report results using a larger encoder.
Both CPCProtgru_iarge and CPCProty sty uses an embedding
layer to 64 hidden dimensions, followed by 128 filters of
length 4, 256 filters of length 4, and 512 filters of length
3; in the final layer, CPCProtgru_targe uses 1024 filters of
length 3, whereas CPCProt; g\ uses 2048 filters.

For both CPCProt and CPCProtgru _jarge a single-layer GRU
is used as the autoregressor, while CPCProt; sty uses a
two-layer LSTM. To avoid information leakage about later
sequence locations in the context vector, we only use uni-
directional autoregressors. All autoregressors use the same
number of hidden dimensions as encoder output.

Distinguishing Noise Samples To encourage the encoder
to learn a richer embedding, and to mitigate the need to
train separate critics for each position of k, we modify the
bilinear critic used in Oord et al. (2018), and instead use a
parameterless dot product critic for f (Chen et al., 2020).
Rather than using a memory bank (Wu et al., 2018; Tian
etal., 2019; He et al., 2019), we draw “fake” samples from
p(z) and p(c) using other 2,4y and ¢; from other samples
in the same batch (Chen et al., 2020). That is, the diagonal
of the output of the dot-product critic is the “correct pairing”
of zt(i)k and cﬁ’) at a given ¢ and k, and the softmax is
computed using all off-diagonal entries to draw the NV — 1
“fake” samples from the noise distribution p(z’).

Additional Pretraining Details We use ¢,;, = 1 and
choose K = 4 (that is, 44 amino acids away). Sequences
are zero-padded up to the longest sequence in that batch, and
protein domains are truncated to a maximum of 550 amino
acids due to memory constraints. Sequences shorter than
the minimum length needed to perform the NCE calculation
is discarded. Since k is 1-indexed, the minimum training
sequence length is (tmin + 1 + K) X patch_length. For our
default models, this minimum length is (1+1+4)x 11 = 66
amino acids. A large K incentives the model to pick up
more information during training, but decreases compu-
tational efficiency. Furthermore, because we throw away
sequences which are too short to complete the NCE loss at
tmin + K, a large choice of #,;, and K results in discarding

more data during training.

For CPCProt, we use a batch size of 64, trained for
19 epochs with a constant learning rate of le-4. For
CPCProt; sy, a batch size of 1024 was used, trained for
18 epochs with an initial learning rate of 1e-3 and decayed
by v = 0.85 at each epoch. For CPCProtgru_jarge, @ batch
size of 1024 is used with a constant learning rate of le-4,
trained for 24 epochs. All models use the Adam optimizer
with 81 = 0.9, B2 = 0.999, and € = 1e-8 (Kingma & Ba,
2014). Convergence was determined as no improvement in
the validation contrastive loss for 5 epochs.

4. Data and Downstream Evaluation
4.1. Pretraining

Pretraining Data We pretrain our models using protein
domain sequences from the Pfam database (El-Gebali et al.,
2019). To compare only the effectiveness of the InfoNCE
objective, we pretrain using the same data splits as used for
downstream benchmarks (Rao et al., 2019), which holds out
six Pfam clans as the test set. 5% of the remaining sequences
are used for validation, and the remaining 32,207,059 Pfam
amino acid sequences are used for pretraining.

Evaluating Embeddings for Hyperparameter Selection
We examine three evaluations for pretraining hyperparame-
ter selection: (1) Performance on the validation dataset on
downstream tasks (see Section 4.2); (2) contrastive accuracy
on the pretraining validation data; and (3) Pfam family pre-
diction using a 1-nearest-neighbor (1NN) classifier on the
pretraining validation data. The latter two evaluation met-
rics are explored to avoid overfitting to benchmark datasets
(Recht et al., 2019). Though in principle, the contrastive
accuracy on heldout pretraining data is sufficient for hyper-
parameter selection, we were concerned that the contrastive
task is relatively local, and may fail to assess how well
embeddings have captured the global context.

The INN classification task is a direct measure of the ability
for embeddings to cleanly separate Pfam domains in the
latent space, and requires no parameter tuning or additional
labels for evaluation. For this task, the dataset consists
of sequences from the 50 Pfam families with the most se-
quences in the pretraining validation dataset, subsampled
to 120 sequences per family for class balance. 70% of this
embeddings is used to populate the INN classifier, and 30%
of the sequences are used at the classification phase. A t-
SNE of CPCProt embeddings colored by the 50 families is
shown in Figure 3.

For the contrastive task (i.e. the self-supervised pretraining
task), we keep the ratio of negative-to-positive samples
consistent and use a batch size of 512 for all models for this
validation.
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Figure 3. CPCProt embedding t-SNE of the 50 largest Pfam fami-
lies in the validation dataset, using the final position of the context
vector. Note that while colours denote different families, proximity
in the continuous color space do not correspond to any intrinsic
similarities between families.

4.2. Downstream Evaluation Protocols

To understand properties of the embeddings, we examine
performance on various supervised downstream tasks, de-
rived from Tasks Assessing Protein Embeddings (TAPE)
(Rao et al., 2019), using three different downstream evalu-
ation models: a small neural network head, linear models,
and k-nearest-neighbours (kNN).

Neural Network' Finetuning Head Evaluation For bet-
ter consistency with benchmark protein-related tasks, we
use the same default downstream architectures as provided
by the authors in the tape-proteins package, version
0.4 (Rao et al., 2019). In line with benchmark methods,
we allow backpropagation through the embeddings during
finetuning. For consistency, we do not tune the architecture
of the neural network heads. A grid search is conducted
on the learning rate, batch size, and number of finetuning
epochs, and test set results are reported for the model with
the best performance on the validation set for a given task.

Using a non-linear neural network headwith end-to-end fine-
tuning presumably yields better performance on downstream
tasks, and offers a better evaluation of capabilities which can
be derived from the embeddings, for those working directly
with the biological tasks assessed in this work.

Linear and Nearest-Neighbours Downstream Evalua-
tion Following previous work in self-supervised learning,
we also assess embeddings using a linear model (Oord et al.,
2018; Hénaff et al., 2019; He et al., 2019; Bachman et al.,
2019; Tian et al., 2019; 2020). Note that as compared to
the neural network finetuning head evaluation, we use static
embeddings extracted from the model without end-to-end

'In this work, we use the more general term “neural network
finetuning” as opposed to “MLP finetuning” in the contrastive
representation learning literature, as one of the protein-related
downstream tasks is a sequence-to-sequence task which uses a
CNN head.

optimization. For classification tasks, we use a logistic re-
gression model, while for regression tasks, we use a linear
regression model. For logistic regression models, we report
the best result from conducting a simple grid search over
the inverse regularization strength C' € {1,0.01,0.0001}.

In addition, we evaluate separation in the latent space using
a kNN model with a grid search over the number of neigh-
bours k € {1,5,10}. Due to computational considerations,
we do not use the kNN for secondary structure prediction.

Evaluating using a simple classifier assesses several desir-
able embedding properties: (1) limiting the modelling capac-
ity given to the downstream models is a more direct assess-
ment of the powers of the embedding methods themselves;
(2) linear/logistic regression and kNN is more suitable than a
neural network for downstream tasks where data availability
is a constraint, as is the case for many biological use cases;
(3) logistic regression has a convex loss whose optimization
is relative more straight-forward than the non-convex train-
ing of a neural network. Similarly, a KNN consists simply
of a look-up at test time. This arguably removes some am-
biguity regarding if differences in performance should be
attributed to lack of convergence or improper hyperparam-
eter tuning when finetuning using a neural network head;
and (4) as we note in Section 4.3, there exist minor architec-
tural differences between the neural network architectures
released in tape-proteins and the original benchmarks
in Rao et al. (2019). In conjunction with the neural network
head finetuning results, we hope that a more holistic picture
of the embeddings can be provided.

4.3. Downstream Evaluation Tasks

Remote Homology Remote sequence homologs share
conserved structural folds but have low sequence similarity.
The task is a multi-class classification problem, consisting of
1195 classes, each corresponding to a structural fold. Since
global context from across the Pfam domain is important,
we use the final position of the autoregressor output, c.

Data from the SCOP 1.75 database (Fox et al., 2013) is
used. Each fold can be sub-categorized into superfamilies,
and each superfamily sub-categorized into families. The
training, validation, and test set splits are curated in Hou
et al. (2018); test sets examines three levels of distribution
shift from the training dataset. In the “Family” test set,
proteins in the same fold, superfamily, and family exists in
both the training and testing datasets (i.e. no distribution
shift). The “Superfamily” test set holds out certain families
within superfamilies, but sequences with overlap with train-
ing dataset at the superfamily level. Finally, the “Fold” test
set also holds out certain superfamilies within folds. Note
that severe class imbalance exists for this task, as 433 folds
in the training dataset only contains one sample.
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For evaluation using a neural network head, the classifica-
tion architecture is a multi-layer perceptron (MLP) with one
hidden layer of 512 units. Note that results in benchmarked
models also train a simple dense layer to obtain an attention
vector before calculating an attention-weighted mean.

Secondary Structure Secondary structure is a sequence-
to-sequence task evaluating the embeddings’ ability to cap-
ture local information (Rao et al., 2019). We report three-
class accuracy (Q3), following the DSSP labeling system
(Kabsch & Sander, 1983). Each input amino acid is mapped
to one of three labels (“helix”, “strand”, or “other”), and
accuracy is the percentage of correctly-labelled positions.
To obtain the embedding, we use a sliding input window to
obtain z with the same length as the input sequence, and

then use c as the embedding to incorporate global context.

Classification results are presented on three datasets: (1)
TS115, consisting of 115 protein sequences (Yang et al.,
2018b); (2) CB513, consisting of 513 protein regions from
434 proteins (Cuff & Barton, 1999); and (3) free-modelling
targets from the 2016 CASP12 competition, consisting of 21
protein sequences (Abriata et al., 2018; Moult et al., 2018).
For training these supervised classifiers, the same validation
and filtered training datasets as NetSurf-2.0 is used, where
sequences with greater than 25% sequence similarity as the
three test set sequences were removed from the training set
(Klausen et al., 2019).

For evaluation using a neural network head, the classifica-
tion architecture in tape—proteins is a convolutional
architecture with 512 filters of size 5 and 3 in layers one
and two, respectively. The original benchmarks use a higher
capacity NetSurfP model (Klausen et al., 2019), with two
convolutional layers followed by two bidirectional LSTM
layers and a linear output layer.

Fluorescence The fluorescence task is a protein engineer-
ing task which evaluates how fine-trained local genotypic
changes can be captured to predict phenotypic expression,
as measured by native fluorescence. The regression task is
to predict the log-intensity of a mutant GFP sequence. Since
this task is more sensitive to local than global information,
we apply a mean-pool along the sequence dimension of the
encoder output, z.

The data is from a Deep Mutational Scan (DMS) experiment
from Sarkisyan et al. (2016), which measures fluorescence
from derivative genotypes of the green fluorescent protein
avGFP. Data splits are curated in Rao et al. (2019). Training
and validation data are in a Hamming distance 3 neighbor-
hood from the original protein, while the test data exhibits
larger distribution shift and is from the Hamming distance
4-15 neighborhood.

For evaluation wusing a neural network head,

tape-proteins uses the same MLP architecture
as described in the remote homology task. The original
benchmarks in Rao et al. (2019) compute an trainable
attention-weighted mean prior to classification.

Stability Stability is a protein engineering task which
measures the most extreme concentration for which a pro-
tein can maintain its structure. This is a regression task to
predict a stability score of proteins generated by de novo
design. Since this task is also sensitive to fine-grained local
effects, we use the mean along the encoder output z as a
pooled embedding.

The data is from Rocklin et al. (2017), which measures
the stability of proteins generated by parallel DNA synthe-
sis, consisting of sequences from four protein topologies:
aaa, BafB, afpa, BBapS. The stability score is the dif-
ference between the measured ECsq of the actual protein
and its predicted ECsg in its unfolded state. Here, ECs
is the protease concentration at which 50% of cells pass
the characterization threshold; note that it is measured on a
log, scale. Data splits are curated in Rao et al. (2019), such
that the test set consists of seventeen 1-Hamming distance
neighbourhoods from the training and validation datasets.
A visualization of this test split is shown in Figure 4.

For evaluation using a neural network head, as with remote
homology and fluorescence, we use the provided MLP archi-
tecture, while the original benchmarks compute an trainable
attention-weighted mean prior to classification.

5. Results

5.1. Downstream Tasks Evaluation

We evaluate the quality of the learned embeddings using the
downstream tasks described in Section 4. As motivated in
Section 4.2, we use different heads for downstream evalu-
ation. In Table 1, we report results using neural network
finetuning heads, and in Table 2-4, downstream results using
simple linear and/or kNN models are reported.

We also evaluate two variant CPCProt models, selected dur-
ing hyperparameter tuning by metrics which do not depend
on downstream tasks, to avoid benchmark overfitting, and to
examine the effect of increasing the number of parameters
on downstream performance, as motivated in Section 4.1.
The CPCProt; sty variant achieves the highest performance
on the contrastive task, while the CPCProtgru jarge Variant
achieves the highest performance on the INN Pfam family
prediction task. Results on these tasks are reported in Ap-
pendix A. For all figures, however, we focus on our smallest
1.7M parameter CPCProt model.

CPCProt Performs Comparably with Baselines Using
Fewer Parameters CPCProt achieves comparable results
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# of Remote Secondary
Embedding Stability Fluorescence
Homology Structure
Parameters
Fold Superfamily Family CB513 CASP12 TSI115
BERT 92M 0.21 0.34 0.88 0.73 0.71 0.77 0.73 0.68
ResNet 48M 0.17 0.31 0.77 0.75 0.72 0.78 0.73 0.21
LSTM 44M 0.26 0.43 092 0.75 0.70 0.78 0.69 0.67
Bepler et al. 19M 0.17 0.20 0.79 0.73 0.70 0.76 0.64 0.33
Unirep 18M 0.23 0.38 0.87 0.73 0.72 0.77 0.73 0.67
One Hot 0 0.09 0.08 0.39  0.69 0.68 0.72 0.19 0.14
CPCProt 1.7M 0.12 0.12 0.48 0.69 0.70 0.73 0.65 0.68
CPCProtGru_large 8.4M 0.13 0.14 0.52  0.70 0.70 0.73 0.65 0.68
CPCProty stm 71M 0.11 0.11 0.47 0.68 0.66 0.70 0.68 0.68

Table 1. Embedding performance by downstream task using the default neural network finetuning head, compared against Tasks Assessing
Protein Embeddings (TAPE) benchmarks (Rao et al., 2019). See Appendix C for dataset sizes by task.

Remote Homology Fluorescence
Fold  Superfamily  Family LR kNN
LR kNN LR kNN LR kNN MSE p MSE p

UniRep 0.08 0.06 0.18 0.11 0.48 0.38 UniRep 1.32 055 1.66 0.37

BERT 0.20 0.11 0.30 0.24 0.76 0.74 BERT 1.15 052 1.75 046

CPCProt 0.14 0.12 0.13 0.10 0.50 0.51 CPCProt .13 054 182 049

CPCPI‘OIGRUJaIge 0.13 0.12 0.14 0.10 0.50 0.55 CPCPrOtGRUJarge 0.81 0.63 1.84  0.50

CPCProt st 0.14 0.11 0.15 0.12 0.52 0.55 CPCProtLstm 0.85 0.67 1.80 0.51
Table 2. Downstream evaluation using logistic regression and kNN Table 5. Downstream evaluation using linear regression and kNN
k-nearest-neighbours models (Top-1 accuracy). models for the protein engineering task of fluorescence (MSE and

Spearman’s p).

Secondary Structure
CB513 CASP12 TSI115

LR LR LR as baselines on most tasks; however, we use only 2% of
UniRep 0.66 0.80 0.70 the number of embedding parameters of the largest bench-
BERT 0.72 0.82 0.77 marked model, BERT (Rao et al., 2019) (Tables 1-5; Figure
CPCProt 0.61 0.80 0.68 .

CPCProtGry jarge ~ 0.62 0.80 0.69 . )
CPCProt; sty 0.62 0.80 0.69 For the fluorescence task, CPCProt achieves higher p and
lower MSE than other models for both a neural network fine-
Table 3. Downstream evaluation using logistic regression models. tuning head and most linear regression and kNN evaluations
Top-3 (Q3) accuracy is reported. (Tables 1, 5; Appendix B). For the secondary structure and
stability tasks, CPCProt achieves comparable performance
Stabilit with other neural network models, with a fraction of the

y
IR KNN number of parameters (Tables 1, 3, 4).

MSE p MSE »p For remote homology, when using a neural network for
UniRep 021 0.62 0.24 0.57 downstream evaluation, the difference in Top-1 accuracy
BERT 036 039 023 049 between CPCProt and other neural network models is more
CPCProt 034 055 018 0.51 drastic (Table 1); however, when using logistic regression
CPCProtgry farge  0.31  0.62  0.18  0.52 and kNN for downstream classification, this gap in accuracy
CPCProti sty 022 0.62 0.19 0.54 decreases (Table 2). As noted in Section 4.3, this is a highly

class-imbalanced and multi-class task, and sometimes a one-
Table 4. Downstream evaluation using linear regression and kNN shot problem for some classes in the Fold test set. This may
models for the protein engineering task of stability (MSE and  ¢ontribute to the failure of all embeddings to generalize to
Spearman’s p). the Fold test set even in the presence of labels, as well as the
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variability in changes to model performance when switching
from a neural network to a simpler classifier (Tables 1, 2).
As expected, as holdout test set distributions shift more from
the training data, performance deteriorates for all models
(Tables 1, 2).

Downstream Assessment is Inconsistent Using Different
Models For the purpose of using downstream tasks pri-
marily as a means to evaluate the quality of embeddings,
changing the downstream model used sometime result in
preferring different models (Tables 1, 2, 3, 4, 5), as does
using a different performance metric (i.e. MSE versus Spear-
man’s p for regression tasks) (Tables 4, 5, Appendix B). For
example, though CPCProt appear to generalize poorly to
the Fold test set for the remote homology task relative to
baselines using a neural network classifier head (Table 1),
it in fact outperforms both BERT and UniRep when using
a kNN classifier (Table 2). For fluorescence and stability,
which must capture fine-grained local effects, using a simple
linear regression or kNN model seem to better differenti-
ate performances of UniRep, BERT, and CPCProt variants
(Tables 4, 5).

For stability and fluorescence, performance improves when
using a finetuned neural network head for most embeddings,
potentially reflecting the non-linear interactions needed to
map local sequence effects to protein engineering measure-
ments (Tables 1, 4, 5). In contrast, for secondary structure,
finetuning with a higher capacity MLP actually decreases
Q3 accuracy. For example, for the CASP12 test set, using
a linear model instead of a MLP increases Q3 accuracy by
0.07 to 0.12 for BERT, UniRep, and CPCProt variants (Ta-
bles 1, 3). Note that the CASP12 test set consists only of 12
sequences, and the secondary structure training dataset is
also the smallest out of the tasks compared (Appendix C).

5.2. CPCProt Qualitatively Captures Protein Stability
Information without Supervised Training

th

As a motivating example to further “attribute responsibility
of downstream performance measurements to the pretrained
model and finetuning procedures, we leverage the ability for
t-SNE to preserve local neighbour information in high di-
mensions, and choose to examine the test set curated by Rao
et al. (2019) of the stability data from Rocklin et al. (2017).
The data was heldout to be from seventeen 1-Hamming
distance neighbourhoods away from seventeen candidate
proteins. Seventeen local structures cleanly emerge in the
t-SNE embeddings from the raw one-hot encoded sequences
alone (Figure 4). However, within each cluster of sequences
derived from the same candidate protein, sequences close
in stability are not assigned local neighbour relationships.
After embedding using CPCProt, proteins close in stabil-
ity measurements are also also close in t-SNE embedding
space within each cluster, despite having never seen labels

corresponding to stability during training. After updating
embeddings via supervised end-to-end finetuning with sta-
bility labels using a MLP head, some new local structures
emerge within clusters, though the ability for similarly stable
proteins to cluster near each other do not improve drastically.
This qualitatively suggests that the metrics presented in Ta-
ble 1 can be reasonably attributed to the ability for CPCProt
to capture implicit information about protein stability, de-
spite not having seen any labels from stability experiments
during training.

5.3. More Contrastive Learning Negative Samples Does
Not Improve Performance

Theoretically, the InfoNCE estimator requires a large num-
ber of negative samples to reduce variance (Poole et al.,
2019). Further, as formalized in Wang & Isola (2020), in
the limit of infinite negative samples, the InfoMax objec-
tive has the desirable property of directly optimizing for the
properties of alignment (similar samples are mapped to sim-
ilar locations in the latent space) and uniformity (features
preserve maximal information).

The standard practice, therefore, is that increasing the num-
ber of samples help performance, even at great computa-
tional costs. This has indeed yielded good results empiri-
cally (Hjelm et al., 2018; Tian et al., 2019; He et al., 2019;
Bachman et al., 2019; Wu et al., 2018; Chen et al., 2020),
However, in Saunshi et al. (2019), it is theoretically and
empirically shown that larger number of negative samples
may decrease downstream performance under certain con-
ditions. As previous literature points out (Tschannen et al.,
2019; Wang & Isola, 2020), this empirical and theoretical
disjoint in how the number of negative samples affect per-
formance render the success of using contrastive losses for
representation learning more mysterious.

In Figure 5, we compare performance on the 1NN Pfam
family prediction task (Section 4.1) for models pretrained
using different numbers of negative samples. Our results
corroborate the ideas in Saunshi et al. (2019) that down-
stream performance does not empirically improve with the
number of negative samples.

We also further explore the effect of choosing K. A larger
K necessitates that the model must learn information about
amino acid patches further away given the context at posi-
tion ¢t. We train six different models with different settings
of K, keeping all other hyperparameters consistent. On
the INN Pfam family prediction task, asking the model to
learn information about further away patches (i.e. larger K)
decrease downstream performance. This may be in part due
to the fact that a larger K increases the minimum sequence
length needed, and results in more sequences discarded. For
example, at K = 12, only Pfam sequences larger than 154
amino acids would be seen during training, which impacts
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One-Hot (Input) CPCProt Embedding (No Finetuning) CPCProt Embedding (After Supervised Finetuning)
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Figure 4. t-SNE visualization of proteins which are all 1-Hamming distance away from one of seventeen candidate proteins. Colors
denote stability measurement on a log,, scale. The data corresponds to test set curated in the TAPE benchmarks (Rao et al., 2019) for the
stability dataset from Rocklin et al. (2017).
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Figure 5. Downstream performance on a simple 1NN Pfam family classification task, using embedding models pretrained with different
hyperparameters. For all plotted models, the default hyperparameters are LR=0.0001, batch size=1024, and K=4, using the same
architecture as the 1.7M parameter CPCProt model. For reference, the performance of a randomly initialized CPCProt model and the 18M
parameter UniRep model is also plotted. (A) Examination of the effect of batch size. Since we draw N — 1 negative samples in-batch,
batch size is used as a proxy for the number of negative samples. (B) Examining the choice of K, that is, the number of “future” encoded
amino acid patches which the model must learn to distinguish, using the context at that position.

performance when classifying shorter Pfam sequences. 5.4. Importance of Using a Per-k Critic

One major difference between CPC and other InfoMax meth-
ods is that the information maximization signal is formu-
lated as an ordered autoregressive task (Hjelm et al., 2018),
and uses a different critic for each position of k. In Figure
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Figure 6. Comparison of accuracy on the contrastive task on the
validation set, for a randomly initialized and the final 1.7M param-
eter CPCProt model, reported for each position of ¢ + k (averaged
over all t € {tmin,tmin + 1,...,L: — K}). A random model
achieves the expected accuracy of % = ﬁ ~ 0.00098, illustrat-
ing the difficulty of the pretraining task.

6, the accuracy on the contrastive task at each position of
t + k for each k € {1,2,3,4} (averaged across all ) is
visualized.

As expected, it becomes more difficult distinguish latent
embeddings further away from the position from which
the context is derived. The ability for the final model to
solve this contrastive task is compared with a random model.
This also illustrates the non-triviality of the contrastive task,
which the model has learned to improve on after pretraining
has converged. A validation batch size of 1024 is used, and
the random model achieves roughly the expected accuracy

1 _ 1 o
of & = 1 ~ 0.00098.

6. Discussion

Relationship Between Pretrained Model Size and Down-
stream Performance Table 1 and Figure 1 show that
there is no clear connection between increasing the number
of parameters (in the pretrained model only) and down-
stream performance, contrary to the philosophy behind 567
million parameter NLP-inspired models for protein repre-
sentations (Elnaggar et al., 2020). This is true even for
variants of CPCProt, which were trained using the same
self-supervised objective.

The finding that CPCProt achieves comparable results

with less parameters may be a reflection of the over-
parameterization of existing protein embedding models in
the field, or of a unique benefit conferred by the contrastive
training. In any case, these results show that simply port-
ing large models from NLP to proteins is not an efficient
use of computational resources, and we encourage the com-
munity to further explore this relationship. As compared
to currently-available protein embedding models, we note
the suitability of CPCProt for downstream use-cases where
model size is a key concern.

Difficulties in Quantitatively Assessing Protein Embed-
dings Though we explore using the pretraining objective
(i.e. the contrastive accuracy) and a simple downstream
task which assesses the capturing of global information (i.e.
the 1NN Pfam family prediction task) to select hyperpa-
rameters for pretraining, we find that these performance
metrics do not correlate with downstream performance for
all tasks. This illustrates a difficulty of selecting pretraining
hyperparameters for embeddings.

Furthermore, as explored in Section 5.1, even with the avail-
ability of downstream task benchmarks and data, it is dif-
ficult to quantitatively assess embedding performance, as
results differ when using different models and performance
metrics (i.e. MSE vs p). In some cases, where downstream
accuracy is not the goal, it may be better use an embedding
which outperforms other models when assessed by a lin-
ear downstream model and has presumably has captured
more information, despite having a lower performance over-
all when compared to another model that provides better
initialization for an neural network finetuning head.

Moreover, it is difficult to attribute quantitative performance
on downstream tasks to the information captured by the
embedding, or to the supervised finetuning procedures. We
attempt to analyze this qualitatively in Figure 4. This is
made more difficult by the inconsistency in whether if en-
coder weights should be frozen during training. While some
works in contrastive learning freeze the encoder during fine-
tuning (Wang & Isola, 2020), which makes sense as a means
to directly evaluate the embeddings, large NLP embedding
models such as BERT typically update parameters end-to-
end (Devlin et al., 2018), as do protein models inspired by
these NLP models (Rao et al., 2019), which makes sense
as a means to evaluate the ability for these embeddings to
achieve optimal performance for a specific task of interest.

Thus, we hope to highlight that downstream tasks should
not be a definitive method to evaluate the goodness of an
embedding. However, they may be good proxies to examine
specific desiderata regarding global and local information
or out-of-distribution generalization, when evaluated using
a consistent protocol. Given the diversity of biological use
cases, focusing on capturing crucial global information for
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one use case (e.g. long-range contacts) could be counter to
another use case focused on highly localized effects (e.g.
variant effect prediction). Quantitative metrics of down-
stream performance should guide the choice of pretrained
embeddings in a case-by-case manner.

Limitations of CPC and In-Batch Negative Sampling
Though we apply the CPC method to proteins, there are
other representation learning methods which fall under the
InfoMax training scheme, which may also be applied to pro-
teins. Further, the choice of negative samples to approximate
the marginal distribution p(z’) affects the tightness of the
bound (Tschannen et al., 2019; Poole et al., 2019; Saunshi
et al., 2019). We choose negative samples in-batch for com-
putational efficiency, but a more rigorous examination of the
most apt negative sampling strategy for the protein modality
is needed. As noted in Tschannen et al. (2019), maximizing
MI does not always result in higher performance, and the
empirical performance of recent InfoMax works may be
due more to tuning the contrastive task and architecture. In
fact, other works empirically demonstrate a U-shaped rela-
tionship between I and downstream linear evaluation
performance (Tian et al., 2020). The relationship between
information maximization and good empirical results re-
mains to be investigated, and we hope that our empirical
examination of selecting the number of negative samples
and the size of the local embedding window can extend
beyond the protein modality.

7. Conclusion

In this work, we introduce CPCProt, which achieves compa-
rable downstream performance as existing protein embed-
ding models, at a fraction of the number of parameters. We
further compare the effects of using different pretraining
evaluation metrics and downstream models for evaluating
embeddings on protein-related tasks, and find that there is
poor consistency in how models compare against one an-
other, illustrating the difficulty in defining the “goodness”
of an embedding for biological use cases. In addition, we
empirically evaluate hyperparameters affecting contrastive
training for representation learning, and empirically corrob-
orate the theoretical result that additional negative samples
do not always improve performance (Saunshi et al., 2019).
In academic and industry settings where model size is a key
concern, CPCProt may be a desirable embedding method
as compared to other currently available methods, as it fits
easily on a single GPU, and achieves results in the same
neighborhood of performance as larger pretrained models.
We hope that this work can inform the development of other
embedding models for biological sequences, as well as con-
trastive representation learning methods beyond the protein
sequence modality.
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A. Evaluation Results for Pretraining Hyperparameter Selection

Pretraining Validation Dataset Downstream Tasks Validation Dataset
Contrastive INN Fluorescence | Stability Remote Secondary
Accuracy Homology | Structure
CPCProt 0.04 0.89 0.80 0.68 0.11 0.71
CPCProty stm 0.09 0.91 0.79 0.68 0.12 0.66
CPCProtGru large 0.05 0.93 0.72 0.67 0.10 0.69

Table 6. Results on evaluation metrics for selecting hyperparameters and architectures. The contrastive accuracy is the NCE task, using a
batch size of 1024, such that a random model achieves an expected accuracy of 0.00098. Our CPCProt;stm variant achieves the highest
contrastive accuracy of all evaluated models, while the CPCProtgru iarge Variant achieves the highest accuracy on the 1NN Pfam family
prediction task. We report models selected by metrics which do not depend on downstream tasks to avoid benchmark overfitting, and to
examine the effect of increasing the number of parameters on desired properties of embeddings. For reference, UniRep achieves 95%
accuracy on our 1NN Pfam family prediction task and dataset.
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B. Mean-Squared Error on Fluorescence Task, MLP Evaluation Protocol

MSE
BERT 0.22
Unirep 0.20
ResNet 3.04
LSTM 0.19
One Hot 2.69
CPCProt 0.14
CPCProtLSTM 0.10
CPCProtgry _large 0.10

Table 7. Mean-squared error of various embedding methods on the fluorescence task.
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C. Downstream Tasks Dataset Sizes

Test Dataset Size | Training Dataset Size

Fold 718

Remote Homology | Superfamily 1254 12312

Family 1272
CB513 513
Secondary Structure CASP12 21 8678

TS115 115

Stability 12851 53614

Fluorescence 27217 21446
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