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Abstract 

Rapid visual perception is often viewed as a bottom-up process. Category-preferred neural 

regions are often characterized as automatic, default processing mechanisms for visual inputs 

of their categorical preference. To explore the sensitivity of such regions to top-down 

information, we examined three scene-preferring brain regions, the occipital place area (OPA), 

the parahippocampal place area (PPA), and the retrosplenial complex (RSC), and tested 

whether the processing of outdoor scenes is influenced by the functional contexts in which 

they are seen. Context was manipulated by presenting real-world landscape images as if being 

viewed through a window or within a picture frame; manipulations that do not affect scene 

content but do affect one’s functional knowledge regarding the scene. This manipulation 

influences neural scene processing (as measured by fMRI): the OPA and PPA exhibited greater 

neural activity when participants viewed images as if through a window as compared to within 

a picture frame, while the RSC did not show this difference. In a separate behavioral 

experiment, functional context affected scene memory in predictable directions (boundary 

extension). Our interpretation is that the window context denotes three-dimensionality, 

therefore rendering the perceptual experience of viewing landscapes as more realistic. 

Conversely, the frame context denotes a two-dimensional image. As such, more spatially-

biased scene representations in the OPA and the PPA are influenced by differences in top-

down, perceptual expectations generated from context. In contrast, more semantically-biased 

scene representations in the RSC are likely to be less affected by top-down signals that carry 

information about the physical layout of a scene. 
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INTRODUCTION 

 While rapid visual perception is often considered as a primarily bottom-up process, it 

is well established that the processing of visual input involves both bottom-up and top-down 

mechanisms (Felleman and Essen, 1991; Lamme and Roelfsema, 2000; Fang et al., 2008; Kay 

and Yeatman, 2017). For example, the responses of the scene-selective network of category-

preferred brain regions are affected by top-down information regarding learned contextual 

associations (Bar and Aminoff, 2003). This network of regions, the parahippocampal/lingual 

region (PPA; Epstein and Kanwisher, 1998), the retrosplenial complex (RSC; Maguire, 2001), 

and the occipital place area (also known as the transverse occipital sulcus; OPA; Dilks et al., 

2013) appear to represent a wide variety of scene characteristics (reviewed in Epstein and 

Baker, 2019). This list of scene-relevant properties includes spatial layout, three-

dimensionality, landmark processing, navigability, environment orientation and retinotopic 

bias, scene boundaries, scene categories, objects within a scene, and the contextual associative 

nature of the scene (Levy et al., 2001; Janzen and Turennout, 2004; Bar et al., 2008; Henderson 

et al., 2011; Kravitz et al., 2011; Park et al., 2011; Auger et al., 2012; Harel et al., 2012; Nasr et 

al., 2012; Troiani et al., 2012; Aminoff and Tarr, 2015; Marchette et al., 2015; Park et al., 2015; 

Silson et al., 2015; Baldassano et al., 2016a; Cukur et al., 2016; Julian et al., 2016; Lowe et al., 

2017; Lescroat et al., 2019). 

One of the significant open questions regarding the representation of scene properties 

is how they come to be encoded; that is, to what extent are the associated neural responses 

driven by visual properties within scenes as opposed to non-perceptual high-level scene 

properties, such as learned functional properties1 and semantics? We address this question by 

exploring whether prior experience and expectations modulate scene-selective neural activity. 

We used fMRI to measure neural responses while participants viewed the otherwise 

identical outdoor scenes in two different contexts: in a window frame (WIN) or in a picture 

frame (PIC) (Fig. 1). We hypothesize that viewing scene images surrounded by a window 

invokes a more naturalistic context that is closer to the perceptual experience of real-world 

scene processing. More specifically, a window connotes that the scene is three-dimensional, 

navigable, and extends beyond the boundaries presented. In contrast, we hypothesize that 

viewing scene images surrounded by a picture frame invokes a less realistic context in which 

 
1	“Functional properties” denotes high-level knowledge of how a visual stimulus is used and how it interacts 
with the environment (including other objects and people).	
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the scene is viewed as a two-dimensional picture without extension beyond the frame. Based 

on these assumptions, we predict that the perception of a scene image will vary based on the 

context in which the image is situated. Under the assumption that the network of scene-

preferred brain regions (PPA, RSC, and OPA) subserve different computational functions, we 

also predict that these regions will respond differently from one another across the 

manipulation of scene context. Alternatively, if scene-preference is purely a function of scene 

content, one should predict no differences in responses across these regions.  

To further explore the effect of functional context, we examined how the picture 

frame versus window frame manipulation affects boundary extension – a well-documented 

distortion of scene memory (Intraub and Richardson, 1989). We hypothesize greater boundary 

extension for window-framed scenes as compared to picture-framed scenes as a consequence 

of the more realistic context connoted by windows. 

More broadly, the manipulation of functional context addresses the question of 

whether scene-preferred brain regions process category-relevant inputs in a primarily bottom-

up manner, or whether they are sensitive to top-down influences. At the same time, the pattern 

of neural modulation across different scene-preferred brain regions adds to our understanding 

of the different functional roles for each. 

 

 
Figure 1. Sample stimuli showing the same scenes in both the Picture Frame (PIC) and the Window Frame 

(WIN) conditions. See Materials and Methods for more information.  

METHODS 

fMRI Experiment 

Participants: Eighteen individuals participated in this experiment; seventeen were 

included in the analysis (mean age 23.6, range 18-30; 8 females/9 males; 1 left-handed). One 

participant was removed from the analysis due to extremely poor performance, indicative of 
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falling asleep (missing 22% of the repeated trials in a trivial 1-back task). All participants had 

normal, or corrected-to-normal vision, and were not taking any psychoactive medication. 

Written informed consent was obtained from all participants prior to testing in accordance 

with the procedures approved by the Institutional Review Board of Carnegie Mellon 

University. Participants were financially compensated for their time. 

Stimuli: The main experiment included 120 outdoor scenes, including both manmade 

outdoor scenes such as a garden patio, as well as natural landscapes such as a mountain range. 

A majority of the stimuli were found and obtained through Google Image Search. There were 

two versions of each scene: one within the context of a window frame (WIN), and the other 

within the context of a picture frame (PIC); see Figure 1.  

A pool of 13 window frames and 13 picture frames was used across the 120 scenes. 

Each scene presented within the frame subtended 5.5° of visual angle and the average extent 

of the frames was 9° with .68° (WIN) and .61° (PIC) standard deviations across the different 

frame exemplars. The frames were set against a grey rectangular background that subtended 

10° of visual angle – the remainder of the screen background was black.  

Stimuli in the localizer experiment included 60 scenes (outdoor and indoor, non-

overlapping with the stimuli used in the main experiment); 60 weak contextual objects (Bar 

and Aminoff, 2003); and 60 phase-scrambled scenes. Phase-scrambled scenes were generated 

by running a Fourier transform of each scene image, scrambling the phases, and then 

performing an inverse Fourier transform back into the pixel space. All stimuli were presented 

at a 5.5° visual angle against a grey background. 

Procedure: During fMRI scanning, images were presented to the participants via 24” 

MR compatible LCD display (BOLDScreen, Cambridge Research Systems LTD., UK) located 

at the head of the bore and reflected through a head coil mirror to the participant. There were 

two functional runs in the WIN/PIC experiment. Functional scans used a blocked design 

alternating WIN blocks and PIC blocks with fixation in between. The order of the blocks was 

balanced both across and within participants. Each functional scan began and ended with 12 s 

of a white fixation cross (“+”) presented against a black background. Images were presented 

for 750 ms with a 250 ms ISI. Each block contained 10 unique images and 2 repeated images, 

for a total block duration of 12 s. Each run consisted of six blocks per condition. There were 

10 s of fixation between task blocks. Participants performed a 1-back task where they pressed 

a button if the picture immediately repeated, two per block. Each run presented all 120 stimuli, 
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60 presented in the WIN condition, and 60 presented in the PIC condition. The second run 

presented all 120 stimuli again, but with the presentation condition (PIC or WIN) swapped. 

The condition in which a stimulus was presented first was balanced across participants.  

Most participants had two functional localizer runs (two participants had only one run 

due to time constraints) to functionally define scene-preferred regions 2 . Localizer runs 

consisted of three conditions: scenes, objects, and phase-scrambled scenes. These runs began 

and ended with 12 seconds of a black fixation cross (“+”) presented against a grey background. 

Each run had four blocks per condition. Images were presented for 800 ms, with 200 ms ISI, 

with the exception that the first stimulus in each block other than the first block was presented 

for 2800 ms. Each block contained 12 unique images with 2 repeated images, for a total block 

duration of 14 s for the first block, and 16 s thereafter due to the longer presentation of the 

first stimulus. There were 10 s of fixation between task blocks. Participants performed a 1-

back task where they pressed a button if the picture immediately repeated, two per block. The 

localizer runs occurred after the WIN/PIC functional runs.  

fMRI data acquisition: Functional MRI data was collected on a 3T Siemens Verio MR 

scanner at the Scientific Imaging & Brain Research Center at Carnegie Mellon University using 

a 32-channel head coil. Functional images were acquired using a T2*-weighted echoplanar 

imaging multiband pulse sequence (69 slices aligned to the AC/PC, in-plane resolution 2mm 

x 2mm, 2mm slice thickness, no gap, TR = 2000ms, TE = 30ms, flip angle = 79°, Multi-band 

acceleration factor = 3, field of view 192mm, phase encoding direction A>>P, ascending 

acquisition). Number of acquisitions per run was 139 for the WIN/PIC runs, and 162 for the 

scene localizer. High-resolution anatomical scans were acquired for each participant using a 

T1-weighted MPRAGE sequence (1mm x 1mm x 1mm, 176 sagittal slices, TR = 2.3s, TE = 

1.97ms, flip angle = 9°, GRAPPA = 2, field of view = 256). A fieldmap scan was also acquired 

to correct for distortion effects using the same slice prescription as the EPI scans (69 slices 

aligned to the AC/PC, in-plane resolution 2mm x 2mm, 2mm slice thickness, no gap, TR = 

724ms, TE1 = 5ms; TE2 = 7.46ms, flip angle = 70°, field of view 192mm, phase encoding 

direction A>>P, interleaved acquisition). 

fMRI data analysis: All fMRI data were analyzed using SPM12  

 
2	The participants of this study were also part of a study discussed in Yang et al., 2019 and thus the localizer 
data used here is common with the localizer data described in that paper.  
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(http://www.fil.ion.ucl.ac.uk/spm/software/spm12/). All data were preprocessed to correct 

for motion, and to unwarp for geometric distortions using the fieldmap scan acquired. Data 

were smoothed using an isotropic Gaussian kernel (FWHM = 4mm). Only data used for the 

group average activation maps were normalized to the MNI template. Otherwise data used 

were in native space (i.e., all region of interest analyses). The data were analyzed as a block 

design using a general linear model and canonical hemodynamic response function. A high 

pass filter using 128 s was implemented. The six motion parameter estimates that output from 

realignment were used as additional nuisance regressors. An autoregressive model of order 1 

(AR(1)) was used to account for the temporal correlations of the residuals. For the whole brain 

analysis in the group average, the contrasts were passed to a second-level random effects 

analysis that consisted of testing the contrast against zero using a voxel-wise single-

sample t-test. All group averaged activity maps are whole brain analysis using an FDR 

correction of q = .05. For visualization purposes these average maps were rendered onto a 3D 

inflated brain using CARET (Van Essen et al., 2001).  

 All regions of interests (ROI) analyzed were defined and extracted at the individual 

level using the MarsBaR toolbox (http://marsbar.sourceforge.net/index.html) and analyzed 

in native space. Scene-preferred regions (PPA, RSC, and OPA) were functionally defined using 

the contrast of scenes greater than the combined conditions of objects and phase-scrambled 

scenes from the localizer runs. Typically, a threshold of FWE p < .001 was used to define the 

set of voxels.  

 

Behavioral Experiment 

 Participants: Thirty-seven individuals participated in the behavioral experiment 

examining boundary extension. Data from thirty-six individuals were included in the analysis, 

one participant was removed due to a technical error related to which buttons were pressed. 

The participants were undergraduates at Fordham University who were either paid for their 

participation or received course credit (mean age 20.0, SD 1.36, range 18-22; 28 females/7 

males; 4 left-handed). Written informed consent was obtained from all participants prior to 

testing in accordance with the procedures approved by the Institutional Review Board of 

Fordham University. 

 Stimuli: The stimuli for this experiment were 200 unique scenes which included the 

120 scenes used in the fMRI experiment as well as an additional 80 outdoor scenes added to 
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increase the total number of trials. As in the fMRI experiment, there were two formats for 

each scene: one within the context of a window frame (WIN) and the other in the context of 

a picture frame (PIC). The same pool of window frames and picture frames from the fMRI 

experiment was applied to the 80 new pictures. Pictures were divided into two groups of 100 

scenes, Group A and Group B. Images were presented to the participants on a 27” iMac using 

Psychtoolbox (Brainard, 1997) and MatLab (MathWorks, Natick, MA).  

 Procedure: Participants were instructed to attempt to memorize all of the scenes 

presented in the experiment. In the Study phase, a single scene image was presented on each 

trial and participants judged whether there was water in the picture. Each trial was comprised 

of a white fixation cross presented against a gray background for 250 ms, a scene presented 

for 250 ms, and a repeat of the fixation cross for 250 ms. Following the second fixation cross, 

participants viewed a response screen showing: “(b) Water        (n) No Water”. Participants 

had up to 2500 ms to respond with the appropriate key press (b or n). Immediately after the 

participant responded, the next trial started. Trials were broken into blocks of 25 trials, 

between which participants were offered a break. Each block consisted of pictures from a 

single condition, either PIC or WIN. Condition order alternated, starting with the WIN 

condition. Group A stimuli were presented in the WIN condition, and Group B stimuli were 

presented in the PIC condition. After 200 trials – a total of 8 blocks, 4 from each condition, - 

participants’ memory for the scenes was tested. In the Test phase, a fixation cross was 

presented for 250 ms followed by a picture of a scene shown during the Study phase, except 

without a frame. Participants judged whether the scene was identical to the version they had 

seen at study (absent the frame), was zoomed in (i.e., closer) relative to the version they had 

seen at study, or zoomed out (i.e., wider) relative to the version they had seen at study. 

Participants responded on a five-point scale: “very close”, “close”, “same”, “wide”, “very 

wide”. The response screen was self-paced. After participants judged the amount of “zoom”, 

they rated their confidence on a three-point scale: “Sure”, “Pretty Sure”, or “Don’t Remember 

Picture”. This screen was self-paced as well. Trials were broken into blocks of 25 trials and, as 

before, each block consisted of pictures from a single condition, either PIC or WIN. All scenes 

presented in the Test phase were actually shown with the same boundaries as presented in the 

Study phase – that is, with no zoom in or out. Thus, the correct answer was always “same”. 

After the 200 test trials, participants were presented with another 200 study and 200 test trials 

using the same 200 scenes, but appearing in the opposite condition at study as compared to 
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the first Study/Test session. Here, the Group A stimuli appeared in the PIC condition, and 

Group B stimuli appeared in the WIN condition. The condition order again alternated across 

blocks, but here, starting with the PIC condition. Although presentation order was 

randomized for both sessions, a technical bug resulted in the stimuli and order of conditions 

not being balanced across conditions. See Results for detailed analysis demonstrating that this 

error did not affect the results.  

 Responses at test were converted to an integer score from -2 to +2 (corresponding to: 

very close, close, same, wide, very wide), where positive values denote when participants 

perceived the scene at test to be wider than they remembered seeing it at study (i.e., boundary 

contraction),  zero represents no change from study to test, and negative values denote when 

participants perceived the scene at test to be closer than they remembered seeing it at study (i.e., 

boundary extension). Scores were summed across all test trials separately for the WIN and 

PIC conditions. Responses with reaction times exceeding three standard deviations from the 

participant’s mean were considered outliers and removed from the analysis. A t-test – 

WIN/PIC – was performed on these summed scores. A second analysis was run based on the 

confidence of the participant. If the participant responded “Don’t remember picture” that trial 

was removed from the analysis to ensure any effects arose from the frame context 

manipulation and not a failure of memory. 

 

RESULTS 

fMRI Experiment 

 We hypothesized that the picture frame (PIC) versus the window frame (WIN) context 

manipulation would give rise to different top-down driven inferences – reflected in responses 

in scene-preferred brain regions – about the nature of the viewed scene. Neural responses 

were measured using fMRI in a block design and we performed a whole brain analysis 

comparing the BOLD activity elicited by WIN versus PIC blocks. This comparison revealed 

no voxel responses with larger magnitudes for the PIC as compared to the WIN condition 

(FDR threshold at q = .05). In contrast, there were many voxel responses of larger magnitude 

for the WIN as compared to the PIC condition. These voxels were located within the dorsal 

visual stream, within the occipital cortex, and within the parietal cortex, close to the inferior 

portion (Fig. 2).  
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Figure 2. Whole brain analysis examining activity elicited for scenes in Window frames (WIN) as compared to the 

activity for scenes in Picture Frames (PIC). 

 We next examined how our context manipulation affects different scene-preferred 

brain regions (Fig. 3). An independent functional localizer was used to define regions of 

interest (ROI) commonly observed to be selective for scene processing – the PPA, RSC, and 

OPA. An ANOVA with ROI x Hemisphere x Condition as factors revealed a significant main 

effect of Condition with WIN eliciting more activity than PIC (F(1,16) = 11.83, p < .003, hp
2 

= .425). There was also a main effect of ROI (F(2,32) = 85.02, p < 1.57 x 10-13 , hp
2 = 0.842), 

with the PPA showing the highest magnitude response (2.3 parameter estimate) as compared 

to either the OPA (1.9 parameter estimate, p <.001 in planned comparisons) or the RSC (0.89 

parameter estimate, p < .0001); the OPA response was also significantly higher than the RSC 

response (p < .0001). The effect of Hemisphere was significant with the right hemisphere 

eliciting more activity than the left hemisphere (F(1,16) = 19.07, p < .0005, hp
2 = 0.544). There 

was also a significant interaction between ROI x Condition (F(2,32) = 10.95, p < .0003, hp
2 = 

.407). Pairwise ROI x Condition comparisons revealed that this interaction was driven by 

significant differences between both the PPA and OPA as compared to the RSC (PPA vs. 

RSC F(1,16) = 21.26, p < .0003, hp
2 = 0.571; OPA vs RSC F(1,16) = 15.09, p < .001, hp

2 = 

0.485). There was no significant effect when comparing the PPA to the OPA (F(1,16) = 0.080, 

p > .78, hp
2 = .005). No other interactions were significant. 
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Figure 3: Region of interest analyses for both the group average (A) and individual participants (B). WIN condition 
= black; PIC = grey. 
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To explore the effect of the context manipulation within each specific scene-preferred 

region, we ran separate ANOVAs for each ROI (Hemisphere x Condition). In the PPA there 

was a significant main effect of Condition (F(1,16) = 12.45, p < .003, hp
2 = .438), with WIN 

eliciting significantly more activity than PIC. There was also a significant difference in 

Hemisphere (F(1,16) = 17.72, p < .001, hp
2 = .526), with the right hemisphere showing more 

activity than the left hemisphere. The interaction was not significant (p > .9). In the OPA there 

was a significant main effect of Condition (F(1,16) = 33.71, p < .00003, hp
2 = .678), with WIN 

eliciting significantly more activity than PIC. Neither the main effect of Hemisphere nor the 

Hemisphere x Condition interaction were significant (p’s > .15). In the RSC there was no 

significant main effect of Condition (p > .24), nor any interaction between Hemisphere x 

Condition. However, there was a main effect of Hemisphere, with the right hemisphere 

response being greater than the left hemisphere response (F(1,16) = 11.27, p < .004, hp
2 = 

.413). 

Presentation order effects were explored by comparing Runs 1 and 2 – where the same 

scene images appeared in different contexts. An ANOVA for each ROI was run with 

Hemisphere x Condition x Run as factors. Suggesting that order made no difference in neural 

responses, the main effect of Run was insignificant for each ROI (p’s > .18 hps
2 < .11), as was 

the interaction between Condition and Run (p’s > .14, hps
2 < .14). The interaction of 

Hemisphere by Run was not significant in the RSC (p > .68, hps
2 < .01), was marginally 

significant for the PPA (p < .07, hps
2 < .19), and was significant in the OPA (p < .02, hps

2 < 

.31). The overall pattern does show greater activity in Run 1 as compared to Run 2, which is 

consistent with adaptation to the stimuli, regardless of condition. However, we found this 

effect to be modulated by hemisphere. In the PPA the effect of adaptation was marginally 

greater in the left hemisphere than in the right hemisphere (Run 1 minus Run 2: LH 0.14; RH 

0.05). In the OPA adaptation was again observed in the left hemisphere (LH 0.11), however, 

in the right hemisphere there was slightly greater activity in Run 2 compared to Run 1 yielding 

the significant interaction (RH -0.02). The three way interaction of Hemisphere x Condition x 

Run was not significant (PPA, p < .94, hps
2 < .0; RSC, p < .34, hps

2 < .06; OPA, p < .07, hps
2 < 

.2). 
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A significant hemisphere effect was found in a number of our analyses. However, our 

main manipulation of interest – WIN versus PIC – did not interact with hemisphere. However, 

our results do reflect a preference for scene processing in the right hemisphere – an effect that 

is difficult to compare to prior findings in that many studies examining scene-selectivity 

collapse across hemispheres without statistical support. As such, the pervasiveness of this 

hemispheric effect is unknown. We suggest several reasons for observing a hemispheric 

difference in our study. First, the left hemisphere may preferentially process high spatial 

frequencies whereas the right hemisphere may preferentially process low spatial frequencies 

(for review see Kauffman et al., 2014). Low spatial frequencies have a unique role in the rapid 

processing of contextual and scene information (Oliva and Torralba, 2001; Bar 2004; Greene 

and Oliva, 2009). Second, the right hemisphere may be biased towards perceptual properties 

of a scene, whereas the left hemisphere may be biased towards conceptual information (van 

der Ham et al., 2011, Stevens et al., 2012). However, this difference would not seem to be able 

to account for why, in our study, scene processing recruits the right hemisphere preferentially, 

in that the performing the 1-back task would seem to recruit both perceptual and conceptual 

information in that both levels of description are relevant to judging whether one images 

matches another.  

 

Behavioral Experiment 

 Our neuroimaging results suggest that window frames render scene images more 

“scene-like” – that is, perceived as more realistic. Under this view, we predict that this effect 

should manifest in behavioral measures of scene perception. For example, boundary extension 

is phenomena where observers remember scenes with wider boundaries (i.e., more zoomed 

out) than what was originally experienced (Intraub and Richardson, 1989). The boundary 

extension phenomenon is held to be a specific to scene memory (for alternative account, see 

Bainbridge and Baker, 2020). Here, on the basis of the assumed differences between the 

window and picture frame contexts, we hypothesized a larger boundary extension effect for 

scenes presented in windows than for scenes presented in picture frames. This context 

manipulation – the same as used in our fMRI experiment – was included during the Study 

phase of this experiment. During the subsequent Test phase, the same scenes were presented 

without any frame and participants’ memory was probed via reports as to whether each scene 
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was identical (minus the frame) to its presentation at study, zoomed in (i.e., closer), or zoomed 

out (i.e., wider). 

 Across both study contexts, participants remembered the scene at test as being closer 

than what was actually presented at study (i.e., boundary extension; 32% of the trials) more 

often than the scene at test being further than at study (i.e., boundary contraction; 23% of the 

trials) – a significant difference, t(35) = 3.3, p < .002. Relevant to our hypothesis, participants 

more often remembered that scenes in the WIN condition were closer at test relative to scenes 

in the PIC condition (35% v. 30% of test trials; Figure 4). To measure this bias in scene 

memory we computed an average based on the integer values assigned to each response (see 

Methods): the bias score for the WIN condition was -0.14, while the bias score the PIC 

condition was -0.08 (Figure 4). This difference in memory bias indicates that participants were 

more likely to remember the WIN scenes as wider compared with PIC scenes, t(35) = 2.85, p  

< .007. We also examined the bias removing any trials in which the participants responded 

“Don’t remember picture” in their confidence judgment. Again we observed a difference in 

memory bias: the bias score for the WIN condition was -0.15, while the bias score for the PIC 

condition was -0.09, t(35) = 2.96; p < .006. These results support our prediction that scenes in 

a window frame context will elicit a greater boundary extension effect – consistent with the 

greater scene-selective neural responses observed in our fMRI study.    

 
Figure 4: Boundary Extension results. A) Percent of trials at test the participants thought the test image was 
closer, the same as, or wider than the study image. B) The average converted bias scores where negative 
denotes that responses were biased to remember the test image as closer than what was actually presented at 
study.  

Presentation order effects were explored by comparing the two Study/Test sessions 

where the same scene images appeared in counterbalanced contexts. The main effect of 

session was not significant, F(1,35) = 1.159, p = .289; hp
2 = .032, the main effect of condition 
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was significant (PIC or WIN), F(1,35) = 8.808, p < .007, hp
2 = .188, and there was a significant 

interaction, F(1,35) = 14.23, p < .001, hp
2 = .289. This interaction reflects similar boundary 

extension across conditions in the first session (WIN = -.13, PIC = -.14), whereas in the 

second session there was stronger boundary extension for the WIN condition (WIN = -.16, 

PIC = -.02). 

As mentioned in the Methods, a technical error meant that the stimuli were not 

balanced across sessions. In order to examine whether this drove the observed interactions, 

we performed an item analysis to investigate whether specific scenes consistently elicited 

greater boundary extension regardless of condition. In this item analysis, we replicated the 

overall effect of boundary extension across all stimuli and all conditions: mean = -.11, t(199) 

= -4.15, p < .00005, as well as a greater boundary extension effect in the WIN condition as 

compared to the PIC condition (WIN = -.14, PIC = -.08; t(199) = 2.969, p < .003). To rule 

out an effect driven by specific scenes, we compared the boundary extension of Group B – 

presented in the second session in the WIN condition – with Group A. When collapsing across 

the PIC and WIN conditions, both Groups A and B showed an overall boundary extension 

effect (A = -.08, B = -.15; no significant difference, t(99) = 1.438, p = .15) indicating that our 

observed context manipulation effects were not the result of any imbalance in which scenes 

appeared in which condition, but rather the result of the manipulation itself.  

 

DISCUSSION 

 Rapid scene understanding is often construed as a feedforward process in which 

category-preferred neural substrates are mandatorily recruited. At the same time, there is clear 

evidence for high-level properties influencing scene perception (Biederman 1981, Biederman 

et al., 1982). We built on the idea of high-level knowledge influencing scene processing by 

asking whether the functional context in which a given scene is viewed (as opposed to the 

scene content in and of itself) affects scene perception. To address this question, we examined 

whether there is a difference in scene-selective neural responses when viewing a scene as if 

through a window as compared to as if placed in a picture frame. We found that two scene-

preferring regions of the brain, the OPA and PPA, respond differently when otherwise 

identical scenes are viewed in these two contexts. Consistent with the conception of these 

brain regions as supporting real-world scene understanding, the more ecologically-valid 

context, through a window, elicited stronger neural responses as compared to the more 
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artificial context, in a picture frame. These results support the proposal that high-level, top-

down knowledge – even extraneous to the scene content – influences scene processing. We 

posit that this effect arises as a result of the window context triggering a set of task-related 

expectations with respect to scenes that, through feedback connections, modulate the manner 

in which the visual system processes incoming scene information.  

 To better understand the functional impact of this neural processing difference in 

behavior, we examined how viewing scenes in windows and picture frames affects scene 

memory. More specifically, we explored whether boundary extension, a memory phenomenon 

associated with scene processing in which observers tend to remember scenes as wider than 

as actually presented, would be modulated by functional context. We predicted that boundary 

extension would be greater for those scenes presented in window frames relative to scenes 

presented in picture frames due to the more ecologically-valid context afforded by windows. 

Our results were consistent with this prediction, demonstrating stronger boundary extension 

for scenes appearing in a window. Overall, we find support for the view that the functional 

context in which we view scenes can alter the perceived realism of those scenes, thereby 

influencing the manner in which they are perceptually processed – an effect seen in both the 

magnitude of scene-preferred neural responses and the level of distortion of scene memories. 

These effects indicate that some aspects of both behavioral and neural scene processing are 

neither mandatory nor automatic.   

More broadly, scene-selective brain regions and mental processes are not simply 

responding to inputs that fall within their preferred domain. Instead, scene-preferred 

responses reflect some interplay between bottom-up and top-down information, including the 

associations/expectations that observers have formed about visual categories over their 

lifetimes. We posit that the responses of other category-preferred regions similarly reflect both 

feedforward and feedback processing (e.g., Yi and Chun, 2005; Kok et al., 2013; Cukur et al., 

2016; Kaiser et al., 2016; Brandman et al., 2016; Vaziri-Pashkam and Yu, 2017; Hebart et al., 

2018). 

 We next turn to ask why the OPA and the PPA, but not the RSC, are sensitive to 

functional context. How might we account for higher neural responses for the window frame 

context as compared to the picture frame context for these two regions? Recent reports 

indicate that scene selectivity within the OPA reflects the processing of spatial properties. For 

example, the OPA was found to preferentially process scene boundaries and geometry relative 
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to other properties such as landmarks (Julian et al., 2016). The OPA has also been found to 

process not just spatial information per se, but spatial information that carries associative 

content (i.e., explicit coding of spatial relations within a scene and their relevance to a broader 

context; Aminoff and Tarr, 2015). Under this view, spatial properties such as boundaries not 

only help define a scene as a scene, but also provide task-relevant information as to how an 

observer might navigate within their perceived environment. Reinforcing this claim, the OPA 

has also been associated with the position of the observer within an environment (Sulpizio et 

al., 2018) and with navigational affordances – information about where one can and cannot 

move in a local environment (Bonner and Epstein 2017). 

At an even finer grain, there is evidence that the OPA is not a singular functional area, 

but is actually comprised of at least two distinct functional regions: the OPA and the caudal 

inferior parietal lobule (cIPL). Baldassano and colleagues (2016b) argue that the OPA is tied 

to perceptual systems, whereas the cIPL is tied to memory systems. While our functional ROIs 

did not distinguish between the OPA and cIPL, our whole brain analysis suggests that higher 

responses for the window frame context were localized to more dorsal regions that may 

include or overlap with the cIPL. We posit that the activation observed in these regions may 

be related to expectations arising from top-down information derived from memories of 

viewing scenes through windows. Such expectations facilitate task-related scene processing by 

biasing the observer to scene properties relevant to the local environment, for example, 

navigational affordances or scene boundaries. Supporting this view, in our behavioral 

experiment we observed a boundary extension effect – remembering scene images with wider 

boundaries than were originally presented – when scene images were placed within a window 

frame. One possibility is that the perception and representation of scenes with wider 

boundaries may account for some of the differential activity we observe within the OPA. 

As with the OPA, we observed that a second scene-preferred region, the PPA, is also 

sensitive to functional context. The PPA is sensitive to high-level associative scene content 

(Rauchs et al., 2008; Peters et al., 2009; Cant and Goodale et al., 2011; Diana et al., 2012; 

Troiani et al., 2012; Aminoff et al., 2013; Megevand et al., 2014; Marchette et al., 2015; Aminoff 

and Tarr, 2015). We speculate that the larger neural responses observed for the window frame 

context reflect stronger associations arising from the more realistic nature of the experience. 

That is, scenes viewed through windows are more likely to be perceived as “real” scenes and 

therefore more likely to prompt the kinds of associations one experiences in day-to-day life. 
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In contrast, scenes viewed within picture frames are understood to be depictions of scenes 

and less likely to be perceived as real. To the extent that the PPA is involved in bringing 

associative content, including associations, experiences, and expectations, to bear in scene 

perception, the more likely it is that the PPA will be engaged to a greater extent for the window 

frame context. 

One caution is that, in our whole brain analysis, the PPA did not demonstrate 

significant differential activity across context conditions. One possibility is that this lack of an 

effect may be a consequence of individual differences as to where within the PPA any 

differential activity was elicited. The PPA processes information differentially based on type 

of information – spatial information is biased to posterior regions, whereas non-spatial 

information is biased to anterior regions (Aminoff et al., 2007; Aminoff and Tarr, 2015; 

Baldassano et al., 2016b). Across individuals the difference between context conditions may 

be driven more by differences in the perception of the spatial properties of the scene and 

therefore recruit more posterior regions of the PPA, whereas in other individuals the 

difference may be driven more by functional properties and semantics of the scene (e.g., 

viewing a picture vs. being within the scene) and recruit more anterior regions of the PPA.  

Finally, another scene-preferring region, the RSC, did not show any effects of our 

context manipulation. The RSC is believed to process non-perceptual aspects of scenes that 

are involved in defining higher-order properties such as strong contextual objects (Bar and 

Aminoff, 2003; Aminoff and Tarr, 2015), landmarks (e.g., Auger et al., 2012), or abstract, 

content-related episodic and autobiographical scene memories (Baldassano et al. 2016b, 

Aminoff et al. 2008, Addis et al., 2007). Reinforcing the idea that the RSC is involved in more 

abstract aspects of scene processing, RSC responses to scenes are typically tolerant of shallow 

manipulations of the stimulus (Mao et al., 2017). Similarly, the RSC generalizes across multiple 

views (e.g., Park and Chun, 2009), including indoor and outdoor views specific places 

(Marchette et al., 2015). Such findings suggest that the RSC processes scenes abstracted away 

from their physical properties, that is, in terms of scene content and how this content relates 

to high-level properties of scenes encoded in memory. Given that our context manipulation 

focused on task-relevant inferences regarding scene structure, but not scene content, the lack 

of an effect of functional context in the RSC is consistent with this characterization. That is, 

irrespective of how one might interact with a scene, its high-level identity remains constant. 
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In summary, we demonstrate that top-down information modulates both the way the 

OPA and PPA process and represent scenes and how observers remember scenes. In contrast, 

the RSC appears to be independent of this process, encoding a high-level representation of 

scene content that is not influenced by presentation context. Such results add to our 

understanding of the different roles of the OPA, PPA and RSC in scene processing. More 

generally, our results demonstrate that responses in category-preferred brain regions do not 

arise solely from the processing of inputs within their preferential domains, but rather integrate 

high-level knowledge into their processing. Both feedforward and feedback pathways appear 

to play an important role in categorical perception, and, in particular, in the specific neural 

substrates that support scene understanding. 

 

References 

Aminoff EM, Kveraga K, Bar M (2013) The role of the parahippocampal cortex in cognition. 
Trends Cogn Sci 17:379-390. 

 
Aminoff EM, Tarr MJ (2015) Associative processing is inherent in scene perception. PLoS 

One 10:e0128840. 
 
Auger SD, Mullally SL, Maguire EA (2012) Retrosplenial cortex codes for permanent 

landmarks. PLoS One 7:e43620. 
 
Bainbridge, WA, Baker, CI (2020). Boundaries Extend and Contract in Scene Memory 

Depending on Image Properties. Curr Biol, 30(3): 537-543. 
 
Baldassano C, Fei-Fei L, Beck DM (2016a) Pinpointing the peripheral bias in neural scene-

processing networks during natural viewing. J Vis 16:9. 
 
Baldassano C, Esteva A, Fei-Fei L, Beck D (2016b) Two distinct scene processing networks 

connecting vision and memory. eNeuro 3:1-14. 
 
Bar M, Aminoff EM (2003) Cortical analysis of visual context. Neuron 38:347-358. 
 
Bar M (2004) Visual objects in context. Nat Rev Neurosci 5:617-629. 
 
Bar M, Aminoff E, Schacter DL (2008) Scenes unseen: the parahippocampal cortex 

intrinsically subserves contextual associations, not scenes or places per se. J Neurosci 28: 
8539-8544. 

 
Biederman I (1981) On the semantics of a glance at a scene. In: Perceptual organization (Kubovy 

M, Pomerantz JR, Eds), pp213- 253. Hillsdale, NJ: Erlbaum.  
 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 10, 2020. ; https://doi.org/10.1101/2020.10.09.334102doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.09.334102
http://creativecommons.org/licenses/by-nc-nd/4.0/


                                         Aminoff & Tarr, Functional Context & Scenes, p. 20 

Biederman I, Mezzanotte RJ, Rabinowitz JC (1982) Scene perception: Detecting and judging 
objects undergoing relation violations. Cogn. Psychol. 14: 143-177. 

 
Bonner MF, Epstein RA (2017) Coding of navigational affordances in the human visual 

system. Proc Natl Acad Sci 114:4793-4798. 
 
Brainard, DH (1997) The Psychophysics Toolbox, Spatial Vision 10:433-436. 

Brandman T, Peelen MV (2017) Interaction between Scene and Object Processing Revealed 
by Human fMRI and MEG Decoding. J Neurosci 37:7700-7710. 

Cant JS, Goodale MA (2011) Scratching beneath the surface: New insights into the functional 
properties of the lateral occipital area and parahippocampal place area. J Neurosci 
31:8248-8258. 

Çukur T, Nishimoto S, Huth AG, Gallant JL (2013) Attention during natural vision warps 
semantic representation across the human brain. Nat Neuro 16: 763-770. 

Çukur T, Huth AG, Nishimoto S, Gallant JL (2016) Functional Subdomains within Scene-
Selective Cortex: Parahippocampal Place Area, Retrosplenial Complex, and Occipital 
Place Area. J Neurosci 36:10257-10273. 

Diana RA, Yonelinas AP, Ranganath C (2012) Adaptation to cognitive context and item 
information in the medial temporal lobes. Neuropsychologia 50:3062-3069. 

  
Dilks DD, Julian JB, Paunov AM, Kanwisher N (2013) The occipital place area is causally and 

selectively involved in scene perception. J Neurosci 33:1331-1336. 
 
Epstein R, Kanwisher N (1998) A cortical representation of the local visual environment. 

Nature 392:598-601. 
 
Epstein RA, Baker CI (2019) Scene perception in the human brain. Annu Rev Vis Sci 5:1-25. 
 
Felleman DJ, Van Essen DC (1991) Distributed hierarchical processing in the primate cerebral 

cortex. Cereb Cortex 1:1-47. 
  
Fang F, Boyaci H, Kersten D, Murray SO (2008) Attention-dependent representation of a size 

illusion in human V1. Curr Biol 18:1707-1712 . 
 
Greene MR, Oliva A (2009) Recognition of natural scenes from global properties: Seeing the 

forest without representing the trees. Cogn Psychol 58:137-176.  
 
Harel A, Kravitz DJ, Baker CI (2012) Deconstructing visual scenes in cortex: Gradients of 

object and spatial layout information. Cereb Cortex 23:947-957. 
 
Hebart MN, Bankson BB, Harel A, Baker CI, Cichy RM (2018) The representational dynamics 

of task and object processing in humans. Elife 7: e32816. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 10, 2020. ; https://doi.org/10.1101/2020.10.09.334102doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.09.334102
http://creativecommons.org/licenses/by-nc-nd/4.0/


                                         Aminoff & Tarr, Functional Context & Scenes, p. 21 

 
Henderson JM, Zhu DC, Larson CL (2011) Functions of parahippocampal place area and 

retrosplenial cortex in real-world scene analysis: An fMRI study. Vis Cogn 19:910-927. 
 
Intraub, H, Richardson, M (1989) Wide-angle memories of close-up scenes. J Exp Psychol: 

Learn Mem Cogn 15: 179-187 
 
Janzen G, Turennout M Van (2004) Selective neural representation of objects relevant for 

navigation. 7:673-677. 
 
Julian JB, Ryan J, Hamilton RH, Epstein RA (2016) The occipital place area is causally involved 

in representing environmental boundaries during navigation. Curr Biol 26:1104-1109. 

Kaiser D, Oosterhof NN, Peelen MV (2016) The neural dynamics of attentional selection in 
natural scenes. J Neurosci 36:10522-10528. 

Kauffmann L, Ramano S, Peyrin C (2014) The neural bases of spatial frequency processing 
during scene perception. Front Integr Neurosci 8:1-14. 

Kay, KN, Yeatman, JD (2017) Bottom-up and top-down computations in word- and face-
selective cortex. ELife, 6. https://doi.org/10.7554/eLife.22341 

Kok P, Brouwer GJ, van Gerven MAJ, de Lange FP (2013) Prior Expectations Bias Sensory 
Representations in Visual Cortex. J Neurosci 33:16275-16284. 

Kravitz DJ, Peng CS, Baker CI (2011) Real-world scene representations in high-level visual 
cortex: It’s the spaces more than the places. J Neurosci 31:7322-7333. 

 
Lamme VAF, Roelfsema PR (2000) The distinct modes of vision offered by feedforward and 

recurrent processing. Trends Neurosci 23:571-579. 
 
Lescroart MD, Gallant J L (2019) Human scene-selective areas represent 3D configurations 

of surfaces. Neuron 101:178-192. 
 

Levy I, Hasson U, Avidan G, Hendler T, Malach R (2001) Center-periphery organization of 
human object areas. Nat Neurosci 4:533-539. 

 
Lowe MX, Rajsic J, Gallivan JP, Ferber S, Cant JS (2017) Neural representation of geometry 

and surface properties in object and scene perception. Neuroimage 157:586-597. 
 
Maguire EA (2001) The retrosplenial contribution to human navigation: A review of lesion 

and neuroimaging findings. Scand J Psychol 42:225-238. 
 
Marchette SA, Vass LK, Ryan J, Epstein RA (2015) Outside looking in: Landmark 

generalization in the human navigational system. J Neurosci 35:14896-14908. 
 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 10, 2020. ; https://doi.org/10.1101/2020.10.09.334102doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.09.334102
http://creativecommons.org/licenses/by-nc-nd/4.0/


                                         Aminoff & Tarr, Functional Context & Scenes, p. 22 

Nasr S, Tootell RBH (2012) A cardinal orientation bias in scene-selective visual cortex. J 
Neurosci 32:14921-14926. 

 
Oliva A, Torralba A (2001) Modeling the shape of the scene: A holistic representation of the 

spatial envelope. Int J Comput Vis 42:145-175. 
 
Park S, Chun MM (2009) Different roles of the parahippocampal place area (PPA) and 

retrosplenial cortex (RSC) in panoramic scene perception. Neuroimage 47:1747-1756. 
 
Park S, Brady TF, Greene MR, Oliva A (2011) Disentangling scene content from spatial 

boundary: complementary roles for the parahippocampal place area and lateral occipital 
complex in representing real-world scenes. J Neurosci 31:1333-1340. 

 
Park S, Konkle T, Oliva A (2015) Parametric coding of the size and clutter of natural scenes 

in the human brain. Cereb Cortex 25:1792-1805. 
 
Peters J, Daum I, Gizewski E, Forsting M, Suchan B (2009) Associations evoked during 

memory encoding recruit the context-network. Hippocampus 19:141-151. 
 
Rauchs G, Orban P, Balteau E, Schmidt C, Degueldre C, Luxen A, Maquet P, Peigneux P 

(2008) Partially segregated neural networks for spatial and contextual memory in virtual 
navigation. Hippocampus 18:503-518. 

 
Silson EH, Chan A, Reynolds RC, Kravitz DJ, Baker CI (2015) A retinotopic basis for the 

division of high-level scene processing between lateral and ventral human 
occipitotemporal cortex. J Neurosci 35:11921-11935. 

 
Stevens WD, Kahn I, Wig GS, Schacter DL (2012) Hemispheric asymmetry of visual scene 

processing in the human brain: Evidence from repetition priming and intrinsic activity. 
Cereb Cortex 22:1935-1949. 

 
Sulpizio V, Committeri G, Lambrey S, Berthoz A, Galati G (2013) Selective role of 

lingual/parahippocampal gyrus and retrosplenial complex in spatial memory across 
viewpoint changes relative to the environmental reference frame. Behav Brain Res 
242:62-75. 

 
Troiani V, Stigliani A, Smith ME, Epstein RA (2012) Multiple object properties drive scene-

selective regions. Cereb Cortex 24:883-897. 
 
Van der Ham IJM, van Zandvoort MJE, Frijns CJM, Kappelle LJ, Postma A (2011) 

Hemispheric differences in spatial relation processing in a scene perception task: A 
neuropsychological study. Neuropsychologia 49:999-1005. 

 
Van Essen DC, Drury HA, Dickson J, Harwell J, Hanlon D, Anderson CH (2001) An 

integrated software suite for surface-based analyses of cerebral cortex. J Am Med 
Informatics Assoc 8: 443-459. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 10, 2020. ; https://doi.org/10.1101/2020.10.09.334102doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.09.334102
http://creativecommons.org/licenses/by-nc-nd/4.0/


                                         Aminoff & Tarr, Functional Context & Scenes, p. 23 

Vaziri-Pashkam M, Xu Y (2017) Goal-Directed Visual Processing Differentially Impacts 
Human Ventral and Dorsal Visual Representations. J Neurosci 37:8767-8782. 

Yang Y, Tarr MJ, Kass RE, Aminoff EM (2019) Exploring spatiotemporal neural dynamics 
of the human visual cortex. Hum Brain Mapp 40:4213-4238. 

Yi D, Chun MM (2005) Attentional Modulation of Learning-Related Repetition Attenuation 
Effects in Human Parahippocampal Cortex. J Neurosci 25:3593-3600. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 10, 2020. ; https://doi.org/10.1101/2020.10.09.334102doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.09.334102
http://creativecommons.org/licenses/by-nc-nd/4.0/

