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Representations of past and possible future experiences play a
critical role in memory and decision-making processes. The
hippocampus expresses these types of representations during
sharp-wave ripple (SWR) events, and previous work identified
a minority of SWRs that contain “replay” of spatial trajecto-
ries at ~20x real-world speeds. Efforts to understand replay
typically make multiple assumptions about which events to ex-
amine and what sorts of representations constitute replay. We
therefore lack a clear understanding of both the prevalence and
the range of representational dynamics associated with replay.
Here we develop a state space model that uses a combination of
movement dynamics of different speeds to capture the spatial
content and time evolution of replay during SWRs. Using this
model, we find that the large majority of replay events contain
spatially coherent, interpretable content. Furthermore, most
events progress at real-world, rather than accelerated, move-
ment speeds, consistent with actual experiences.
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Introduction

The brain has the remarkable ability to retrieve representa-
tions of past events and generate representations of possible
future events. These "generative" (26) mental events may not
occur in the same time span as actual events: memories can
be retrieved and used in less time than was required for the
original experience, and mental simulations can span a series
of actions more quickly than would be required to perform
those actions. Thus, a potential neural substrate for retrieval
and mental simulation would be expected to support rapid re-
instatement of patterns of brain activity associated with past
or potential future experience.

Hippocampal "replay" events are well suited to that role (2).
As animals move through space, neurons in the hippocampus
preferentially fire at specific locations in an environment, and
thus sets of cells fire in sequence as the animal moves through
a series of locations. When the animal is asleep or immobile,
hippocampal cells can be reactivated during a "sharp-wave
ripple" (SWR) event. A subset of SWRs contain sequential
firing similar to that seen during a previous experience, and
are thus thought to "replay" these previous experiences. Im-

portantly, previous work has reported that these sequential
firing events proceed at an average speed of ~10 meters per
second, about 20x faster than the animal’s usual movement
speed (10, 25, 30, 36).

While the existence of these sequential events is well estab-
lished, the current consensus is that only a minority (~10-
45%) of hippocampal SWRs contain statistically identifiable,
sequential replay (10, 24, 35, 40). One might therefore con-
clude that the retrieval of stored representation during SWRs
is limited to sequences of locations, and that all such retrieval
events are sequential in nature. Our subjective experience is
that we can retrieve memories of locations without having to
mentally traverse a long distance. If the rodent hippocampus
is capable of that sort of retrieval, then one might expect to
see SWRs where the neural activity corresponds not to a very
rapid trajectory through space but instead to either a stable
pattern associated with a single location or perhaps a pattern
more similar to one seen during a real experience. Impor-
tantly, this sort of activity could still be useful, as it would
take place during the short duration of an SWR (~100 ms)
and could thus support rapid retrieval and use of representa-
tions.

Interestingly, there is evidence for SWRs where the spiking
corresponds to a single location. Specifically, some SWRs
contain spiking of neurons associated with single locations
where animals are immobile (22), but another report sug-
gested that events that replay a single location are only seen in
young animals (41). Thus, while it would seem useful to re-
play memories associated with single locations and perhaps
even experiences occurring at real-world speeds, the preva-
lence of that type of replay in awake animals remains unclear.

Our uncertainty stems in part from the dominant approaches
used to identify the content of replay events. These ap-
proaches typically involve multiple steps and multiple as-
sumptions about the nature of replay, which are most com-
monly characterized using the standard "Bayesian" decoder.
First, an encoding model is constructed based on spiking ac-
tivity during movement, most often using only spikes that
have been clustered as single units (putative single neurons).
Then, a subset of SWRs or events with high activity levels
are selected based on a threshold for event size chosen by the
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experimenter (13, 16, 25, 41). A decoding algorithm is then
applied to the spikes within these events, yielding a set of
position probability distributions for each time bin. Current
approaches use either overlapping or non-overlapping time
bins whose size is also chosen by the experimenter. Finally,
the most commonly used approach for detecting sequential
replay involves fitting a line to the resulting set of probability
distributions, which relies on the assumption that the repre-
sentations progress at a constant, non-zero speed (13, 16, 25).
A statistical test is then used to determine whether the fit is
better than the fit to shuffled versions of the data.

While the standard decoder approach identifies constant
speed events, it does not consider events that are rejected
by the statistical test, and the use of a fixed size temporal
bins acts as a boxcar smoother that limits the potential move-
ment speeds of the representation. The linear fit is also prob-
lematic: it has the potential to reject or mischaracterize real
events that do not move at constant speeds. Approaches that
focus on the order of cell activity within each event (17, 30)
allow for a relaxation of that linear assumption, but replace it
with a loss of statistical power due to either ignoring all but
the first spike from each cell or using an arbitrarily smoothed
version of the spike train. These approaches also do not
provide information about the dynamics of the underlying
spatial representation. Moreover, these approaches exclude
events that have stationary representations of a single loca-
tion (15, 22).

Recognizing the problems with the linear fit, several studies
have moved away from the constant velocity assumption, us-
ing an estimated represented location at each time bin and
connecting each with a line. For example, using this ap-
proach, Pfeiffer and Foster (38) found that awake replays
can alternate between representing a single location and se-
quential spatial trajectories. On the other hand, Stella et al.
(41) reported that replays during sleep are spatially continu-
ous and follow Brownian diffusion dynamics. Both methods
still used large time bins and neither took into account the un-
certainty of the decoded estimates, however, making it hard
to identify the source of the different conclusions.

An ideal approach to identifying and quantifying the dy-
namics of generative representations would circumvent these
problems. It would use all of the available spiking data to
yield the most accurate decoded positions. It would be appli-
cable to either thresholded events or to all of the data to per-
mit an unbiased assessment of the prevalence and nature of
generative activity. It would use very small temporal bins (1
or 2 ms) to allow for very rapid representational movement
and provide information about the certainty of the decoded
estimates. It would be able to capture a range of movement
dynamics from stationary or unchanging representations to
trajectories that progress through space at constant or vari-
able speeds to disorganized, spatially incoherent events. It
would provide a robust statistical assessment of confidence
for each dynamic. Finally, where assumptions are made, it
would provide well defined parameters whose values can be
explored systematically to understand their influence on the

results.

We therefore developed a state space model of generative
activity that achieves all of those goals. State space mod-
els are a well-understood, well-known statistical solution to
the problems described above. By mathematically modeling
the relationship between the data and latent dynamics, state
space models make the assumptions of the model explicit and
interpretable. Our model goes beyond previous approaches
(11, 33) by characterizing represented trajectories as a mix-
ture of three underlying patterns of movement dynamics: sta-
tionary trajectories, continuous trajectories that can progress
at many times the typical speed of the animal, and spatially
fragmented trajectories. We show how this model can take
advantage of clusterless decoding—which relates multiunit
spike waveform features to position without spike sorting—
giving us more information about the population spiking ac-
tivity. We apply this model to spiking data during SWR
events from 10 rats, enabling a direct comparison to previ-
ous work.

We find that the large majority of SWRs contain spatially co-
herent content; that is, trajectories that are spatially concen-
trated at each moment in time and have no large discontinu-
ities in position. Surprisingly, while the expected high-speed,
sequential replay events were identified, the most common
category of events expressed representations that moved at
much slower speeds, more consistent with real-world experi-
ences, suggesting that high speed replay is not the most com-
mon manifestation of generative activity. These findings il-
lustrate the power of state space models and provide a new
understanding of the nature of hippocampal replay.

Results

Overview of the model. We begin with an application of
the state space model to simulated data, both to validate the
model and to provide intuition (Figure 1). We simulate 19
Poisson spiking cells with Gaussian place fields on a 180 cm
virtual linear track. Each place field has a 36 cm variance
and a 15 Hz peak firing rate, which is spaced every 10 cm
along the virtual track. We then construct a 280 ms spiking
sequence (Figure 1A) and apply our model to the sequence.
For the first 60 ms of this sequence, a single place cell fires re-
peatedly, resulting in the extended representation of a single
location. For the second 190 ms of the sequence, the cells fire
in sequential spatial order, representing a fast moving trajec-
tory across the virtual linear track. For the last 30 ms of the
sequence, the cells fire in an incoherent spatial order. These
three firing patterns represent three different types of move-
ment dynamics that could be expressed during SWRs, which
we call stationary, continuous, and fragmented, respectively.
The goal of our model is to characterize SWRs in terms of a
mixture of these three dynamics at every time point.

Decoding the spiking sequence requires specifying two ele-
ments: the data model—how the spikes relate to position—
and the movement dynamic models—how the position can
change over time in each movement dynamic. For the data
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Figure 1. The model can capture different sequence dynamics on simulated data. (A) We construct a firing sequence of 19 simulated place cells that exhibits three different
movement dynamics. For the first 60 ms, one cell fires repeatedly, representing one stationary location. For next 190 ms, the cells fire in sequence, representing a rapid
continuous trajectory along the virtual track. Finally, for the last 30 ms, cells fire randomly, out of spatial order, representing an fragmented spatial sequence. (B) Like the
standard decoder, the state space model uses estimates of cells’ place fields from when the animal is moving and combines them with the observed spikes in (A) to compute
the likelihood of position for each time step. (C) The prediction from the neural data is then combined with an explicit model of each movement dynamic, which determines
how latent position can change based on the position in the previous time step. We show the probability of the next position bin for each movement dynamic model (color
scale). Zero here represents the previous position. (D) The probability of remaining in a particular movement dynamic versus switching to another dynamic is modeled as
having a high probability of remaining in a particular dynamic with a small probability of switching to one of the other dynamics at each time step. (E) The model uses the
components in A-D over all time to decode the joint posterior probability of latent position and dynamic. This can be summarized by marginalizing over latent position (left
panel) to get the probability of each dynamic over time. The shaded colors indicate the category of the speed of the trajectory at that time, which is determined from the
probability. Marginalizing the posterior across dynamics also provides an estimate of latent position over time (right panel). (F) The probability of each dynamic depends
heavily on the speed of the trajectory, as we show using a range of simulated spiking sequences each moving at a constant speed. Each dot corresponds to the average
probability of that dynamic for a given constant speed sequence. We use a 0.8 threshold (dotted line) to classify each sequence based on the dynamic or dynamics which
contribute maximally to the posterior (shaded colors).
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model, our decoder is the same as the standard ("Bayesian")
decoder (10, 38, 41). We compute an estimate of how each
cell’s firing rate varies over position during movement (i.e.
the place field, Figure 1B). This is used during decoding to
compute the Poisson likelihood of position over time given
the spiking sequence of interest. In contrast to the standard
decoding approaches, we can use small time bins (in our case
2 ms vs. 20 ms or more) because we are able to take advan-
tage of the prior placed on the dynamics by the state space
model. This allows us to detect changes on smaller time
scales than would be possible with the standard decoder.

Next, we specify movement dynamic models for how latent
position—the "mental" position of the animal represented by
the cells—evolves over time for a given dynamic (Figure 1C).
We do this by defining a state transition matrix that defines
how the latent position can move from the previous time step
(in our case, 2 ms). Previous findings suggest that replay may
exhibit at least three distinct types of movement dynamics:
stationary (15, 22), continuous (10), and fragmented, which
could correspond to both extended spatially incoherent repre-
sentations and representations that jump from one position to
another in a short time period (38). We therefore define state
transition models to capture each of these movement dynam-
ics.

In the stationary movement dynamic, the latent position does
not change between time steps. The state transition matrix
can thus be defined as an identity matrix, which predicts the
next position will be the same as the last position (subject to
the resolution of the position bin). In the continuous move-
ment dynamic, the latent position is most likely to be "spa-
tially close" to the position in the previous time step, so we
use a Gaussian random walk state transition matrix. This
means that, for a given latent position, the probability of mov-
ing to another position is modeled by a Gaussian centered at
that position and "spatially close" is defined by the variance
of the Gaussian. In our case, since replay has been shown to
move at speeds much faster than the animal’s speed (10, 38),
we set the variance of the Gaussian to 6.0 cm. This ensures
that with a 2 ms time step, the latent position is 95% likely to
be within 4.90 cm of the previous latent position (or equiv-
alently, this means that latent speeds from 0 to ~25 m/s are
most likely). Finally, in the fragmented movement dynamic,
the latent position can move to any available position instan-
taneously. We model this using a uniform state transition ma-
trix, which makes transitions to each position equally likely.

Finally, we specify how likely each movement dynamic is to
persist in time versus change to another dynamic (Figure 1D)
via a state transition matrix between dynamics. In order to
be conservative, we assume that each movement dynamic is
likely to dominate for ~100 ms, which is approximately the
duration of a SWR event. There is, however, a small proba-
bility of switching to one of the other movement dynamics.
Accordingly, we set the probability of staying in a dynamic
to 0.98 for each 2 ms time step, which corresponds to an ex-
pected duration of 100 ms for staying in a particular dynamic
(the Markov assumption of the model means that the proba-

bility of staying in a dynamic follows a geometric distribu-
tion). Importantly, the data drives the estimated dynamic, so
even if the probability of a particular movement dynamic is
high, data providing clear evidence for a change in dynamic
can, within the time frame of ~10 ms, drive a change to a
different estimated dynamic, as in our simulated example. In
line with this, note that below we show that our results are
relatively insensitive to the value of this parameter.

Once we have specified the data and the movement dynamic
models, we have fully specified the state space model. We
use acausal decoding, meaning that we use all information
from both past and future spikes, to estimate the joint poste-
rior probability of position and dynamic (see Methods). With
this, we can summarize the resulting posterior probability
with two quantities: the probability of each movement dy-
namic over time (by integrating out position) and the proba-
bility of latent position over time, irrespective of movement
dynamic (by summing over the movement dynamics; Figure
1E, left and right plot respectively).

An examination of the two summaries shown in Figure 1E re-
veals that that the model successfully captures the dynamics
of the population spiking activity in Figure 1A. The stable
firing of the one active neuron indicates a stationary repre-
sentation, and accordingly, the probability of the stationary
movement dynamic is high at the beginning of the simulated
replay. A change in the data then drives a rapid transition to
the continuous movement dynamic, reflecting the trajectory-
like spatially sequential spiking from the population of cells.
Subsequently, as the population activity becomes spatially in-
coherent, the fragmented movement dynamic dominates for
the last 30 ms of the simulated event.

Importantly, this approach allows the model to to capture a
wide range of movement speeds for the latent position. The
model is defined in terms of a mixture of movement dynam-
ics, as summarized by the probability of each movement dy-
namic, and which dynamic or dynamics are dominant at a
given moment is related to the movement of the underlying
position representation. To demonstrate this, we applied the
model to 10,000 simulated trajectories, each trajectory pro-
ceeding at a constant speed (Figure 1F) from 1 cm/s to 10,000
m/s. From this, we can see that not only are there regions of
speed that correspond to each of our three movement dynam-
ics being highly probable (where we define highly probable
to be greater than or equal to 0.8 probability), but there are
also intermediate speeds where two of the dynamics exhibit
relatively high probability; and where the sum of two of the
dynamics’ probabilities exceeds 0.8. In this manuscript, we
will refer to these intermediate speeds as mixture dynamics.
For example, when the stationary dynamic has a probabil-
ity of 0.6 and the continuous has a probability of 0.4, we
call this a stationary-continuous mixture (light blue, Figure
1F) and this indicates that the trajectory is moving slowly.
Correspondingly, if the continuous dynamic has a probabil-
ity of 0.5 and the fragmented dynamic has a probability of
0.4, then we would call this a fragmented-continuous-mixture
and this indicates the trajectory is moving very quickly, but
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not as quickly as the fragmented dynamic dictates. In sum-
mary, we can characterize the speed or set of speeds in a SWR
based on the probability of each of the three movement dy-
namics over time. We further classify the probability of each
movement dynamic as being part of one of five speed cat-
egories: stationary, stationary-continuous-mixtures, continu-
ous, fragmented-continuous mixtures, and fragmented.

We note here that the choice of any particular threshold for
classifying a SWR is arbitrary, and that the power of our ap-
proach lies in part on the ability to assign a probability for
each dynamic or combinations of dynamics to each moment
in time. Our goal in choosing 0.8 was to use a threshold that
corresponds to highly probable events and to explicitly avoid
the arbitrary choice of 0.95, as the 0.95 threshold often leads
to the conclusion that only events that are statistically signif-
icant at the 0.05 level are meaningful in the brain. Nonethe-
less, we also verify that our central results hold with a higher
threshold of 0.95.

Finally, as mentioned above, we wanted to test the robust-
ness of the model to the choice of probability of staying in
a dynamic, because our choice of 0.98 or an expected dura-
tion of 100 ms is only based on the expected duration of a
SWR. To investigate this we decoded the spiking sequence
in Figure 1A with different probabilities of staying in the
same dynamic versus switching to another dynamic (Figure
S1). We found that for a large range of plausible probabil-
ities of staying in one of the dynamics (between 0.96 and
0.993 which corresponds to an expected duration between 25
and 150 ms), the model still correctly identified the sequence
dynamics with high probability (Figure S1A), demonstrating
that data itself is the most influential element in the model.
Furthermore, the probability of latent position remains rel-
atively consistent across the range of these probabilities as
well (Figure S1B).

Identification of continuous dynamics in a SWR with
sorted or clusterless spikes. We next sought to validate
the model on real hippocampal data recorded from awake,
behaving rats. To ensure that we could capture rapid tra-
jectories many times the speed of the animal—as described
by most studies of hippocampal replay—we first decoded a
single SWR with sequential population activity (Figure 2A,
top panel) from 31 cells recorded in hippocampus while the
rat was performing a spatial alternation task on a W-shaped
track (see Methods for details). As expected, we observed
that the probability of being in the continuous dynamic is
high throughout this event, but the probability of being in a
stationary dynamic was also noticeable at the beginning and
end of the SWR (Figure 2A, middle panel). Using our speed
classification scheme, this means that the speed of the re-
play starts slower—as a mixture of continuous and stationary
dynamics—and then speeds up and slows down again. This is
also evident in the posterior probability of latent linear posi-
tion over time. This shows that the replay most likely travels
down the center arm and up the right arm (Figure 2A, bottom
panel). We can also see this when we project the maximum

of the posterior of this trajectory (the most probable "mental"
position) to 2D to better see the spatial trajectory on the maze
(Figure 2C). Importantly, when we apply the same model us-
ing the 2D position of the animal, we get a similar result as
when we use the 1D linearized position (Figure S2A).

One of our criteria for a more optimal method is for it to use
all of the available spiking data. Using only clustered spikes
discards any spike events that cannot be uniquely assigned to
a putative single neuron, substantially reducing the amount of
information that the resultant decoding can use. Additionally,
spike sorting is not necessary to recover the underlying neu-
ral population dynamics (42), is time-consuming, and often
requires inclusion decisions that can vary widely across ex-
perimenters. We therefore adopted a "clusterless" approach
which directly relates spikes and their multiunit spike wave-
form features to decode position without spike sorting (see
Methods). Clusterless decoding has previously been used to
successfully identify theta sequences and replay sequences in
the hippocampus (6, 11, 26, 28). Applying a clusterless de-
coder to the same SWR event, we get similar classification of
the sequence (Figure 2B, D), both with 1D linearized posi-
tion and 2D position (Figure S2B). As predicted, the spatial
extent of the event is longer and the estimate of the posterior
probability of latent position is narrower for the clusterless
model. This reflects the clusterless model’s access to a larger
pool of data that provides more information about the extent
of the event and more certainty in the latent position and the
dynamic (Figure 2D vs C).

Most replays contain coherent spatial content. After
testing our model on a single SWR event, we applied our
clusterless decoding algorithm to hippocampal recordings
from 10 rats performing the W-track spatial alternation task
(# tetrodes range: [10, 24], brain areas = [CA1, CA2, CA3];
some data previously used in (3, 25, 26), position linearized
to 1D). One major goal of our work is to assess the over-
all prevalence of spatial content across SWRs, so we detect
SWRs using a permissive threshold (see Methods) to ensure
that we include both the rare large amplitude events as well
as the much more common small amplitude events.

As expected, and providing further support for the validity
of the model, we observe many replays that are classified
as continuous throughout the entirety of the SWR, similar to
those seen using the standard decoder (Figure S3A-F). How-
ever, we also observe many events with spatially coherent
content that do not have this structure. For example, we ob-
serve trajectories that start in one direction and reverse back
to the original position (Figure 3A, Figure S4B), trajectories
that remain fixed in one position (Figure 3B, Figure S4G),
and trajectories that jump between arms and between dy-
namics (Figure 3C, D, F, Figure S4F, H, I). We also observe
SWRs that are spatially incoherent throughout the SWR (Fig-
ure S4A, D).

Using a 0.8 threshold, we are able to classify 89% (23,382
of 26,160) of SWRs as containing at least one of the three
dynamics or common dynamic mixtures. To ensure that this
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Figure 2. The model can decode hippocampal replay trajectories using either sorted and clusterless spikes from the same SWR event. (A) Decoding using sorted spikes.
The top panel shows 31 cells on a W-track ordered according to linearized position by their place field peaks. The middle panel shows the probability of each dynamic over
time as in Figure 1F. Shaded regions correspond to the speed classifications as in Figure 1G. The bottom panel shows the estimated probability of latent position over the
course of the SWR as it travels down the center arm toward the right arm. L, R, C correspond to the position of the left, right and center reward wells respectively. The
animal’s actual position is indicated by the the magenta dashed line. Underneath is the maximum of the 1D decoded position (the most probable position) projected back
onto the 2D track for the sorted decoding. Color indicates time. The animal’s actual position is denoted by the pink dot. Light grey lines show the animal’s 2D position over
the entire recording session. (B) Decoding using clusterless spikes. The top panel shows multiunit spiking activity from each tetrode. Other panels have the same convention
as (A). Underneath is the maximum of the 1D decoded position (the most probable position) projected back into 2D using the clusterless decoding.

depends on the sequential firing of spatially tuned cells in the
hippocampus, we resample position with replacement for two
recording sessions, shuffling the relationship between spiking
and spatial information and then fitting the encoding model.
We then decode the same SWR events containing the same
spikes. Only 9% of the SWRs are classified in the shuffled
datasets, a value that is significantly less than that seen for the
real data (p=0.02 for recording session 1, p=0.02 for record-
ing session 2, Figure S5).

Previous work focusing on spatially sequential replay re-
ported that only a minority of events contain sequential spa-
tial content (10, 16, 25). We therefore asked what frac-
tion of classified events contain spatially coherent content,
which we define as SWRs containing any times with station-

ary, stationary-continuous mixture, or continuous dynamics
(see Methods and Figure 1F). We find that 96% (22,478 of
23,382) of classified SWRs and 85% of all SWRs include
spatially coherent structure and that this prevalence of spa-
tially coherent structure is consistent across animals (Figure
3G). We then asked what fraction of events contained spa-
tially incoherent content, defined as a SWR containing any
times with fragmented or fragmented-continuous mixture dy-
namics. We find that only 14% (3,353 of 23,382) of classified
SWRs have time points with spatially incoherent structure
(Figure 3G).

To better compare our findings to previous work, we quan-
tified the percentage of classified SWRs that contained con-
tinuous content, as would typically be analyzed when using
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Figure 3. A-F. Six examples of SWRs with non-constant speed trajectories. Figure conventions are the same as in Figure 2. Filtered SWR ripple (150-250 Hz) trace from
the tetrode with the maximum amplitude displayed above each example. (A) A SWR where the decoded position starts moving down the center arm away from the animal’s
position at the center well, slows down, and returns back. (B) A SWR where the decoded position persistently stays at the choice point (open circle) while the animal remains
at the left well. (C) A SWR where the decoded position begins with stationary representation of the left well, then jumps to the middle of the right arm and proceeds up the
right arm to the right well. (D) A SWR where the decoded position begins with stationary representation of the left well, jumps to the center arm, proceeds away from the
center well, jumps to the right arm, proceeds back toward the center well, and then becomes fragmented. (E) A SWR where the decoded position begins in the left arm
and persists at the end of the center arm. (F) A SWR where the decoded position starts in the left arm toward the choice point, jumps to the right arm and proceeds back
toward the choice point. (G) Classification of SWRs from multiple animals and datasets. Each dot represents the percentage of SWRs for each day for that animal. A SWR
is included in the numerator of the percentage if at any time it includes the classifications listed below the column. The denominator is listed in the x-axis label.
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the standard decoder. Here our findings were consistent with
previous reports: in our datasets, 4,511 of 23,382 or 19%
of classified SWRs had time periods where the decoded po-
sition was classified as continuous (Figure 3G, 17% of all
SWRs). Thus, focusing on only high speed trajectories ex-
cludes a large fraction of events where there is evidence for
spatially coherent, but not continuously changing, content.

We repeated our classification analysis with a higher classi-
fication threshold of 0.95 to ensure that our result was not
dependent on the threshold of 0.8. We find that, while this
change slightly reduced the total fraction of classified SWRs
(19,180 of 25,845 or 74% of SWRs), an even higher fraction
of the classified SWRs (19,020 of 19,180 or 99% classified
SWRs) had spatially coherent content. Similarly, SWRs con-
taining spatially incoherent content were a small fraction of
the classified SWRs (484 of 19,180 or 3% classified SWRs).

Because our model is specified in the context of a latent posi-
tion associated with different movement dynamics, it allows
us to not only classify events in terms of their dynamics, but
also to quantify the model’s certainty in each position esti-
mate at each moment in time given the model parameters. To
do so, we can compute the cumulative spatial size of the 95%
highest posterior density (HPD) region of the latent position
estimate. Larger values of the HPD region size indicate the
model is less certain about position, because the most prob-
able decoded positions are distributed over more of the track
at a given time point. In contrast, smaller values indicate
that the model is more certain about the estimate of position
because the extent of the HPD is more concentrated and cov-
ers less of the track. Thus, the HPD region provides a com-
plementary measure of spatial coherence, and evaluating it
allows us to verify that the events we defined as spatially co-
herent also correspond to events where there is high certainty
around the position estimates.

We find that spatially coherent events indeed have smaller
HPD regions than events with fragmented dynamics. Fig-
ure 4A and Figure 4D show two example SWRs that are
classified as having stationary and continuous dynamics, re-
spectively. The most probable positions (as estimated by the
model) at each time step in these SWRs is concentrated in a
small portion of the track and correspondingly, the HPD re-
gion is small throughout the SWRs. In contrast, Figure 4C
shows a SWR where the dynamics are fragmented and cor-
respondingly, the most probable positions are more spatially
diffuse and the HPD region is much larger. The HPD re-
gion size also provides insights into the moment-by-moment
structure of each event, which can change over the time
course of a SWR. An example of this change is shown in
Figure 4B, where the HPD region is small for most of the
SWR until the end, at which point the uncertainty of posi-
tion becomes much higher, reflecting a transition from a spa-
tially coherent to a spatially incoherent representation. Over-
all, when we examine the average HPD region size for each
SWR, grouped by dynamic, we find a clear bimodal split be-
tween spatially coherent dynamics and spatially incoherent
dynamics (Figure 4E). For the spatially coherent dynamics,

the average HPD region for each SWR was much smaller
than the spatially incoherent dynamics (median 24 cm, spa-
tially coherent vs. median 238 cm, spatially incoherent,
p=2.2e-16, one-sided Mann-Whitney-U). Additionally, the
HPD region for the unclassified SWRs was similarly large.
We note here that while the size of the HPD region will be in-
fluenced by the dynamic estimated from the data, it remains
possible for continuous or stationary dynamics to correspond
to a large HPD region (see outliers in Figure 4E), indicat-
ing less spatial certainty for those specific events. In general,
if the data does not exhibit strong place specific firing, the
HPD region will be large, regardless of dynamic classifica-
tion. To show this, we resampled position with replacement
for two recording sessions, shuffling the relationship between
spiking and spatial information and then fitting the encoding
model. The shuffled decodes have much larger HPD regions
than the real data (epoch #1: 55 cm vs. 229 cm, p=0.02, real
vs. shuffled; epoch #2: 72 cm vs. 231 cm, p=0.02, real vs.
shuffled; one-sided Mann-Whitney-U, S6).

Many replay events are slow or stationary. Surprisingly,
our results indicate that most events with coherent spatial
content are not dominated by the continuous movement dy-
namic, but instead correspond to trajectories that are sta-
tionary or that move relatively slowly compared to their
purely continuous counterparts. We therefore examined these
events in more detail. We first note that most of the SWRs
(16454 of 23382 or 70% of classified SWRs) are well de-
scribed by a single dynamic or mixtures of dynamics (Figure
5A). Surprisingly, the most common category is stationary-
continuous mixtures (9860 of 23382 or 42% of classified
SWRs, Figure 5A, FigureS7). These events contain repre-
sentations that move at slower speeds (Figure 5D), and are
slightly shorter, on average, than events with continuous dy-
namics (median duration: stationary-continuous-mixture 72
ms vs. continuous 95 ms, Figure 5B). Nonetheless, both these
slow-moving events and continuous events frequently repre-
sent locations that were some distance away from the animal
(mean trajectory distance from animal’s position: stationary-
continuous-mixture 51 cm vs. continuous 42 cm, Figure 5C).
This indicates that the content of these SWRs, like those that
are classified as continuous, do not represent the animal’s ac-
tual position.

The second most prevalent classification was exclusively sta-
tionary events (5149 of 23382 or 22% classified SWRs). Un-
like the stationary-continuous mixtures, most of these events
represented a location close to the animal’s actual position
(Figure 5C). There were, however, a number of stationary
events that represented positions far from the animal. We
set a threshold of 30 cm distance from the animal to identify
non-local stationary events and found such content in 1551 of
23382 (~7%) of classified SWRs. About half of these (731
classified SWRs) were stationary throughout the duration of
the SWR. These non-local stationary events most commonly
represented reward wells or choice points (Figure 5E), con-
sistent with (22), but a small portion of them occurred at other
locations of the track. This suggests that these representa-
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tions can be flexibly deployed to represent discrete locations.

Finally, we examined the overall levels of neuronal spiking
across dynamics. We found that all the dynamics had sim-
ilar average multiunit spiking rates (Figure 5F). This indi-
cates that all dynamics, including stationary and stationary-
continuous mixtures, were driven by sustained spiking infor-
mation and could not be explained by the absence of spiking.

Discussion

We developed a state space model that identifies and quanti-
fies generative activity in terms of a mixture of three move-
ment dynamics: stationary, continuous, and fragmented. This
model is robust: it is relatively insensitive to a range of plau-
sible transition parameters between dynamics and instead
strongly reflects the hippocampal place representation struc-
ture. We show that this model is interpretable: it has well-
defined parameters that capture intuitive movement models
and allows us to explain a large fraction of SWRs in terms
of these dynamics—far greater than has been previously cap-
tured. This model is also flexible: it can be used with sorted
or clusterless spikes, it can be used with 1D or 2D positions,
and—because it uses a mixture of dynamics—it allows us to
confidently discover not only SWRs with spatial representa-

tions that move more or less linearly at a constant speed, but
also representations that vary in speed, have slower speeds,
or that are stationary. These slower-moving representations
constitute the majority of representations seen during SWRs,
but would not be found with the typical standard decoder.
The prevalence of these events indicates that hippocampal
replay can recapitulate experience at both accelerated and
closer to real-world speeds.

Previous work reported that less than half of SWRs or high-
population-activity events contained replay (10, 16, 25). This
could lead one to the assumption that most events are not
spatially coherent or meaningful. Our results indicate that
this is not the case: in our dataset, the large majority of
SWRs (85%) contained spatially coherent content, as defined
by some combination of stationary or continuous dynam-
ics. These events included decoded representations where the
most probable positions were highly spatially concentrated
(i.e. had small HPD size). This was in stark contrast to un-
classified events or events that included fragmented dynam-
ics, which were associated with highly distributed decoded
spatial representations.

Importantly, the spatially coherent events most often ex-
pressed a dynamic that was consistent with slower speeds
of <1 m/s. The next most common category were station-
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ary events (15, 22) that activated an extended representation
of a single location, while the "classical" replay events—
continuous, extended trajectories through space—made up
only about 19% of classified events. Importantly, events with
slower dynamics tended to persist for approximately the same
length of time as events (~50-100 ms) with faster continuous
dynamics, consistent with a brief activation of a representa-
tion of a location or a short trajectory through space. Events
with slower dynamics could also represent either the animal’s
current location or locations far from the animal, and simi-
larly, previous work has shown that events with continuous
dynamics most often begin at the animal’s current location
(10, 25).

These results challenge the long-held notion that hippocam-
pal replay trajectories necessarily proceed at many times the
speed of the animal (10, 30, 36). Instead, there is a much
richer variety of speeds the animal can use to retrieve in-
formation about prior experience or generate possible future
events, including slower moving representations that activate
a spatially compact set of nearby locations and stationary rep-
resentations of single locations. Interestingly, a previous pa-
per (15) reported that these stationary representations were
most prevalent in juvenile rats and decreased to "chance" lev-
els when the rats reached adulthood. Here, we show that they
do not disappear, but are a very common occurrence with
adult rats. We believe that the difference in these findings
is a result of defining "chance" levels of occurrence of these
events, using large time bins, and using a restrictive decod-
ing model. We also note that we chose to include a station-
ary distribution to explicitly evaluate the prevalence of sta-
tionary events in adult animals, but in principle a model with
just continuous and fragmented dynamics could capture these
events as well, as the continuous dynamic includes movement
speeds close to 0 m/s.

We hypothesize that his large set of events supports the abil-
ity to rapidly retrieve representations of individual places and
snippets of real-world experience. Previous findings demon-
strated that SWRs with movement- or immobility-related ac-
tivity engage specific patterns of spiking activity outside the
hippocampus (21, 22). Thus, we would expect that the large
set of events with slow dynamics would also engage specific
patterns of activity outside the hippocampus, perhaps allow-
ing animals to evaluate the value of specific locations or short
movement trajectories without having to generate full trajec-
tories to or through them (45).

Our results may also explain the seeming conflict between
Stella and colleagues (41), who reported that hippocampal
replay trajectories followed Brownian-like diffusion dynam-
ics, and Pfeiffer and Foster (38), who reported that replay
trajectories contained jumps in position. We found that while
replay speeds are on average distributed log normally, there
are still definitive "jumps" from one position to another in a
small subset of the replays. Because our model makes it pos-
sible to identify different dynamics within the same SWR, we
are able to identify both types of sequences.

Additionally, as the start and end time of each SWR event are

also detection method- and parameter-dependent, we suggest
that instead, evaluating the start and end of each dynamic as
an alternative landmark system may prove a powerful way
identify periods of interest. Examination of such periods may
shed light on when and why the hippocampus may be repre-
senting current position, past experience, or possible future
locations, to understand how inputs to the hippocampus influ-
ence these events, and how these events may in turn influence
downstream structures.

Our identification of the rich and varied dynamics in SWRs
depended on several factors. First, we sought to describe as
many SWRs as possible, instead of setting a high threshold
for event detection. This more permissive approach was also
critical for the identification of events that activate specific,
immobility-associated locations in previous work (22). More
broadly, there is no evidence that SWR and high population
activity events constitute clearly distinct classes of events that
can be identified with a single fixed threshold. Instead, the
sizes of these events are well described by a unimodal, long-
tailed distribution (8). High thresholds can therefore exclude
large numbers of real events and potentially lead to erroneous
conclusions.

Second, we used clusterless decoding, which enabled us to
take advantage of information from neurons farther away
from the tetrodes and not just those that could be cleanly and
somewhat subjectively separated (7, 11, 28). We note that
more fully automated modern spike sorting algorithms (such
as MountainSort (9)) in combination with better recording
technology may reduce the differences in results when using
sorted spikes or clusterless decoding, as these sorting meth-
ods help reduce experimenter subjectivity involved in spike
sorting and identify larger numbers of putative single neu-
rons.

Third, we built an explicit but flexible model that allowed us
to identify not just one dynamic, but multiple dynamics con-
sistent with different speeds of motion. We used these dy-
namics to describe the SWR events, rather than declaring the
events as significant or not. Fourth, our model avoids large
temporal bins and does not make assumptions about the lin-
ear progression of events. Instead, the model can use any size
of bin and allows for movement in any direction. Finally, we
used an acausal estimator of latent position, which allowed
us to identify the specific timing of transitions in dynamics at
a fine timescale.

Our model can be viewed as an extension to the multiple tem-
poral models approach of Johnson and colleagues 2008 (23),
which used model selection to determine the model with the
most appropriate trajectory speed. Our model goes beyond
the Johnson model in that it explicitly permits a mixture be-
tween the movement speeds, can work for arbitrary track ge-
ometries, and uses clusterless decoding. Our model also rep-
resents a middle ground between Hidden Markov-style mod-
els (5, 7, 32, 33), which seek to be environment-agnostic de-
tectors of sequential patterns, and the typical standard de-
coder, which typically use arbitrarily chosen bin sizes and
restrictive assumptions about the nature of the trajectories.
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In particular, our approach allows for a variety of dynamics
while still yielding spatially interpretable results and makes
it possible to use bin sizes of any size (here 2 ms)

Code and algorithms for decoding hippocampal replay
have not typically been made accessible or easy to use.
We believe this is not ideal because it can lead to se-
vere variation or errors in code and parameters, limits
reproducibility of results, and slows down scientific
progress. Accordingly, we have made code for this model
publicly available as a python package at the following
URL https://github.com/Eden-Kramer-Lab/
replay_trajectory_classification. It is easily
installable using the pip or conda package installer and
contains tutorial Jupyter notebooks in order to facilitate
reuse.

State-space models like the one we use here can enable a
richer set of analyses of generative events that take advan-
tage of all of the available data. These approaches can be ap-
plied not just to SWRs but to all times, providing a moment-
by-moment estimate of the nature of the spatial represen-
tation in the hippocampus, including important information
about the spatial coherence of that representation. The model
can be extended to incorporate other previously experienced
environments by training place field models on those envi-
ronments and including the appropriate movement transition
matrices for those environments. It can also be extended to
account for trajectory task context and forward/reverse se-
quences as in Deng et al. (11). Finally, models can be built to
estimate any covariate, including movement direction (26).
We therefore suggest that this approach has the potential to
provide a much richer understanding of neural representa-
tions throughout the brain.
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Materials and methods

Simulated Data. Encoding data for Figure 1 and Figure S1 were generated by simulating 15 traversals of a 180 cm linear track.
The spiking of 19 neurons was simulated using an inhomogeneous Poisson process where the instantaneous firing rate of each
neuron changes according to a Gaussian place field. The Gaussian place fields had a variance of 36 cm and were spaced at 10
cm intervals over the 180 cm track. The decoding data for Figure 1F was generated by simulating 20,000 linear traversals of
the 180 cm track, each with a unique constant speed, starting at 0.5 cm/s and increasing by 0.5 cm/s up to 10,000 cm/s. Each
simulated neuron "spiked" when the traversal passed through the peak location of its place field.

Recording Locations and Techniques. Ten male Long Evans rats (500-700 g, 4-9 months old) were trained on a W-track
spatial alternation task. 9 rats contributed to previous studies (3, 25–27). Neural activity was recorded in CA1, CA2, CA3,
MEC, Subiculum, and DG depending on the rat. We only used tetrodes located in the CA1, CA2, and CA3 subregions in this
study.

Behavioral Task. All animals performed a W-track spatial alternation task, which is described in detail in (25). In brief, each
day, animals alternate between 20 minute rest sessions in a rest box and 15 minutes run sessions on the W-shaped track equipped
with a reward well at each arm end. On the W-track, animals are rewarded at the ends of an arm when that arm is the next
correct arm in the sequence. Two rules determine the next correct arm. If the animal is in an outer arm, it must next visit the
center arm. If the animal is in the center arm, it has to next visit the less recently visited outer arm. Correct performance of
these rules result in the visit sequence: center, left, center, right, center, left, etc. Animals were free to choose any arm at any
time. Only run epochs with at least 9 putative hippocampal pyramidal cells that fired at least 100 spikes were included in the
analysis.

Position of the Animal and Linearization. The animal’s 2D position was estimated from digital video (30 Hz) of two
infrared diodes placed on the headstage preamplifiers using a semi-automated analysis. In order to decrease the time it takes
to run the model, the 2D position of the animal was converted into a 1D position. This is done by first defining a 2D graph
representation of the track (herein referred to as the track graph), where edges correspond to segments of the W-track and
nodes represent intersection points between those segments. Then, based on the algorithm in (37), we use a Hidden Markov
Model (HMM) to assign the position detected in each video frame to the most likely track segment. Using the HMM takes
into account the time dependent nature of the data and helps prevents sudden jumps from one track segment to another, which
is particularly important near intersections. The observation model of the HMM is Gaussian and it models the likelihood
of being on a track segment as the Gaussian distance to that segment with a 5 cm standard deviation. The state transition
model is empirically estimated, and changes with each time point to ensure that the Euclidean distance between successive
position estimates is similar to the shortest path distance along the graph between successive position estimates. A slight
bias of 0.1 is given to the diagonal of the state transition model to encourage staying on the same track segment. The most
likely track segment the animal is on is computed using the Viterbi algorithm (44). After finding the track segment that
corresponds to each 2D position, the 2D position is projected onto the nearest point of the track segment. This allows us to
define a distance from the center well in terms of shortest path length on the track, where 0 cm represents the center well
position. The linear distance can then be converted into a linear position by assigning each track segment a position in 1D
space. 15 cm gaps were placed between the center arm, left arm, and right arms in 1D space to prevent any smoothing
done in the model from influencing neighboring segments inappropriately. The code used for linearization can be found at
https://github.com/Eden-Kramer-Lab/loren_frank_data_processing.

Sorted Spikes, Multiunit Spikes and Waveform Features. To obtain the neural spiking data used for decoding, electrical
potentials from rat hippocampus were recorded at 30 kHz, referenced to a tetrode located in the corpus callosum, and then
digitally filtered between 600 Hz and 6 kHz. Spiking events were detected as any potential exceeding a 60 µV threshold on
any one of the four tetrode wires of a tetrode. The electrical potential value on each wire of the tetrode at the time of maximum
potential of any of the four wires was used as the waveform feature in the clusterless decoding.

For decoding using sorted spikes, the multiunit events were processed further to assign events to putative single cells. Putative
single cells were manually identified based on the clustering of three waveform features within a day: peak amplitude, principal
components, and spike width. Only putative hippocampal pyramidal cells—identified based on spike width and average firing
rate—were included in the analysis.

SWR Detection. Sharp wave ripples were detected using the same method as in (27). Each CA1 LFP was obtained by down-
sampling the original 30 kHz electrical potential to 1.5 kHz and bandpass filtering between 0.5 Hz and 400 Hz. This was further
bandpass filtered for the ripple band (150-250 Hz), squared, and then summed across tetrodes—forming a single population
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trace over time. This trace was smoothed with a Gaussian with a 4 ms standard deviation and the square root of this trace was
taken to get an estimate of the population ripple band power. Candidate SWR times were found by z-scoring the population
power trace of an entire recording session and finding times when the z-score exceeded 2 standard deviations for a minimum
of 15 ms and the speed of the animal was less than 4 cm/s. The SWR times were then extended before and after the threshold
crossings to include the time until the population trace returned to the mean value. The code used for ripple detection can be
found at https://github.com/Eden-Kramer-Lab/ripple_detection.

The Model. Let xk be a continuous latent variable that corresponds to the position represented by the population of cells at time
tk and let Ik be a discrete latent variable that is an indicator for the movement dynamics we wish to characterize: stationary,
continuous, and fragmented. The goal of the model is to estimate simultaneously the posterior probability of position and
dynamics p(xk, Ik |O1:T ), where O1:T corresponds to the observed spiking data from time 1 to time T . The observed data can
be either spike trains ∆N (1:C)

1:T from C putative cells when decoding with sorted spikes or multiunit spikes ∆N (1:E)
1:T and their

associated wave form features ~mi
k,j from each tetrode E when decoding with clusterless spikes, where i ∈ 1 : E, k ∈ 1 : T ,

j ∈ 1 : ∆N i
k.

We have previously shown (12) that the posterior probability p(xk, Ik | O1:T ) can be estimated by applying the following
recursive causal filter equation, starting with initial conditions p(x0, I0) and iterating to time T :

p(xk, Ik |O1:k)∝ p(Ok | xk, Ik)
∑
Ik−1

∫
p(xk | xk−1, Ik, Ik−1)Pr(Ik | Ik−1)p(xk−1, Ik−1 |O1:k−1)dxk−1

and then applying the acausal smoother equation, starting from the last estimate of the casual filter p(xT , IT | O1:T ) and
recursively iterating backwards to time 1:

p(xk, Ik |O1:T ) = p(xk, Ik |O1:k)
∑
Ik+1

∫
p(xk+1 | xk, Ik+1, Ik)Pr(Ik+1 | Ik)

p(xk+1, Ik+1 |O1:k) p(xk+1, Ik+1 |O1:T )dxk+1

where:
p(xk+1, Ik+1 |O1:k) =

∑
Ik

∫
p(xk+1 | xk, Ik+1, Ik)Pr(Ik+1 | Ik)p(xk, Ik |O1:k)dxk

Therefore, to specify the model, we have to define or estimate the following quantities:

1. p(x0, I0) - the initial conditions

2. Pr(Ik | Ik−1) - the dynamics transition matrix

3. p(xk | xk−1, Ik, Ik−1) - the dynamics movement model

4. p(Ok | xk, Ik) - the likelihood of the observations

For the initial conditions p(x0, I0), we set each dynamic I0 to have uniform 1/3 probability and each initial latent position to
have uniform probability density over all possible positions U(minx,maxx), reflecting the fact that we do not have any prior
knowledge about which dynamic or position is more likely:

p(x0, I0) = 1
3U(minx,maxx)

For the dynamics transition matrix Pr(Ik | Ik−1), which defines how likely the dynamic is to change to another dynamic versus
persist in the same dynamic, we set it to be:

Pr(Ik | Ik−1) =

Ik = Stationary Ik = Continuous Ik = F ragmented 0.98 0.01 0.01 Ik−1 = Stationary

0.01 0.98 0.01 Ik−1 = Continuous

0.01 0.01 0.98 Ik−1 = F ragmented

to encode the prior expectation that each of the dynamics will last the average duration of 100 ms, with a small probability of
changing to one of the other dynamics.
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For the dynamics movement model p(xk | xk−1, Ik, Ik−1), which defines how likely the position xk is to change given the
previous position xk−1 and current Ik and past dynamics Ik−1, we set it to be:

p(xk | xk−1, Ik, Ik−1) =

Ik = Stationary Ik = Continuous Ik = F ragmented δ(xk−1) N (xk−1,6.0) U(minx,maxx) Ik−1 = Stationary

δ(xk−1) N (xk−1,6.0) U(minx,maxx) Ik−1 = Continuous

U(minx,maxx) U(minx,maxx) U(minx,maxx) Ik−1 = F ragmented

where δ(xk−1) is an identity transition matrix where position cannot change from the previous time step, N (xk−1,6.0) is a
random walk from the previous position with variance 6.0, and U(minx,maxx) is a uniform transition that allows transitions
to any possible position. As discussed in the Results, this means that when persisting in the same dynamic, the stationary,
continuous, and fragmented dynamics are defined by the identity transition, the random walk, and the uniform transition,
respectively. When transitioning to or from the fragmented dynamic, we assume we do not have any information about the
position, so the transition is uniform. Finally, when the transition is from the stationary to continuous, we assume the position
is spatially close where it was previously, so we use a random walk. When the transition is from continuous to stationary, we
assume that the position is no longer changing, so we use the identity transition.

Lastly, we evaluate the likelihood of the observations p(Ok | xk, Ik) based on an encoding model fit during the encoding period.
We assume the likelihood is the same for each dynamic Ik, so we only need to evaluate p(Ok | xk). It has been shown (1, 46)
that the Poisson likelihood with sorted spikes can be computed as:

p(Ok | xk) = p(∆N (1:C)
k | xk)∝

C∏
i=1

[λi(tk | xk)∆k]N
i
tk exp[−λi(tk | xk)∆k]

where N i
tk

represents a spike at time tk from cell i, ∆k is the time bin size, and λi(tk | xk) is the instantaneous firing rate of
cell i given position xk. λi(tk | xk) is the "place field" of the cell, which can be estimated by fitting a generalized linear model
to each cell’s spiking during the encoding period.

Likewise, it has been shown (6, 11, 28) that the clusterless likelihood can be computed as:

p(Ok | xk) = p(∆N (1:E)
k ,{~mi

k,j}i=1:E
j=1:∆Ni

k
| xk)∝

E∏
i=1

∆Ni
k∏

j=1
[λi(tk, ~mi

k,j | xk)∆k] exp[−Λi(tk | xk)∆k]

where λi(tk, ~mi
k,j | xk) is now a generalized firing rate that depends on an associated wave form features ~m and Λi(tk | xk) is

a marginal firing rate that is equivalent to a place field estimated on multiunit spikes. Both of these rates can be defined as:

λi(tk, ~mi
k,j | xk) = µi

pi(xk, ~mi
k,j)

π(x)

and

Λi(tk | xk) = µi
pi(xk)
π(x)

where µi is the mean firing rate for tetrode i, π(x) is the smoothed spatial occupancy of the animal on the track, pi(xk) is
the smoothed spatial occupancy only at times when spikes occur in tetrode i, and pi(xk, ~mi

k,j) is the smoothed occupancy in
the space of both space and waveform features. π(x), pi(xk, ~mi

k,j), pi(xk) can all be estimated by training a kernel density
estimator on each tetrode’s spike waveform features and corresponding position during the encoding period.

Encoding - Sorted Spikes. In order to encode how each cell’s spiking activity relates to position (the place field), we fit
a generalized linear model (GLM) with a Poisson response distribution to each cell’s spiking activity during the encoding
period, which we define as all movement times (time periods when the running speed is greater than 4 cm/s). We estimate the
parameters β, which consist of β0, the baseline firing rate over time, and βi, weights for third degree B-spline basis functions fi
over position (or tensor products of the B-splines when position is two dimensional). B-spline basis functions are used because
place field firing activity is assumed to vary smoothly over position and this prior knowledge can be exploited to reduce the
total number of model parameters needed. Each basis function is spaced every 5 cm over the range of the position and zero
constrained so that the change encoded by the parameters is relative to the baseline firing rate. We use a log link function to
convert the linear combination of parameters to an instantaneous firing rate over time λ(tk) to ensure the rate is always positive.
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log(λ(tk)) = β0 +
∑
i

fi(xk)βi

A small L2 penalization term−λ‖βi‖22 is used to prevent model fitting instability when spiking activity is very low. We set this
to 0.5 for all cells. Fitting is done by maximizing the penalized likelihood using a Newton-Raphson algorithm. The code used
to fit the GLMs is available at https://github.com/Eden-Kramer-Lab/regularized_glm.

Encoding - Clusterless. In order to relate each tetrode’s unsorted spiking activity and waveform features to position, we used
kernel density estimation (KDE) to estimate the following distributions: π(x), pi(xk), and pi(xk, ~mk). We used KDEs of the
form:

kde(y) = 1
Nh1 · · ·hD

N∑
i=1

D∏
d=1

Kd

(
yd−yi,d
hd

)
where y is the data with D dimensions, K is a 1 dimensional Gaussian kernel with bandwidth hd, yi,d is the data observed
during movement, N is the number of observations during the movement period. For π(x), yi,d is all positions observed during
movement. For pi(xk), yi,d is all positions at the time of multiunit spikes during movement. For pi(xk, ~mi

k,j), yi,d is all
positions at the time of multiunit spikes and their associated waveform features during movement. We choose the bandwidth
hd to be 6.0 cm for any position dimension and 24.0 µV for any spike amplitude dimension, because these parameters were
found to minimize decoding error in Kloosterman et al. (28). The mean firing rate µk was also estimated during movement.

Decoding. In order to decode p(xk, Ik |O1:T ), we used a grid based approximation of the latent position xk that respected the
geometry of the track. For 1D linearized positions, we discretized the position space based on the same track graph we used
for linearization by finding bins less than or equal to the chosen position bin size for each edge of the graph. For 2D positions,
we discretized the position space by binning 2D positions occupied by the animal with equal sized bins of the chosen position
bin size, followed by morphological opening to get rid of any holes smaller than the bin size. This was done using Scipy
image processing tools (39). This grid based approximation allows us to use Riemann sums to approximate the integrals in the
causal filter and acausal smoother equations. We chose a position grid with bins of 3 cm in width (and height if the model was
computed with 2D positions) in order to get good resolution for the random walk transition matrices (which had 6 cm variance)
as well as for the clusterless and sorted spikes decoding (which have 6 cm bandwidth for the KDE position dimensions and 5
cm spline knots for the GLM). For sorted spikes decoding, we evaluated the place field λi(tk | xk) on the midpoint of these
bins. Likewise, for clusterless decoding, we evaluated the spike amplitudes observed during the decoding period by evaluating
the KDE for pi(xk, ~mi

k,j) for the midpoint of these bins.

We also used these grid bins in combination with the track graph in order to construct the appropriate 1D random walk transition
matrices that respected the track geometry. To do this, we inserted the bin centers as nodes in the track graph, and then computed
the shortest path distance between all pairs of position bin centers. We then evaluated a zero mean Gaussian with a variance of
6 cm on these distances to get the appropriate transition probability of moving from bin to bin.

Finally, for our SWR analysis of p(xk, Ik | O1:T ), we decoded each immobility time period (times when the animal’s speed
was < 4 cm / s) in 2 ms time bins and extracted the SWR times.

Probability of the dynamics. The probability of the dynamics is a quantity that indicates how much that dynamic is con-
tributing to the posterior at a given time. We estimate the probability of the dynamics by integrating out position from the joint
posterior:

Pr(Ik |O1:T ) =
∫
p(xk, Ik |O1:T )dxk

As in other calculations, the integral is approximated with a Riemann sum.

Posterior probability of position. The posterior probability of position is a quantity that indicates the most probable "mental"
positions of the animal based on the data. We estimate it by marginalizing the joint probability over the dynamics.

p(xk |O1:T ) =
∑
Ik

p(xk, Ik |O1:T )
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Classification of Dynamics. We used a threshold of 0.8 to classify the probability of each state Pr(Ik | O1:T ) into 5 cate-
gories. Time periods during sharp wave ripples are labeled as stationary, continuous, or fragmented when the probability of
each individual state is above 0.8. Time periods are labeled as stationary-continuous-mixture or fragmented-continuous-mixture
when the sum of stationary and continuous or fragmented and continuous are above 0.8, respectively. Time periods where none
of these criterion are met are considered unclassified.

Shuffle Analysis of the Effect of Place Encoding on Classification of Dynamics. In order to confirm that the model
classification of dynamics depended on hippocampal place specific encoding, we resampled the position during movement
with replacement, but preserved the spike times and spike waveform amplitudes. We fit the clusterless encoding model on the
resampled data and then decoded the immobility periods. Like with the non-resampled data, we then extracted the SWR times
and determined their classification based on our classification scheme. We repeated this shuffle analysis 50 times and compared
this distribution to the real data for two epochs on two different animals (animal Bond, day 3, epoch 2 and animal Remy, day
35, epoch 2).

Highest Posterior Density. The 95% highest posterior density (HPD) is a measurement of the spread of the posterior prob-
ability and is defined as the region of the posterior that contains the top 95% of values of the posterior probability (4). In this
manuscript, we use the HPD size to evaluate the uncertainty of the posterior probability of position. We calculate the 95% HPD
region by determining the maximum threshold value h that fulfills the follow equality:∫

{x:p(xk|O1:T )>h}
p(xk |O1:T )dx= 0.95

The 95% HPD region is the set of position bins with posterior values greater than the threshold {x : p(xk | O1:T ) > h}. The
HPD size is calculated by taking the integral of the members of this set:∫

{x:p(xk|O1:T )>h}
1dx

which we approximate with a Riemann sum.

Distance from animal. The distance of the decoded position from the animal’s is defined as the shortest path distance along
the track graph between the animal’s 2D position projected on to the track graph (see Linearization) and the MAP estimate of
the posterior probability of position, argmaxxk

p(xk |O1:T ), which is defined as the center of the position bin with the greatest
posterior value. The shortest path is found using Dijkstra’s algorithm (14) as implemented in NetworkX (18).

Estimation of Speed. In order to estimate the speed over time, we first found the MAP estimate of the posterior probability of
position, argmaxxk

p(xk | O1:T ), which is defined as the center of the position bin with the greatest posterior value. We then
computed the first derivative using the Python library Numpy’s gradient function, which computes the difference in the forward
and backward time direction and then averages them for all points except the boundaries. We then smoothed this quantity with
a small Gaussian (2.5 ms standard deviation) and then averaged this for the classified time points. Because our position bin size
of 3 cm makes it hard to distinguish between slower speeds in a 2 ms time step, we only analyzed classifications longer than 20
ms.

Non-Local Stationary Position. The non-local stationary position is defined as replay distances at least 30 cm from the
animal’s position during a time period classified as stationary.

Software and Code Availability. Python code used for analysis and generating figures in the paper is available at: https:
//github.com/Eden-Kramer-Lab/replay_trajectory_paper. Code for the classifier is available in a separate
software repository to facilitate code reuse at: https://github.com/Eden-Kramer-Lab/replay_trajectory_
classification (doi: 10.5281/zenodo.3713412). Both code bases rely on the following python packages: Numpy (43),
Numba (29), Matplotlib (20), xarray (19), NetworkX (18), Pandas (34) and Seaborn (doi: 10.5281/zenodo.883859). All code
is open-source and licensed under the MIT Software License. Classifier code can be easily installed as a python package with
all requisite dependencies using pip or conda. See software repositories for specific details.
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Figure S1. The model is robust to change of the probability of persisting in the same dynamic for a wide range of plausible expected
durations (25 ms to 150 ms). (A) Each plot shows the probability of each dynamic on simulated data example from Figure 1 with a
different diagonal value—which governs the probability of remaining in that dynamic. The corresponding expected duration of staying
in the dynamic is listed as duration. The off-diagonal values—the probability of switching to one of the other dynamics—are set to
be equally likely with the remainder of the probability, as in Figure 1D. The diagonal increases from left to right, top to bottom, until
the case where the diagonal is one and the off-diagonal is zero—i.e. the case where there is no probability of switching to another
dynamic. Shaded regions correspond to the classification as in Figure 1. (B) The probability of position over time for each diagonal
value. Conventions the same as in (A).
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Figure S2. Decoding the same SWR in Figure 2 with 2D position using sorted spikes and clusterless decoding, respectively. (A) The
left plot shows the spikes from cells arranged by the linear position of the peak of place field as in Figure 2. The middle plot shows the
probability of each dynamic over time from the 2D decode. Shaded regions indicate classification category as in Figure 1G and 2. The
rightmost plot shows the most probable estimate of the latent position (MAP estimate) with color indicating time. The latent position
posterior summed over time is shown in the purple shading. The light grey lines represent the position of the animal over the entire
epoch and the magenta dot represents the animal’s position. (B) Same as in (A), but with clusterless decoding.
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Figure S4. A-I. More examples of SWRs that would not be well-characterized by using the standard decoder. Conventions are the
same as in Figure 3.

22 | bioRχiv Denovellis et al. | Replay Dynamics

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 21, 2020. ; https://doi.org/10.1101/2020.10.20.347708doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.20.347708
http://creativecommons.org/licenses/by/4.0/


0 100
Percent Classified

0.00

0.05

0.10

Epoch #1

0 100
Percent Classified

Epoch #2
Shu�ed

Estimated

Shu�ed

Estimated

Figure S5. Comparison of percentage of SWRs classified (that is, a SWR containing at least one of the five classifications) on real vs.
position shuffled data for two epochs from different animals. Red line represents the percent of SWR events classified in that epoch
for real data. The histogram represents the distribution after 50 shuffles of the position data. Position data was shuffled by resampling
with replacement from the set of all observed positions in that epoch, destroying position information but preserving spiking timing and
position occupancy.
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Figure S6. Comparison of average spatial coverage of the 95% highest posterior density on real vs. position shuffled data for two
epochs from different animals. Red line represents the average spatial position spanned by the highest posterior density on real data
for all ripples. The histogram represents the distribution after 50 shuffles of the position data. Position data was shuffled by resampling
with replacement from the set of all observed positions in that epoch, destroying position information but preserving spiking timing and
position occupancy.
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Figure S7. More examples of stationary-continuous-mixtures.
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