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Abstract 9 

Several theoretical models suggest that deciding about actions and executing them are not completely 10 
distinct neural mechanisms but instead two modes of an integrated dynamical system. Here, we 11 
investigate this proposal by examining how neural activity unfolds during a dynamic decision-making 12 
task within the high-dimensional space defined by the activity of cells in monkey dorsal premotor 13 
(PMd), primary motor (M1), and dorsolateral prefrontal cortex (dlPFC) as well as the external and 14 
internal segments of the globus pallidus (GPe, GPi). Dimensionality reduction shows that the four 15 
strongest components of neural activity are functionally interpretable, reflecting a state transition 16 
between deliberation and commitment, the transformation of sensory evidence into a choice, and the 17 
baseline and slope of the rising urgency to decide. Analysis of the contribution of each population to 18 
these components shows differences between regions but no distinct clusters within each region. 19 
During deliberation, cortical activity unfolds on a two-dimensional “decision manifold” defined by 20 
sensory evidence and urgency, and falls off this manifold at the moment of commitment into a choice-21 
dependent trajectory leading to movement initiation. The structure of the manifold varies between 22 
regions: In PMd it is curved, in M1 it is nearly perfectly flat, and in dlPFC it is almost entirely 23 
confined to the sensory evidence dimension. In contrast, pallidal activity during deliberation is 24 
primarily defined by urgency. We suggest that these findings reveal the distinct dynamics of different 25 
regions, supporting a unified recurrent attractor model of action selection and execution. 26 
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Introduction 36 

During natural behavior, we are continuously interacting with a complex and dynamic world1,2. That 37 
world often does not wait for us to make up our minds about perceptual judgments or optimal choices, 38 
and inaction can lead to lost opportunities, or worse. Furthermore, we must often make decisions 39 
while we’re already engaged in an action, such as while navigating through our environment or 40 
playing a sport3. These considerations suggest that the neural mechanisms involved in selecting and 41 
executing actions should be closely integrated within a unified sensorimotor control system4. Indeed, 42 
many neural studies have shown considerable overlap between the brain regions involved in action 43 
selection and sensorimotor control5–10. 44 

However, while the anatomical overlap between the distributed circuits of decision-making and 45 
sensorimotor control is well-established, theoretical models of these processes remain largely 46 
separate. Decision-making is often modeled as the accumulation of evidence until a threshold is 47 
reached11–19, at which time a target is chosen. Models of movement control usually begin with that 48 
chosen target, toward which the system is guided through feedback and feedforward mechanisms20–22. 49 
But if the neural circuits involved in action selection and sensorimotor control are truly as unified as 50 
neural data suggests, then theories of these processes should be similarly unified. One promising 51 
avenue toward an integrated account of selection and control is to consider both as aspects of a single 52 
distributed dynamical system, which transitions from a biased competition between actions23–28 into 53 
an “attractor” that specifies the initial conditions for implementing the chosen action through feedback 54 
control29–31. 55 

Here, we test whether neural activity in key cortical and subcortical regions exhibits properties that 56 
would be expected from a unified dynamical system for action selection and sensorimotor control. We 57 
focus on cells recorded in monkey dorsal premotor (PMd) and primary motor cortex (M1), which are 58 
implicated in both selection and control7,9,32–36, as well as the dorsolateral prefrontal cortex (dlPFC), 59 
which is implicated in representing chosen actions37. In addition, we examine activity in the output 60 
nuclei of the basal ganglia, the globus pallidus externus (GPe) and internus (GPi), whose role in 61 
selection and/or motor control is under vigorous debate38–41. Importantly, we examine the activity of 62 
all of these regions recorded in the same animals performing the same reach selection task, making it 63 
possible to quantitatively compare activities in different brain areas using the same metrics. 64 

To disentangle neural activity related to deliberation, commitment, and movement, we trained 65 
monkeys to perform the “tokens task” (Figure 1) (see Methods). In the task, the subject must guess 66 
which of two targets will receive the majority of tokens jumping randomly from a central circle every 67 
200ms (Figure 1a). The subject does not have to wait until all tokens have jumped, but can take an 68 
early guess, and after a target is reached the remaining tokens jump more quickly (every 150ms or 69 
50ms in separate “Slow” and “Fast” blocks of trials). Thus, subjects are faced with a speed-accuracy 70 
trade-off (SAT) – to either wait to be confident about making the correct choice, or to take an early 71 
guess and save some time, potentially increasing their overall reward rate. If we assume that 72 
commitment occurs shortly before movement onset, then we can delimit within each trial a period of 73 
deliberation (Figure 1b) during which neural activity should correlate with the sensory evidence 74 
related to token jumps as well as to subjective policies related to the speed-accuracy trade-off. 75 
Furthermore, because we can precisely quantify the success probability (SP) associated with each 76 
choice after every token jump, we can compute for each trial a temporal profile of the sensory 77 
evidence and categorize trials into similarity classes (Figure 1c), including “easy trials”, “ambiguous 78 
trials”, and “misleading trials” (see Methods for details). 79 
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Previous studies have shown that both human and monkey behavior in the tokens task is well-80 
explained by the “urgency-gating model” (UGM)14,42, which suggests that during deliberation, the 81 
sensory “evidence” about each choice (provided by the token distribution) is continuously updated 82 
and combined with a non-specific “urgency signal”, which grows over time in a block-dependent 83 
manner, and commitment to a given choice is made when the product of these reaches a threshold. 84 
Recent neural recordings largely supported these proposals (Extended Data Figure 2). For example, 85 
some cells in PMd (29%) and M1 (45%) were significantly tuned during deliberation, reflecting both 86 
the evidence favoring their preferred target and the growing urgency signal36,43. In contrast, cells in 87 
GPe and GPi did not show tuning until after commitment, and about 50% exhibited either increasing 88 
or decreasing activity that resembled the context-dependent urgency signal44. 89 

While these and other studies reveal important properties of activity in these regions, many questions 90 
remain. Are “decision-related” neurons part of a module for choosing a target, which sends its output 91 
to a separate module of “movement-related” neurons? Do the basal ganglia contribute to the 92 
deliberation process39,45–49 or do they simply reflect a choice taken in cortical regions50,51 and 93 
contribute only to movement execution52? Answering these questions is difficult given the 94 
heterogeneity of cell properties7,32,53–56 and their apparently continuous distribution along rostrocaudal 95 
gradients54,57 or layers58. This leads one to consider whether, instead of serial modules, action 96 
selection and execution are two modes of a unified recurrent system distributed across the 97 
frontoparietal cerebral cortex and associated basal ganglia/thalamic loops. According to this model59, 98 
action selection occurs through a competition within the regions of PMd and M1 associated with the 99 
relevant effector, biased by signals arriving from dlPFC related to evidence in favor of specific 100 
targets. As time passes, that competition is invigorated by an urgency signal coming from the basal 101 
ganglia, which gradually amplifies the competitive dynamics in PMd/M1. As the contrast develops 102 
between the activity of cortical cell groups associated with different candidate actions, selectivity is 103 
gradually induced in the striatum and the pallidum, leading to a positive feedback that further favors 104 
the winning cells and suppresses the others, constituting volitional commitment and launching the 105 
dynamics of execution29–31. 106 

Here, we test this proposal by examining activity across all of the regions we recorded in the tokens 107 
task (PMd, M1, GPe, GPi, and dlPFC), but without a priori classifying cells into putative functional 108 
categories. Instead, we use the neural space approach pioneered in recent years60–70, in which the 109 
entire system is described as a point in a very high-dimensional space defined by the activity of all 110 

 

Figure 1. The “tokens task”. A. During each trial, 15 tokens jump, one every 200ms, from the central circle to 
one of two outer target circles. The subject’s task is to move the cursor (black cross) to the target that 
will ultimately receive the majority of the tokens. B. Temporal profile of the “success probability” 
that a given target is correct. Once a target is reached, the remaining token jumps accelerate to one 
every 150ms (“Slow” block) or 50ms (“Fast” block). We subtract from movement onset the mean 
reaction time (RT), measured in a separate delayed-response task, to estimate commitment time 
(purple bar) and the success probability at commitment time (dotted red horizontal line). C. Success 
probability for choosing the right target in trial types defined on the basis of the success probability 
profile, here computed after aligning to movement onset (see Methods). Solid: correct target on the 
right; Dashed: correct target on the left. 
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recorded cells, and then reduced into a lower-dimensional representation that reveals the main factors 111 
governing cell activity across the system. We then perform specific analyses to characterize how 112 
activity unfolds during deliberation and commitment, comparing the dynamics of different regions, 113 
and quantify to what extent cell properties cluster into distinct functionally interpretable roles. Some 114 
of these results have previously appeared in abstract form71–74. 115 

 116 

Results 117 

���������	��118 

We recorded spiking activity from a total of 736 well-isolated individual neurons in the cerebral 119 
cortex and basal ganglia of two monkeys (S and Z), recorded at the locations shown in Extended Data 120 
Figure 1. Of these, 356 were recorded in PMd (237 from monkey S), 211 in M1 (79 from monkey S), 121 
62 in dlPFC (60 from monkey S), 51 in GPe (19 from monkey S), and 56 in GPi (22 from monkey S). 122 
The properties of some of these neurons have been reported in previous publications, focusing on 123 
tuned activity in PMd and M1 and the basal ganglia36,43,44,75, as summarized in Extended Data Figure 124 
2. Here, we additionally include neurons recorded in dlPFC, which for technical reasons were almost 125 
exclusively obtained in monkey S and to date only described in abstract form71,72. While a more 126 
complete description of their properties awaits more recordings in additional animals, they are 127 
included in the analyses described below, in part to provide a contrast to the other cortical and 128 
subcortical areas. 129 


���������	�������	��������������	���	���	�����������������	��130 

To examine how the activity of this entire population evolves over time during the task, we performed 131 
Principal Components Analysis (PCA) on all cells recorded in all five brain regions, including any 132 
well isolated neuron that was recorded in both Slow and Fast blocks. This included a total of 637 133 
neurons, including 277 in PMd, 191 in M1, 52 in dlPFC, 41 in GPe and 46 in GPi. For the PCA, we 134 
used data from only four conditions (right and left choices in the fast and slow blocks) and counted 135 
each neuron once. This means that the variance explained was dominated by the PMd and M1 136 
populations, in which we recorded the largest number of neurons. However, reducing the number of 137 
cells to 35 in each region did not change the results apart from making them noisier and changing the 138 
percentage of variance explained by individual principal components (PCs) (See Extended Data 139 
Figure 6a). An alternative approach would be to perform PCA on each population of neurons 140 
separately, but this would yield region-specific PCs that make quantitative comparisons between 141 
regions impossible. Thus, we elected to perform PCA on all cells together, counting each neuron 142 
once, producing a “loading matrix” of coefficients (from each neuron to each PC) that then allows us 143 
to “project” each population into the space of the same PCs. As shown below, this allows us to 144 
directly compare the components of different regions and to infer how each region contributes to the 145 
same distributed dynamical system. We imposed symmetry on our population by following the “anti-146 
neuron” assumption, which assumes that for every neuron we recorded there exists a similar neuron 147 
with the opposite relationship to target direction (even for cells that are not tuned), effectively 148 
doubling the number of neurons. See the Methods section for the justification and motivation for this 149 
approach. 150 

The first 20 PCs together explained 97.9% of the variance in activity over time across the four groups 151 
of trials (slow/fast blocks x left/right choices) used for the Principal Components Analysis. Figure 2 152 
shows the temporal profile for the first 7 PCs constructed as a weighted average of all cells, separately 153 
for easy, ambiguous, and misleading trials in both slow and fast blocks, for both left and right choices. 154 
Here, the PCs are calculated after aligning the data to movement onset. See Extended Data Figure 3 155 
for the same PCs calculated after aligning to the beginning of the trial. 156 
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The first 4 components, which together explain 80.3% of total variance, are clearly interpretable in 157 
terms of the key elements of the urgency gating model. The first PC (31.62% of variance) is nearly 158 
identical across all conditions and reflects the transition between deliberation (prior to commitment) 159 
and action (after movement onset). It is similar to the main condition-independent component 160 
reported in other neural space studies in both primates76–80 and rodents81–83. The second PC (25.53%) 161 
exhibits two phases. Prior to commitment, it reflects the time course of the sensory evidence on which 162 
the monkey made his choice, distinguishing easy, ambiguous, and misleading trials. After 163 
commitment, it simply reflects the choice made without distinguishing trial types. The third PC 164 
(13.38%) reflects the block-dependent aspect of urgency, distinguishing between the slow and fast 165 
blocks (even before the start of the trial, as shown in Extended Data Figure 3). The fourth PC (9.74%) 166 
reflects the time-dependent aspect of urgency until just before movement onset. The remaining 167 
components are similar to PCs 2 and 4 during deliberation, but capture some of the heterogeneity 168 
across cell activity patterns after commitment and movement onset. We discuss these higher PCs in 169 
the Supplemental Materials. 170 

PC2 warrants special attention. Note that until the moment of commitment, it correlates very well 171 
with the evidence provided by the token movements (compare to Figure 1c). Indeed, as shown in 172 
Extended Data Figure 4, the correlation between the time-delayed evidence and the value of PC2 is 173 
highly significant (p<10-100) with a correlation coefficient of R=0.92. This is notable because the PCA 174 
algorithm was not given any information about these different trial types (easy, ambiguous, 175 
misleading, etc.) but was simply given data averaged across four large trial groups that only 176 
distinguished left versus right choices and slow versus fast blocks. Nevertheless, when the resulting 177 

Figure 2. Components produced by PCA. The cumulative variance explained by the first 20 components is 
shown at the bottom right, and the temporal profiles of the top 7 PCs are shown in the rest of the 
figure. Each of those 7 panels shows the average activity of all cells, weighted by their loading 
coefficient onto the given PC, for 12 trial groups, including combinations of 3 trial types: easy (blue), 
ambiguous (green), and misleading (red); two blocks: Slow (solid) and Fast (dashed); for choices 
made to the left or right (indicated for the components where they differ). Note that the sign is 
arbitrary because the loading matrix can have positive or negative values. Shaded regions indicate 
95% confidence intervals. In each panel, the second vertical dotted line indicates movement onset 
and the first indicates the estimated moment of commitment, 280ms earlier, based on our prior 
studies. Each panel is scaled to have the same range in the y-axis. PCs for the Slow trials are built 
from 557 cells that have all trial types in Slow blocks, while PCs for Fast trials are built from 452 
cells that have all trial types in Fast blocks. 
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temporal profiles of PC2 are calculated for specific trial types they clearly reflect how the evidence 178 
dynamically changes over the course of deliberation in those trials.  179 

Could this finding be a trivial consequence of overall cell tuning? To test this possibility, we used the 180 
Tensor Maximum Entropy method of Elsayed & Cunningham84 to generate synthetic data sets that 181 
retain primary features such as tuning, but are otherwise random (see Methods). As shown in 182 
Extended Data Figure 4c, when PCA is applied to such synthetic data sets it does not produce 183 
components that are as well correlated with evidence as PC2 from our true data (p<0.01). The 184 
implication is that the emergence of PC2 in the real neural data requires a consistent relationship 185 
between how cells reflect the final choice (left vs. right) and how they reflect the evidence that leads 186 
to that choice during deliberation (easy vs. ambiguous vs. misleading, etc.). 187 

Figure 3 shows the trajectories of the different trial types, separately for the Slow and Fast blocks, 188 
plotted in the space of PCs 1, 2, and 4. While a quantitative comparison between the Slow and Fast 189 
blocks is made difficult because a slightly different subset of cells is included in each (see Methods), 190 
the qualitative shape of the trajectories is very similar. As indicated in Figure 3a (dotted black 191 
arrows), in both block types the neural activity evolves in a clockwise manner in the space of PC1 and 192 

 

Figure 3. Neural trajectories in the space of PCs 1, 2 and 4, averaged across easy, ambiguous, and misleading 
trials as well as the other (unclassified) trials. Panels A and B show two views of data from Slow 
blocks, and panels C and D show the same views of data from the Fast blocks. Shaded colored 
regions around each trajectory indicate the 95% confidence interval. Dotted arrows in A indicate how 
the state of activity evolves over time. The gray wireframe encloses all states visited during the 
deliberation epoch, across all trial types. Purple ellipses indicate the region in which commitment 
occurs (indicated for individual trial types by small colored circles) and green ellipses indicate the 
point at which movement is initiated. For clarity, the neural state after movement initiation is only 
shown in panels A and C. 
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PC4, passing over a region of deliberation until reaching a commitment state (purple ellipses), 193 
whereupon it rapidly moves to a movement-specific initiation subspace (green ellipses), and then 194 
turns back toward the starting point during movement execution. Some of these phenomena have 195 
previously been reported using neural space analyses of preparatory and movement-related activity in 196 
cortical regions during instructed reaching tasks with a single target76–79,85–87. Here, our task allows us 197 
to examine in more detail what happens during the process of prolonged deliberation when subjects 198 
are selecting among multiple targets. 199 

In each panel of Figure 3, we’ve drawn a gray wireframe around all of the points from the beginning 200 
of the trial until commitment time (280ms before movement onset), across all trial types, thus defining 201 
the subspace within which deliberation occurs. This subspace resembles a triangular surface that is 202 
extended mostly in PC2 and PC4 and curved slightly into PC1. It is quite thin – for example, in the 203 
slow block the value of � (see Methods) is 0.204, which is roughly equivalent to a triangular sheet 204 
whose thickness is 1/57th of the length of each side. We call this the “decision manifold”. 205 

The flow of neural states upon the decision manifold is quite orderly, proceeding from bottom to top 206 
as time elapses and shifting left and right with the sensory evidence. For example, consider the 207 
misleading trials, in red, which clearly reveal the switch in sensory evidence. In effect, the flow of the 208 
neural state during deliberation resembles the temporal profile of evidence (Figure 1c) mapped onto 209 
that curved wireframe surface. The neural state continues to flow along the decision manifold until it 210 
reaches one of two edges (purple ellipses) at the time of commitment, and then turns into PC1 and 211 
accelerates to rapidly flow along one of two paths, each corresponding to the choice taken, until 212 
movement initiation (green ellipses). 213 

�����������������������214 

While the structure of the neural space computed across all neurons is interesting, it is still more 215 
informative to compare that structure across the different brain regions in which we recorded. Because 216 
the loading matrix produced by PCA provides coefficients that map each individual neuron’s 217 
contribution to each PC, we can “project” the activity of any subset of neurons into the space of these 218 
same PCs (see Extended Data Figure 5), and then plot region-specific neural space trajectories. Figure 219 
4a shows this for the dorsal premotor cortex, where we see a structure that is quite similar to what was 220 
shown for all neurons (not surprisingly since the PMd population is the largest). As before, we see a 221 
triangular decision manifold that is relatively thin (�=0.343) and extends along PC2 and PC4. 222 
However, note that it initially strongly leans in the negative PC1 direction and then curves around just 223 
before commitment (see the side view shown in Figure 4a, right). Interestingly, the PMd decision 224 
manifold is curved as if it lies on the surface of a sphere (see inset, spherical fit R2 = 0.65), a point to 225 
which we will return below. 226 

In contrast, the decision manifold of primary motor cortex (M1, Figure 4b) is remarkably flat and thin 227 
(�=0.252) and leans into the positive PC1 direction. Nevertheless, the evolution of the neural state 228 
along the surface of the decision manifold in both regions obeys the same pattern seen in Figure 3, 229 
proceeding from bottom to top as time elapses and shifting left and right with the sensory evidence, 230 
always lying within the same subspace (curved for PMd, planar for M1). Note that Figure 4 shows 231 
data aligned on movement onset, as in previous figures, but also superimposes neural space 232 
trajectories computed on the basis of data aligned on the start of the trial (see Extended Data Figure 3) 233 
and then projected into the same PC space using the same loading matrix. As is clear from the figures, 234 
regardless of how the trajectories are computed, they always fall within the same decision manifold in 235 
PC space, for both PMd and M1. 236 
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It is noteworthy that in both PMd and M1, the state reached at the moment of commitment (purple 237 
ellipses in Figure 4a,b) shows an orderly relationships with the reaction time in each trial type 238 
(shortest in “early” trials, and longest in “late” trials). This is in agreement with the observation that 239 
even at a single trial level, a consistent relationship between neural state and reaction time can be 240 
observed during a simple instructed reach task76. Furthermore, in M1 the trajectories after that point 241 
converge to arrive in a relatively compact subspace (green ellipses) at movement onset – what 242 
Churchland et al.88 called an “optimal subspace”. 243 

In contrast to PMd and M1, the deliberation manifold in dorsolateral prefrontal cortex (dlPFC, Figure 244 
4c) is almost exclusively extended along PC2 (�=0.564, like a cylinder whose length is 22 times its 245 
radius). Like PMd and M1, the neural state along PC2 shifts left and right with sensory evidence (see 246 
inset), but after commitment it exhibits only a small excursion into PC1. This suggests that neural 247 
activity in dlPFC primarily reflects the sensory evidence used to make decisions in the task, consistent 248 
with many previous studies89–96. 249 

Figure 4. Neural trajectories in the space of PCs 1, 2 and 4, plotted using activity during Slow blocks, 
separately for PMd (A), M1 (B), dlPFC (C), GPe (D) and GPi (E). Separate trajectories are plotted 
for easy, ambiguous, and misleading trials, as well as all trials in which decisions were shorter than 
1400ms (early) and in which decisions were longer than 1400ms (late). For clarity, confidence 
intervals have been omitted. As in Figure 3, trajectories are computed from data aligned on 
movement onset, and extend from 1400ms prior. Blue (PMd) and red (M1) wireframes enclose all 
states before commitment (280ms before movement). Here, we also superimpose trajectories 
computed from data aligned on the start of the trial and until 500ms later (projected through the same 
loading matrix). Dashed black arrows in panel B, left, indicate where these separate trajectories can 
be seen in the M1 space. In all panels, the trajectory of misleading trials in which the monkey 
correctly chose the right target is highlighted with a thicker line. Purple ellipses emphasize the time 
of commitment and green ellipses emphasize movement onset. The inset in A shows how PMd 
activity tends to remain on the surface of a sphere, particularly during deliberation. The inset in C 
shows PC2 computed from the dlPFC population for easy (blue), ambiguous (green), and misleading 
trials (red). 
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A strong contrast to the cortical data is seen when we examine the neural state of cells recorded in the 250 
globus pallidus (GPe and GPi). In both regions, the neural state during deliberation is confined within 251 
a subspace that is not a thin manifold but instead resembles a ball compressed along PC2 and 252 
extended along PC4 (Figure 4d,e). During deliberation, activity in these regions does not evolve in an 253 
orderly fashion as seen in cortex. This could be partly due to the lower number of cells recorded in 254 
GPe and GPi as compared to PMd and M1, although similar results hold when we restrict all regions 255 
to 35 cells (Extended Data Figure 6a). Nevertheless, by the time commitment occurs, the state of both 256 
GPe and GPi lies in a choice-specific subspace (purple ellipses) and then evolves quickly to a 257 
corresponding initiation subspace. These findings are consistent with our previous report of GPe/GPi 258 
activity in the tokens task, in which we suggested that these regions do not determine the choice but 259 
rather contribute to the process of commitment44. 260 

�	�����	���	�����������������������������261 

As shown in Figure 4, the decision manifolds computed from PMd and M1 possess distinct shapes. 262 
While M1 is almost completely flat, the PMd manifold is curved, as if lying on a surface of a sphere. 263 
Do these shapes reveal differences in the neural dynamics in these regions? To address this question, 264 
we consider the shape of the PMd decision manifold in terms of two separate phenomena: its 265 
curvature in the PC1-PC4 plane (Figure 4a, right), and its curvature in the PC1-PC2 plane (inset in 266 
Figure 4a). 267 

First, we consider why the PMd manifold initially leans in the negative PC1 direction and then bends 268 
toward the positive PC1 direction prior to commitment (its curvature in the PC1-PC4 plane). One 269 
potential explanation suggests that an inhibitory influence prevents premature movement before 270 
selection is complete97 by keeping PMd away from commitment, but it is gradually overcome by 271 
positive feedback in the recurrent circuit between PMd and GPi44,59,98. According to this hypothesis, as 272 
the cortical activity becomes increasingly biased in favor of one target over another, it gradually 273 
begins to produce the emergence of choice selectivity in the GPe, about 200ms before commitment 274 
(see Extended Data Figure 2b, row 3). When that becomes strong enough to engage selectivity in the 275 
GPi, it in turn strengthens emerging selectivity in the thalamus, which then further strengthens 276 
selectivity in the cortex. Thus, a positive feedback is established leading to a winner-take-all process 277 
that overcomes inhibition and constitutes volitional commitment. This hypothesis predicts a 278 
relationship between how tuning emerges in GPi and how and when the PMd state begins to flow 279 
toward commitment. 280 

To test this prediction, we examined the correlation between the flow toward commitment in PMd (as 281 
reflected in the rate of change of PC1 during deliberation) with the depth of directional selectivity in 282 
GPi (as reflected in the absolute value of PC2). Figure 5a shows this comparison for 6 large trial 283 
groups: all rightward choices in Slow and Fast blocks, early rightward choices in Slow and Fast 284 
blocks, and late rightward choices in Slow and Fast blocks (see Methods for trial definitions). 285 
Leftward decision trials were not considered because they are symmetric with rightward decision 286 
trials and thus redundant. As can be seen for the different trial types, except for a constant scaling 287 
factor the match between these two very different variables is strong, particularly in the epoch 288 
between commitment and movement onset. Even if the data is restricted to the period before 289 
commitment, the correlation for each trial group shown in the individual panels of Figure 5a is 290 
significant at p<10-10 with Pearson’s R above 0.86, and for all trials together with R=0.84 (Figure 5b). 291 
Furthermore, across these six conditions there was a significant correlation (p=0.0029, R=0.9556) 292 
between the time when the PMd manifold began to tilt toward commitment (derivative of PC1 293 
became consistently positive) and the time when tuning became significant in GPi (95% CI of PC2 no 294 
longer included 0). Similar results were not obtained when comparing GPi PC2 against the derivative 295 
of PC1 computed from other regions (although there was a weaker but significant correlation with the 296 
derivative of PC1 in M1). It is important to note that this particular prediction – a relationship 297 
between the derivative of one component in PMd and the absolute value of another in GPi – is not 298 
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arbitrary. It is motivated by the specific proposal that the timing of the bend in the PMd decision 299 
manifold in the PC1-PC4 plane (Figure 4a, right) is related to the timing of how tuning emerges in the 300 
basal ganglia, which is itself motivated by the hypothesis that both of these variables reflect positive 301 
feedback in a recurrent attractor circuit. Of course, like any correlation analysis, it cannot conclusively 302 
prove a specific causal relationship. An alternative, though not mutually exclusive hypothesis is that 303 
both of these regions are influenced by a common source of inhibition that is gradually released as 304 
commitment approaches. 305 

In addition to its curvature in the PC1-PC4 plane, the PMd manifold is also curved in the PC1-PC2 306 
plane, as if it lies upon a surface of a sphere (see inset in Figure 4a). This is strikingly different than 307 
the M1 manifold, which is nearly perfectly flat (compare Figure 4a with b). What could explain this 308 
difference in shapes? 309 

Here, we consider one possible explanation related to the dynamics of recurrent attractor networks. 310 
We illustrate this using a very simple system consisting of two neurons that compete against each 311 
other through recurrent inhibition. Note that this minimal model is not intended to simulate our data, 312 
but simply to demonstrate the possibility that some features of our data (e.g. shape of the decision 313 
manifold) could be the result of very general properties of recurrent non-linear dynamical systems. 314 

Let’s consider two neurons whose activity is denoted as �� and �� (Figure 6a) and governed by the 315 
following differential equation23 316 

 
���
�� � 	
 � ����� � � � �	��� � �� �� � ������ (1) 317 

On the right-hand side of equation (1), the first term is excitation and the second is inhibition. ��  is the 318 
input evidence for choice �, � is the urgency signal, � is a passive decay rate, �	�� is the recurrent 319 
excitation of each cell to itself, and �	�� is the recurrent inhibition from the other cell, j. Note that 320 

equation (1) ensures that cell activities are always in the interval from 0 to 1. The function �	� is 321 
sigmoidal of the form 322 

 �	� � �
�����	��� ! (2) 323 

 

Figure 5. Comparison of selectivity in GPi with the slope of the PMd decision manifold. A. Comparison 
within six conditions: all Slow block trials, Slow block trials where DT<1400, Slow block trials 
where DT>1400, all Fast block trials, Fast block trials where DT<950, Fast block trials where 
DT>950. Each panel plots the absolute value of PC2 computed from GPi (red, left y-axis, shaded 
region indicates 95% CI) along with the derivative of PC1 computed from PMd (blue, right y-axis). 
The black vertical line indicates the estimated time of commitment. At the top left corner are 
Pearson’s R and the p-value of the correlation between these two signals from 1000ms to 280s before 
movement. B. The correlation of these signals, from 1000 to 280ms before movement onset, across 
all 6 conditions. 
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where # is the gain and $ is the steepness of the sigmoid. Figure 6 schematizes this simple model and 324 
illustrates some of its dynamics. 325 

Figure 6b shows the flow field of the system in the (x1, x2)-plane assuming a function f(x) with high 326 
gain and a steep slope, when the evidence is balanced. Note how the flow field quickly pushes the 327 
neural state to a central stable region, outlined in purple, within which the flow is slower. In the 328 
presence of noise, the system will be strongly constrained to remain inside this region, but can shift 329 
within it relatively easily. As the balance of evidence changes, the stable region shifts in the plane 330 
(Figure 6c) but always lies oriented along that straight line. As a result, activity is normalized such 331 
that x1+x2 is approximately constant (L1-normalization). In contrast, Figure 6d,e shows a system 332 
where the interaction function has low gain and a shallow slope. Note that the stable region for 333 
different input patterns still shifts in the (x1, x2)-plane, but not along a straight line (panel e). Instead, 334 
the different stable regions now lie along a circular path, such that ��� � ��� is approximately constant 335 
(L2-normalization). In both systems, the state is strongly confined into a narrow subregion of the full 336 
space (a “decision manifold”), but can shift within it due to changes of evidence as well as noise. If 337 
the value of U is increased, this subspace will shift toward the upper right (not shown) until the 338 
system bifurcates into two stable attractors, each corresponding to choosing either x1 or x2. 339 

This simple model proposes a straightforward candidate explanation for the difference in shapes of 340 
the decision manifolds in PMd versus M1 (Figure 4a,b). To summarize, relatively gentle competitive 341 
dynamics between candidate options can produce a curved quasi-spherical manifold, as seen in PMd, 342 

Figure 6. Simulation of a simple 2-neuron recurrent competitive attractor. A. The structure of the model is 
shown at left, next to the governing equations and parameter settings. Two forms of the interaction 
function f(x) are shown in the inset at right. B. The flow field for a system with high gain (G=1) and 
steep slope (S=15) when the input evidence is balanced such that E1=E2=0.2. Blue arrows depict the 
flow and shading indicates the speed (yellow=fastest, dark blue=slowest). The purple outline 
indicates a region around the stable equilibrium, in which the state will tend to remain even with 
substantial noise. Note that the dynamics flow quickly toward that region and then move more 
slowly within it. C. The stable regions of the same system for several input patterns, ranging from 
strong evidence in favor of choice 2 (top left, blue) to strong evidence in favor of choice 1 (bottom 
right, red). Note that these align in what is approximately a straight line across the state space 
(compare to dashed black line). D. Same as B but for a system in which the interaction function has 
low gain (G=0.1) and a shallow slope (S=5). E. Stable regions of the system in D. Note that now, the 
stable regions for the same range of input patterns do not form a straight line but rather fall on a 
curve roughly equivalent to a circle (dashed black curve). 
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while strong and steep winner-take-all dynamics can produce a flat one, as seen in M1. This may 343 
imply that PMd tolerates multiple competing potential actions more readily than does M1, a 344 
conjecture made in previous modeling work25. However, at present these are just conjectures. A more 345 
complete analysis would require a more sophisticated model, in which different neural populations are 346 
dynamically coupled and interact in more complex ways. It is possible that in such a model, other 347 
parameter settings and other features of dynamics may better explain the shapes of decision 348 
manifolds, but exploring those possibilities is beyond the scope of the present paper. 349 

�����������	������������	����350 

Another approach for inferring the putative functional contributions of different brain regions is to 351 
examine the distribution of the loading coefficients for cells in each region. For example, if a given 352 
population of cells is strongly related to the sensory evidence provided by token jumps, then cells in 353 
that population should tend to have higher loading onto PC2 than cells from another population that is 354 
less sensitive to evidence. As described in Methods, we characterized the distribution of loading 355 
coefficients for the first 11 PCs (which capture 95% of variance) by fitting the 11-dimensional space 356 
of points for each brain region with gaussian mixture models (GMMs). The results are shown in 357 
Figure 7. 358 

The distribution of loading coefficients for cells in PMd (Figure 7a) was highly distributed but not 359 
without structure, and was best fit with two gaussians. The first (1: 68% contribution to the fit) was 360 
dominated by cells only weakly contributing to PCs 1, 2, and 4, but strongly to PC3. The second (2: 361 
32%) included cells that strongly contributed to PCs 1 and 2 but more weakly to PCs 3 and 4. The 362 
distribution for M1 was also best fit with two gaussians, one (1: 56%) contributing mostly to PC3 and 363 
another (2: 44%) contributing to 1, 2, and 4 but not 3. Thus, in both PMd and M1, there was a trend 364 
for cells that most strongly reflect the animal’s speed-accuracy trade-off (PC3) to be less strongly 365 
tuned to direction (PC2), and vice-versa (Figure 7a,c, middle panels). 366 

In contrast, populations in dlPFC, GPe, and GPi were well fit with a single gaussian (Figure 7e,f), 367 
though perhaps more structure would have been seen with larger populations. Importantly, there were 368 
significant and potentially functionally relevant differences between these regions. In particular, the 369 
distribution of loadings from dlPFC and GPi were nearly orthogonal in the space of PCs 1, 2, and 4 370 
(Figure 7f). The dlPFC was extended along PC2 and not along the other components, consistent with 371 
the proposal that it primarily carries information on the sensory evidence provided by token 372 
movements. In contrast, GPi was relatively narrow in PC2 and instead extended along PCs 3 and 4, 373 
related to the block and time-dependent aspects of urgency. Furthermore, there was a significant 374 
negative correlation (R=-0.32, p<0.001) between GPi loadings on PC1 versus PC4 (Figure 7e, right 375 
panel, purple). In other words, cells that build-up over time (positive on PC4) tend to reduce their 376 
activity after commitment (negative on PC1), while cells that decrease over time (negative on PC4) 377 
tend to increase after commitment (positive on PC1).  378 

In summary, our analyses of loading matrices suggest that while different regions do appear to 379 
contribute to different subsets of PCs (e.g. the orthogonal relationship of dlPFC and GPi in Figure 7f), 380 
the population within each region does not contain distinct clusters. In other words, while there is 381 
some structure in the loading matrix (e.g. Figure 7a,b, middle panel), the distributions of properties 382 
within each region are continuous. 383 

Could that continuity of properties be an artifact resulting from dimensionality reduction? That is, if 384 
distinct categories of cells with different functional roles really did exist, would our analyses be able 385 
to identify them? To address this question, we created a variety of synthetic populations of neuron-386 
like units and applied to them the same analyses we used to examine real data, including PCA and 387 
GMM analyses of the resulting loading matrix. As described in the Supplemental Materials (see 388 
Extended Data Figure 8), this yielded three conclusions: It confirmed that PCA does correctly identify 389 
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all of the components from which our synthetic neural populations were constructed. However, it also 390 
showed that some of the higher-order components (like PC5 in Figure 2) can result from PCA 391 
“cancelling out” some of the firing patterns already captured by lower-order components (e.g. PC2), 392 
in order to explain things like neurons tuned only during movement. Nevertheless, in all cases the 393 
GMM analysis of the loading matrix correctly identified any real categories of neurons in the 394 
population. This suggests that the lack of distinct clusters we found in our data indeed reflects the 395 
absence of separate categories in the real neural populations. 396 

Discussion 397 

Many neurophysiological studies have suggested that decisions between actions unfold within the 398 
same sensorimotor regions responsible for the control of those actions1,99–101. This includes FEF and 399 
LIP for gaze choices6,91,102–105 and PMd and MIP for reaching choices7,36,105–107. Several computational 400 
models of the decision mechanism suggest that it behaves like a “recurrent attractor system”23–28, 401 
where reciprocally competing groups of neurons tuned for the available choices compete against each 402 
other until one group wins and the system falls into an attractor corresponding to a specific choice. 403 

The results reported here provide strong support for this class of models. In particular, the cells we 404 
recorded in PMd and M1 do not appear to belong to separate categories related to decision-making 405 
versus movement preparation or execution, but instead behave like part of a unified dynamical system 406 
that implements a biased competition and transitions to commit to a choice through a winner-take-all 407 
process. During deliberation, the pattern of cell activity in these regions is confined to a highly 408 

Figure 7. Analysis of loading coefficients. A. Each point indicates the weight of the contribution of a given 
PMd cell to the principal component indicated on the axes. Colored ellipses indicate the centroid and 
3 times standard deviation of each of the two Gaussians (labeled 1 and 2) that provided the best fit to 
the distribution of these populations. B. The same PMd Gaussians in the 3-d space of PC1, PC2, and 
PC4. C. Same as A for M1. D. Same as B for M1. E. Same as A for cell populations in dlPFC 
(green), GPe (cyan), and GPi (purple), each of which was best fit with a single Gaussian. Note that 
unlike A and C, here the right panel shows PC4 vs PC1. F. Same as B for dlPFC, GPe, and GPi. 
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constrained subspace in the shape of a thin manifold, and is shifted around within that manifold by the 409 
decision variables pertinent to the task (here, the sensory evidence and the rising urgency). When 410 
commitment occurs, the same group of cells now transitions from the decision manifold to a roughly 411 
orthogonal tube-shaped subspace corresponding to a specific choice81 and quickly flows to a subspace 412 
related to movement initiation77,88. This is precisely the kind of “winner-take-all” phase transition that 413 
occurs in recurrent attractor models. 414 

Additional insights can be obtained by examining the low-dimensional components produced by 415 
dimensionality reduction. In particular, it is noteworthy that during deliberation, the four strongest 416 
components of neural activity (which together account for just over 80% of the variance) capture the 417 
key elements of the urgency-gating model14: The momentary evidence (in PC2), the urgency signal (a 418 
context-dependent baseline in PC3 and time-dependent ramping in PC4), and the transition to 419 
commitment (PC1). Perhaps even more important is how these components are differently expressed 420 
in the different cell populations. In particular, the neural state in dlPFC varies almost entirely along 421 
PC2 while, conversely, the state in GPe/GPi during deliberation is primarily determined by PC3 and 422 
PC4, and not at all by PC2. This suggests that information about sensory evidence is provided by 423 
prefrontal cortex89–96 while the urgency signal is coming from the basal ganglia44,108,109. 424 

The presence of the evidence-related component PC2 in the cortical data is particularly remarkable 425 
because the dimensionality reduction algorithm was not provided with any information about the 426 
variety of trial types (easy, ambiguous, etc.) but was merely given data averaged across four very 427 
large groups of trials: left or right choices during slow or fast blocks. Nevertheless, the difference of 428 
activity related to left vs. right choices led the algorithm to assign a choice-related component that 429 
also happens to capture the evolving evidence for that choice. A neural population control method84 430 
verified that this is not a simple consequence of tuning. Additional analyses (Extended Data Figure 431 
6b) show that a unified evidence/choice component is obtained even if the PCA algorithm is only 432 
given data restricted to activity after movement onset. This suggests consistency between cell 433 
properties before versus after movement onset54, and argues against a categorical distinction between 434 
movement selection vs. execution circuits and in favor of a unified dynamical system, at least among 435 
the cells we recorded. 436 

The emergence of the other components is also highly robust. If the PCA algorithm is only given data 437 
from the slow block, PC3 is lost (unsurprisingly), but the other components remain (Extended Data 438 
Figure 6c). Also not surprisingly, if we provide PCA with data from all 28 of our trial classes, the 439 
components are even more clearly distinguished, even though the number of cells that possess all of 440 
the required trials is reduced by 37% (Extended Data Figure 6d). In fact, any reasonable subset of data 441 
we have tried leads the PCA algorithm to identify the same functionally relevant components, albeit 442 
sometimes in a slightly different order depending on how much variance is captured by each. Finally, 443 
similar features are obtained if we leave out the cell duplication step (see Methods), although the 444 
resulting decision manifolds become asymmetrically distorted and some of the structure of loading 445 
matrices is more difficult to see (Extended Data Figure 7). 446 

Finally, it is noteworthy that many of our findings reliably reproduce previous observations from very 447 
different tasks, including ones in which monkeys did not have to make any decision and were simply 448 
instructed to reach out to a single target. This includes the general flow of the neural state from target 449 
presentation to movement onset and offset77 (Figure 3a,c), the orderly relationship between reaction 450 
times and the neural state in PMd/M176 (Figure 4a,b, purple ellipses), the compact subspace in M1 at 451 
movement onset88 (Figure 4a,b, green ellipses), and the presence of condition-independent 452 
components related to state transitions and elapsing time79 (Figure 2, PC1, PC4). Although most of 453 
our data comes from a prolonged period of deliberation that is not present in those other studies, the 454 
phenomena related to preparation and execution, which are shared between paradigms, are 455 
nevertheless robustly reproduced. This further strengthens the proposal that action selection and 456 
sensorimotor control are two modes of a single unified dynamical system. 457 
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Indeed, analyses of the loading matrix suggest that among the cells we recorded in PMd and M1, there 458 
is no categorical distinction between those involved in selection and those responsible for movement. 459 
Further analyses of synthetic populations (e.g. Extended Data Figure 8c) demonstrate that some of the 460 
higher order PCs we observed (PC5 and PC6, see Figure 2) may result from the heterogeneity of 461 
properties across our cell population, which includes purely decision-related and purely movement-462 
related cells. However, analysis of the loading matrix concluded that these properties are not clustered 463 
into distinct categories as in synthetic data (Extended Data Figure 8d), but are instead distributed 464 
along a continuum (Figure 7).  465 

While some of these findings could have been anticipated from analyses of individual cells, one 466 
important observation that would not have been possible concerns the shape of the decision subspace 467 
in the cortical populations. In particular, it is highly consistent across all of the different trial types and 468 
always resembles a thin manifold. This suggests strong normalization dynamics that are an inherent 469 
feature of recurrent attractor models. That is, the state of neural activity is pushed to lie on a surface 470 
that conserves some quantity (e.g. total neural activity with respect to some baseline) but is then free 471 
to move upon that surface under the influence of evidence, urgency, or simply noise. Furthermore, the 472 
particular shape of the manifold reveals consistent differences in the dynamics of different neural 473 
populations. In particular, regardless of what data we provide to PCA, the M1 manifold is always 474 
almost perfectly flat while the PMd manifold always exhibits a characteristic curvature. Interestingly, 475 
a very similar curvature was observed in preliminary analyses of PMd data in a very different decision 476 
task110. In contrast, the decision subspaces in the globus pallidus are much more compact and nothing 477 
like the thin manifolds in cortex. 478 

We believe that the shape of the decision manifolds computed from different regions reveals 479 
properties of the underlying dynamics of neural activity in those regions. The planar manifold seen in 480 
M1 would be expected from a dynamical system with a steep interaction function governing mutual 481 
inhibition between competing groups of neurons (Figure 6c). In contrast, the curved PMd manifold 482 
would be expected from a system with a shallower interaction function (Figure 6e). In addition, we 483 
observed that the PMd manifold bends, approximately 200ms prior to commitment, along the 484 
component associated with the transition from deciding to acting. We suggest that this bend is the 485 
signature of a gradually emerging positive feedback in the cortico-striatal-thalamo-cortical circuit, 486 
which gradually overcomes inhibitory signals preventing premature selection97. Indeed, the analysis 487 
shown in Figure 5 reveals a strong correlation between how directional selectivity begins to emerge in 488 
GPi and how the PMd state begins to flow toward commitment, consistent with positive feedback 489 
between these regions59,98,111. Of course, establishing a causal relationship will require future studies, 490 
including simultaneous microstimulation in one region and recording in the other. 491 

In conclusion, our analyses support the hypothesis that decisions between actions emerge as a 492 
competition within the sensorimotor system7,9,25,91,102,104,105, which is governed by recurrent attractor 493 
dynamics23,24,26–28. That competition is biased by sensory information coming at least in part from the 494 
prefrontal cortex91 and is gradually amplified by an urgency signal from the basal ganglia44,108,109. 495 
Commitment to a choice occurs through a positive feedback between premotor cortex and the basal 496 
ganglia44,59,98,111, leading to a winner-take-all process. That process then brings the cortical system to a 497 
state suitable for initiating the selected action88,112, setting into motion the “first cog” of a dynamical 498 
machine that controls our actions in the world29–31. 499 
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Methods 507 

������	�����������	���508 

Neural recordings were performed in two male rhesus monkeys (Macaca mulatta; monkey S: 4-9 509 
years old, 5-9kg; monkey Z: 4-6 years old, 4-7kg). Animals were implanted, under anesthesia and 510 
aseptic conditions, with a titanium head fixation post and recording chambers. The University of 511 
Montreal animal ethics committee approved surgery, testing procedure and animal care. 512 

Monkeys sat head-fixed in a custom primate chair and performed two planar reaching tasks using a 513 
vertically oriented cordless stylus whose position was recorded by a digitizing tablet (CalComp, 514 
125Hz). Their non-acting hand was restrained on an arm rest with Velcro bands. In most sessions, 515 
unconstrained eye movements were recorded using an infrared camera (ASL, 120Hz). Stimuli and 516 
continuous cursor feedback were projected onto a mirror suspended between the monkey’s gaze and 517 
the tablet, creating the illusion that they are in the plane of the tablet. Neural activity was recorded 518 
from the hemisphere contralateral to the acting hand with tungsten microelectrodes (1.0 – 1.5 M�, 519 
Frederic Haer and Alpha-Omega Eng.) moved with a computer-controlled microdrive (NAN 520 
Instruments) and electrophysiological signals were acquired with the AlphaLab system (Alpha-Omega 521 
Eng.). Spikes were sorted offline using Plexon Offline Sorter (Plexon Inc.). Electrodes were targeted 522 
based on 3D reconstructions (Brainsight, Rogue Research) using structural MRI images (Siemens 3.0 523 
T). Behavioral data were collected with the software used to display the task (LabView, National 524 
Instruments). 525 

�����������	��!��������������	������	�����	�����526 

Monkeys were trained to perform the “tokens” task (Figure 1a) in which they are presented with one 527 
central starting circle (1.75cm radius) and two peripheral target circles (1.75cm radius, arranged at 528 
180° around a 5cm radius circle). The monkey begins each trial by placing a handle in the central 529 
circle, in which 15 small tokens are randomly arranged. The tokens then begin to jump, one-by-one 530 
every 200ms (“pre-decision interval”), from the center to one of the two peripheral targets always 531 
oriented at 180° to each other with respect to the center. The monkey’s task is to move the handle to 532 
the target that he believes will ultimately receive the majority of tokens. The monkey is allowed to 533 
make the decision as soon as he feels sufficiently confident, and has 500ms to bring the cursor into a 534 
target after leaving the center. When the monkey reaches a target, the remaining tokens move more 535 
quickly to their final targets (“post-decision interval”, which was either 150ms in “Slow” blocks or 536 
50ms in “Fast” blocks (in a few sessions, the post-decision interval was reduced to 20ms in fast 537 
blocks). Once all tokens have jumped, visual feedback is provided to the monkey (the chosen target 538 
turns green for correct choices or red for error trials) and a drop of water or fruit juice is delivered for 539 
choosing the correct target. A 1500ms inter-trial interval precedes the following trial. We alternated 540 
between Slow and Fast blocks after about 75-125 trials, typically several times in each recording 541 
session. 542 

The monkeys were also trained to perform a delayed reach (DR) task (usually 30-48 trials per 543 
recording session). In this task, the monkey again begins by placing the cursor in the central circle 544 
containing the 15 tokens. Next, one of six peripheral targets is presented (1.75cm radius, spaced at 60° 545 
intervals around a 5cm radius circle) and after a variable delay (500±100ms), the 15 tokens 546 
simultaneously jump into that target. This “GO signal” instructs the monkey to move the handle to the 547 
target to receive a drop of juice. This task is used to determine cell’s task response and tuning as well 548 
as the animal’s mean reaction time (RT), used as an estimate of the total delays attributable to sensory 549 
processing and response initiation. This quantity was then used to estimate the time of commitment in 550 
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the tokens task. That is, the “decision time” (DT) in the tokens task was quantified as movement onset 551 
minus the mean RT from the DR task. 552 

The tokens task allows us to calculate, at each moment in time, the “success probability” (SP) 553 
associated with choosing each target. To characterize the success probability profile for each trial, we 554 
calculated this quantity (with respect to the target ultimately chosen by the monkey) for each token 555 
jump (Figure 1b). For example, with a total of 15 tokens, if at a particular moment in time the right 556 
target contains NR tokens, the left contains NL tokens, and NC tokens remain in the center, then the 557 
probability that the target on the right will ultimately be the correct one (i.e., the success probability of 558 
guessing right) is:  559 

 %	&'() * (+ * (, � -./
�0. 1 �

2/	-.32/
4567	-.*83-9
2:;  (3)560 

  561 

Although each token jump in every trial was completely random, we could classify a posteriori some 562 
specific classes of trials embedded in the fully random sequence (e.g. Figure 1c). In previous studies, 563 
we defined “easy”, “ambiguous”, and “misleading” trials on the basis of their success probability 564 
profile defined with respect to the first token jump. In contrast, because here we were primarily 565 
interested in examining activity with respect to commitment, we defined these trial types according to 566 
the success probability with respect to commitment time, estimated to be 280ms before movement 567 
onset. A trial was classified as “easy” if the SP was above 0.5 five tokens before commitment, above 568 
0.55 three tokens before, and above 0.65 at the time of commitment. A trial was classified as 569 
“ambiguous” if SP was between 0.35 and 0.65 at five and three tokens before commitment as well as 570 
at the time of commitment. A trial was classified as “misleading” if SP was below 0.5 five tokens 571 
before commitment and then above 0.5 at the time of commitment. A trial was classified as “other” if 572 
it didn’t meet any of these criteria. Note that these four classes are non-overlapping. In the “Slow” 573 
block, we defined “early” trials as those where DT<1400 and “late” as those where DT�1400ms. In 574 
the “Fast” block, “early” trials were defined as those where DT<950 and “late” as those where 575 
DT�950ms.  576 

In all tokens task trials, the targets were presented in opposite directions from the center, in two of six 577 
possible locations around the circle. Their placement was chosen according to the tuning of recorded 578 
cells, and in cases where a cell was not tuned, the leftmost and rightmost targets were used. Thus, in 579 
all cases there was a target to the left of the center and one to the right (sometimes at an oblique 580 
angle). Here, we grouped all of these into two groups: We defined the three targets between 90° and 581 
270° as “left” targets, and the other three as “right” targets, and did not examine directional tuning in 582 
any more detail. 583 

For the analyses in the present report, we defined 28 task conditions as follows. First, we separated 584 
trials into those recorded during the “Slow” block and those recorded during the “Fast” block, and in 585 
each block we split trials into those in which a “left” target was chosen by the monkey and those in 586 
which a “right” target was chosen. This yields 4 main groups: Slow-Left, Slow-Right, Fast-Left, and 587 
Fast-Right. Next, we split each of these four main groups into Easy, Ambiguous, Misleading, and 588 
Other, yielding another 16 conditions (Slow-Easy-Left, Slow-Easy-Right, Slow-Ambiguous-Left, 589 
etc.). Finally, we again split our four main groups into Early and Late, yielding another 8 conditions 590 
(Slow-Early-Left, Slow-Early-Right, Slow-Late-Left, etc.). 591 

����������������592 

Detailed methods for neural recording in PMd and M1 are described in Thura & Cisek36, and for 593 
recording in the globus pallidus in Thura & Cisek44. Recordings in dlPFC used the same methods as 594 
PMd/M1, and focused on the region just dorsal to the caudal end of the principal sulcus (Extended 595 
Data Figure 1). We used 2-4 independently moveable electrodes for cortical recordings, and one 596 
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electrode at a time for recordings in the globus pallidus. Thus, most of the cells whose activity is 597 
analyzed and reported here were not recorded simultaneously. 598 

In all sessions, we focused on cells showing any change of activity in the tokens task, and monkeys 599 
were usually performing the task while we were searching for cells. When one or more task related 600 
cells were isolated, we ran a block of 30-48 trials of the DR task to determine spatial tuning and select 601 
a preferred target (PT) for each cell (i.e. the target associated with the highest firing rate during one or 602 
more task epochs). Next, we ran blocks of tokens task trials using the PT of an isolated cell and the 603 
180° opposite target (OT). We sometimes simultaneously recorded several task-related cells showing 604 
different spatial preferences, and since we always selected a single pair of targets, the actual best 605 
direction for all of the recorded cells was not always among these two. We usually started recording 606 
cells in the slow block because monkeys were more conservative in this condition. It was thus easier 607 
to assess cell properties online and more convenient to search for cells because fewer rewards were 608 
spent. When possible, cells were tested with multiple repetitions of slow and fast blocks to control for 609 
potential confounds related to evolving signals, elapsing time, and the monkey’s fatigue or satiation 610 
(see Thura and Cisek43 for control analyses on this question). 611 


�	����������612 

A neuron was included in the analysis if it was recorded in both Slow and Fast blocks, thus including 613 
trials in each of the four main conditions: Slow-Left, Slow-Right, Fast-Left, and Fast-Right. This 614 
constraint was satisfied by 637 neurons out of the total 736 recorded across all brain regions (277 in 615 
PMd, 191 in M1, 52 in dlPFC, 41 in GPe, and 46 in GPi). For each neuron and each trial, neural 616 
activity was aligned to movement onset and the firing frequency was computed using partial spike 617 
intervals in ninety 20ms-bins from 1400ms before to 400ms after movement onset. The firing rate was 618 
then square root transformed and smoothed using a 25ms Gaussian kernel. Finally, we imposed 619 
symmetry on our neural population by duplicating each of our neurons with an identical “anti-neuron” 620 
that has the same activity in all trials, but with the trial labels switched between left and right choices. 621 
We describe our rationale for including this step below in the section “Rationale for duplicating 622 
neurons”. 623 

To calculate the principal components of neural activity, we then grouped trials into our four main 624 
classes (Slow-Left, Slow-Right, Fast-Left, Fast-Right). In each group, neural activity was averaged 625 
together for each individual neuron regardless of the type of trial (easy, ambiguous, misleading, or 626 
other) and regardless of whether the choice was correct or not, or the reaction time was early or late. 627 
For each of these four classes, we constructed a 60x1274 matrix where rows are time bins (from 628 
1000ms before to 200ms after movements onset) and columns are individual neurons. We then 629 
concatenated these four matrices into a 240x1274 matrix on which we performed standard Principal 630 
Component Analysis (using the pca function in Matlab 2019b), yielding a matrix of weights (“loading 631 
coefficients”) between cells and PCs as well as the variance explained by each PC. For further 632 
analysis, we only kept the top 20 PCs, which explained 97.9% of the total variance, though most of 633 
the interpretation will focus on the first four (total 80.3% of variance). 634 

In addition to standard PCA, we also tried other dimensionality reduction methods, including factor 635 
analysis and Gaussian Process Factor Analysis (GPFA)68,70, but these yielded almost identical results 636 
(not shown). This is not surprising. For example, the major advantage of GPFA is that it jointly 637 
provides filtering with dimensionality reduction, which is critical when analyzing data from individual 638 
trials in which many neurons were recorded simultaneously. Our neurons were not recorded 639 
simultaneously, so we had to combine trials into similarity classes under the assumption that specific 640 
trial types were associated with similar neural activities on different occasions. This meant that we 641 
averaged activity across multiple similar trials, yielding much of the noise reduction that GPFA would 642 
have otherwise provided. Given the similarity of our results with different dimensionality reduction 643 
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techniques, we chose to use PCA because it is the simplest, most widely known and well-understood, 644 
and ultimately easiest to interpret. 645 

Using the 1274x20 loading matrix, we computed the average neural activity profile along each PC for 646 
a given trial condition and a given population of neurons by multiplying each neuron’s activity by its 647 
loading coefficient for that PC, summing all of these together, and dividing by the number of neurons 648 
in that population. We calculated confidence intervals around this average neural activity by randomly 649 
resampling trials, with replacement within a given trial condition, 1000 times for each neuron and 650 
time bin. We performed this process for all neurons together as well as for each of our neural 651 
populations separately (PMd, M1, dlPFC, GPe, and GPi). 652 

Because not every neuron possessed a trial in each condition, potentially making it inappropriate to 653 
compare “PC space” trajectories from different conditions, we defined the following two groups of 654 
neurons designed to facilitate the analyses of primary interest. Group 1 consisted of neurons that 655 
possessed all conditions in the Slow block (Easy, Ambiguous, Misleading, Other, Early, and Late), for 656 
both Left and Right choices, as well as Early and Late conditions in the Fast block. This group was 657 
the focus of most of our analyses (e.g. Figure 3a,b; Figure 4; Figure 5), and included a total of 557 658 
cells (258 in PMd, 173 in M1, 50 in dlPFC, 35 in GPe, and 41 in GPi). To facilitate comparisons 659 
between trial types in the Fast block (e.g. Figure 3c,d), we also defined Group 2, which consisted of 660 
neurons that possessed Easy, Ambiguous, Misleading, and Other conditions in the Fast block. This 661 
group included 452 cells (226 in PMd, 126 in M1, 46 in dlPFC, and 27 each in GPe and GPi). When 662 
calculating the temporal profile along the principal components (e.g. Figure 2), we used Group 1 663 
neurons for all conditions except Easy, Ambiguous, Misleading, and Other trials in the Fast block. 664 
Although these definitions were used to make quantitative comparisons most accurate, they did not 665 
have a strong impact on the qualitative aspects of our data, which were similar even if we restricted all 666 
analyses to the 402 neurons that possessed trials in all 28 conditions (Extended Data Figure 6d). 667 

Once we reconstructed the temporal profile along each PC for given conditions, we plotted each of 668 
them across time (Figure 2) and with respect to one another (e.g. Figure 3). To analyze the subspace 669 
visited by a neural population during the deliberation process, we examined PCs 1, 2, and 4 (see 670 
Figure 2) and constructed a 3-dimensional concave hull enclosing all of the neural states until the 671 
moment of commitment, for all conditions within a given block (using the alphaShape function in 672 
Matlab 2019b). For some of our brain regions this subspace resembles a thin 2-dimensional sheet, 673 
which we call the “decision manifold”. To quantify its thickness, we compared its surface area / 674 

volume ratio with that of a perfect sphere with equal volume, using the equation < � =>?@	ABC?@

D , 675 

where A is the surface area and V is the volume113. The quantity � is called “sphericity”, and is a 676 
dimensionless scalar that ranges from 0 for a 2D surface to 1 for a perfect sphere (the geometric shape 677 
with the smallest surface area / volume ratio). For the reader’s intuition, we note that an equal-sided 678 
cube of any size has �=0.806 while a square sheet whose thickness is 1/50th of the length of each side 679 
has �=0.171. 680 

To characterize the loading matrix, we considered each cell as a point in a high-dimensional space 681 
defined by its loading coefficients for the top 11 PCs (which accounted for 95.2% of the total 682 
variance). We then fit the resulting distribution of points for cells in a given brain region with 683 
Gaussian Mixture Models (GMMs) using the Expectation-Maximization algorithm (fitgmdist function 684 
in Matlab 2019b). For each fit, we tried GMMs consisting of anywhere from one to six 11-685 
dimensional gaussians, performing 100 randomly initialized fits for each, and then used the Bayesian 686 
Information Criterion (BIC) to select the best fitting model. We found that with 100 randomly 687 
initialized fits, we reliably found the same best solution each time. 688 
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��	�����������������	���������689 

The rationale for duplicating the neurons stems from the fact that our population is inevitably a highly 690 
sparse under-sampling of the millions of neurons in the regions where we recorded. Importantly, we 691 
can assume that this under-sampling is not symmetric with respect to the proportions of neurons that 692 
contribute to movements to the left versus right. For example, we might have in our sample many 693 
high-firing cells preferring leftward movements, but fewer high-firing cells preferring rightward 694 
movements. Applying PCA to such asymmetrically under-sampled data will force the algorithm to try 695 
to capture this variance by aligning PCs to that asymmetry. We believe this is not informative. We can 696 
assume that our sampling is unlikely to be symmetric with respect to leftward or rightward 697 
movements, so it will not reflect any real asymmetry that may or may not exist in the brain. It will 698 
only distort our data in ways that will make interpretations more difficult. 699 

For this reason, just before performing PCA we imposed symmetry on our data by using the “anti-700 
neuron” approach classically used to produce population histograms of neural activity. In short, we 701 
assumed that for every given neuron that we recorded, there exists in the brain another neuron that we 702 
didn’t record, which has the same properties (same firing rate profile, same sensitivity to relevant 703 
variables, etc.) but has the opposite relationship with respect to the direction of movement. To 704 
implement this assumption, for each of our neurons we created a “sister” neuron with the same firing 705 
data except with the trial labels switched between left and right choices. We did this for all neurons 706 
regardless of whether they are tuned or not. All of the analyses shown in the main paper apply this 707 
anti-neuron duplication, but in the supplemental data we show analogous results obtained without that 708 
step. As can be seen (Extended Data Figure 7), the only difference is that the PCs produced without 709 
anti-neuron duplication are rotated and skewed versions of the ones produced after anti-neuron 710 
duplication, and their properties are slightly mixed between adjacent PCs. However, the general 711 
conclusions remain unchanged. 712 

"�	������������713 

To determine whether the PCs we found in the population data are a trivial consequence of properties 714 
of single neurons (e.g. directional tuning), we applied a control based on the Tensor Maximum 715 
Entropy (TME) method of Elsayed & Cunningham84, using code they provide at 716 
htpps://github.com/gamaleldin/TME. Briefly, this method preserves the primary first and second order 717 
covariance in the data along the temporal, neural, and condition-dependent dimensions but is 718 
otherwise maximally random. For example, tuning is preserved but not correlated across time. Any 719 
metric applied to analyzing the real data can then be compared to that same metric applied to 720 
surrogate data sets. If the metric computed from the real data lies within the distribution of that metric 721 
computed from surrogate data, then whatever is measured by the metric is a simple consequence of 722 
first or second order covariance. 723 

Here, we were interested to know whether our finding of PCs that covary with evidence is a simple 724 
consequence of cell tuning. To that end, we computed the correlation between the evidence provided 725 
by token jumps (e.g. Figure 1c) and the temporal profiles of the components generated by PCA when 726 
applied to surrogate data. Our metric was equal to the maximum absolute value of the correlation 727 
coefficient for any of the top 10 components. We calculated this metric for the components produced 728 
using the real data (in which the best correlation was with PC2) and compared it to the distribution of 729 
the metric for 100 surrogate data sets generated using the TME method. That is, for each of the 100 730 
surrogate data sets we performed PCA on the four main trial classes, then used these to calculate the 731 
temporal profile of the top 10 PCs for all trial types, correlated each of these with evidence, and used 732 
the highest correlation value. We consider the emergence of an evidence-related PC as a non-trivial 733 
consequence of tuning if the correlation metric of fewer than 5 of these 100 surrogate data sets is 734 
equal to or higher than the metric applied to the real data (i.e. p<0.05). 735 

  736 
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Extended Data Figure 1: Recording locations. Colored circles indicate the penetration locations of recorded 

neurons, superimposed over the reconstruction of the brain surface using Brainsight (Rogue Research). Large 

black circles indicate the extent of the recording chamber. Medial is up and anterior is to the right in the top 

panels and to the left in the bottom panels. Abbreviations: cs – central sulcus; ps – principal sulcus; asu – upper 

limb of the arcuate sulcus; asl – lower limb of the arcuate sulcus; spcd – superior precentral dimple. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 23, 2020. ; https://doi.org/10.1101/2020.10.22.350280doi: bioRxiv preprint 

https://doi.org/10.1101/2020.10.22.350280
http://creativecommons.org/licenses/by-nc-nd/4.0/


3 

 

  9 

 

Extended Data Figure 2: Neural activity during the tokens task. A. Average activity of directionally tuned neurons 

in five brain regions, computed separately for choices in each neuron’s preferred (solid) and opposite direction 

(dashed) for easy (blue), ambiguous (green), and misleading trials (red), during Slow blocks. Activity is aligned 

on the start of token jumps and truncated at decision commitment (circles), and only cells exhibiting tuning 

prior to movement onset are included. PMd: dorsal premotor cortex; M1: primary motor cortex; GPe: globus 

pallidus externus; GPi: globus pallidus internus; dlPFC: dorsolateral prefrontal cortex. B. Average activity of 

the same cells aligned on movement onset. The purple vertical bar indicates the estimated time of commitment, 

280ms prior to movement onset. C. Average activity of build-up cells (left) and decreasing cells (right) in the 

GPe during Slow (blue) and Fast blocks (red), aligned on the first token jump. Shading indicates the 95% 

confidence interval. D. Same as C for cells in the GPi. E. Average neural activity in PMd, M1, and dlPFC 

during easy trials in Slow (blue) and Fast blocks (red), when the monkey chose the target in each neuron’s 

preferred (solid) or opposite direction (dashed). Here, only cells recorded in both blocks are included. F. Same 

as E for activity during misleading trials. Except for the PFC results, data in A-D is reproduced [with 

permission] from Thura & Cisek (2017) and E-F from Thura & Cisek (2016).  
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Extended Data Figure 3: The temporal profile of the principal components (as in Figure 2) computed using data 

aligned on the first token jump (dotted vertical line). 
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Extended Data Figure 4: Comparison between PC2 and sensory evidence. A. Dotted lines show the sensory 

evidence in easy (blue), ambiguous (green), and misleading trials (red) calculated as the difference between 

success probability for the right target and 0.5. Shaded ribbons show the mean and 95% confidence interval of 

PC2 in the same trials (Slow block). The first vertical dotted line indicates commitment and the second indicates 

movement onset, on which all data is aligned. The evidence trace is delayed by 300ms, which provides the best 

fit. Note that until the moment of commitment, the pattern of PC2 closely resembles the evidence, except for 

diverging toward one of the choices even in the absence of evidence during ambiguous trials). B. The same 

data, prior to commitment, plotted as evidence versus PC2 in these six trial conditions. The correlation 

coefficient is R=0.9234 and p-value is well below 0.001. C. The distribution (N=100) of correlation coefficients 

obtained by performing the same analysis on surrogate data sets generated using the Tensor Maximum Entropy 

approach (see Methods). Here, each surrogate data set is represented as the highest correlation coefficient of any 

of the top 10 PCs against the profile of evidence. The mean R is 0.5294 (s.t.d.=0.1615). For comparison, the red 

line shows the R value from the real data (panel B), and it is higher than all of the R values from surrogate data 

(p<0.01). 
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Extended Data Figure 5: The top four principal components shown in Figure 2, but here computed separately from 

each of the five brain regions. Note: To facilitate comparison between Slow and Fast blocks, here we only 

include cells that were recorded in all trial conditions. 
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Extended Data Figure 6: The first four principal components produced by providing PCA with different subsets of 

the data and then using the resulting loading matrix to compute PC profiles for all trials. A. PCs generated using 

data from only 35 neurons per region. Note that all of the general features of the PCs are similar to those in 

Figure 2, although they are more noisy. B. PCs generated using data only from the 400ms immediately 

following movement onset. The transition from deliberation to movement is now captured by PC2, the evidence 

by PC1, and the SAT by PC3. In contrast with the results reported in the main text, here there is no component 

related to elapsing time like PC4 in Figure 2. C. PCs generated using only data from Slow-Left and Slow-Right 

conditions. In comparison with Figure 2, there is now no SAT-related component and PC1 is inverted (note that 

the sign is arbitrary in PCA components). D. PCs generated using all 28 conditions, including activity from the 

402 cells that possessed all of the 28 trial types. Note the similarity with the PCs shown in Figure 2, except for 

the inversion of PC1. 
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Extended Data Figure 7: Results produced without the cell duplication step. A. The first four principal components. 

Note the similarity to the PCs shown in Figure 2, except without the imposed symmetry. Thus, PCs 1, 3 and 4 

are now slightly different for the two choices, and PC 2 is no longer perfectly symmetric. B. Two views of the 

3-D trajectories in PMd. Dots indicate the moment of commitment on the left panel, and movement initiation on 

the right panel. Note that the decision manifold (blue wireframe) is still curved as in Figure 4a, and relatively 

well fit by a sphere (inset). C. Two views of M1, same format as A. Note that the decision manifold (red 

wireframe) is still flat as in Figure 4b. D. A view of dlPFC. E. GPe. F. GPi. For all populations, the patterns are 

similar as data processed using the cell duplication step, except that symmetry is lost. G. Analysis of loading 

matrices for PMd (blue) and M1 (red). Both are still best fit by a mixture of two gaussians similar to those 

shown on Figure 7a-d, but their orientations are now rotated. H. The distribution of loadings in dlPFC (green), 

GPe (cyan), and GPi (purple). While the dlPFC distribution is still similar to that in Figure 7f, GPe is now best 

fit by a 2-gaussian mixture and GPi is rotated. Nevertheless, despite the rotations the distributions of dlPFC and 

GPi are still roughly orthogonal. 
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One of our key results is the apparent absence of distinct neural categories in our populations (Figure 7), 17 

arguing for a unified dynamical system of cells with continuous properties. However, is this continuity 18 

real or could it be an artifact of dimensionality reduction? To address this question, we created a variety 19 

of synthetic populations of neuron-like units, in which we deliberately created specific categories, and 20 

then applied to them the same analyses we used to examine real data. If our analyses fail to find these 21 

categories, then we cannot be confident that real categories do not exist in the real data. We attempted a 22 

variety of different ways to construct synthetic populations, but here report on two, each of which 23 

constructs synthetic units using combinations of the PCs we obtained from the real data (Figure 2). 24 

The first population consisted of three distinct groups of cells. Group 1 consisted of 200 neurons with 25 

loading coefficients of 1 on PC1 and PC2, and zero for all others. Group 2 consisted of 200 neurons with 26 

loading of 1 on PC2 and PC4 and zero for all others. Group 3 consisted of 200 neurons with loading of 1 27 

on PC1 and PC4 and zero on others. These loading coefficients were multiplied by 1+0.25N, where N is a 28 

normally distributed random variable with mean 0 and standard deviation 1. The synthetic activity of each 29 

cell was then computed as a sum of the temporal profile of each PC weighted by its loading coefficient 30 

for that cell. Finally, noise was added by multiplying the value of each bin of activity by a uniformly 31 

distributed random variable between 0 and 1.  32 

We then subjected these synthetic units to exactly the same analyses we used for our real data, including 33 

square-root transformation, smoothing, and duplication. PCA analysis was then used to compute loading 34 

matrices of “synthetic” principal components (SPCs). The temporal profiles of the SPCs were then 35 

computed using a weighted sum of all units, and the loading matrix was analyzed using GMMs. For the 36 

synthetic data, we used 4-dimensional Gaussians to analyze the loading matrix. 37 

As shown in Extended Data Figure 8a, the “synthetic” principal components (SPCs) almost perfectly 38 

capture the original PCs from which the cells were built, albeit in a different order (SPC1 is like PC2, 39 

SPC2 is like PC1, and SPC3 is like PC4). Furthermore, although the GMM analysis was applied to all 40 

600 units together, without information on how the different groups were built, it correctly identified the 41 

relevant clusters (Extended Data Figure 8b).  42 

The second synthetic population consisted of 600 neurons that all had loading coefficients of 1 on PC1 43 

and PC2 and zero for others, again multiplied by 1+0.25N, turned into activity profiles using a weighted 44 

sum of the real PCs 1 and 2, and multiplied by a random variable uniformly distributed between 0 and 1. 45 

Next, these 600 units were split into three groups: For “deliberation” units, activity before commitment 46 

was multiplied by 1, activity between commitment and movement was scaled by a number linearly 47 

dropping from 1 to zero, and activity after movement onset was set to zero.  For “movement” units, 48 

activity before commitment was set to zero, activity between commitment and movement was scaled by a 49 

number linearly rising from zero to 1, and activity after movement onset was multiplied by 1. For 50 

“mixed” units, all activity was kept unchanged. 51 

We then ran PCA and obtained the synthetic components shown in Extended Data Figure 8c. Note that 52 

SPC1 is similar to PC1, SPC2 is like PC2, but now we also find an SPC3 that looks like PC2 except for a 53 

switch of activity between deliberation and movement. This is reminiscent of some of the higher 54 

components we found in the neural data (see PC5 and PC6 in Figure 2). Importantly, no such component 55 

was used to build the synthetic units. So where did it come from? The answer lies in the PCA algorithm, 56 

which sequentially identifies components on the basis of variance explained. After finding SPC1 it 57 

discovered SPC2, which together explain a large proportion of activity for both “deliberation” and 58 

“mixed” units. Since no linear combination of these two components could explain “movement” units, the 59 
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next component (SPC3) captures some of the remaining unaccounted variance. In particular, note that a 60 

linear combination of SPC2 plus 3 times SPC3 can cancel out deliberation activity and produce a 61 

“movement” unit. 62 

These observations on synthetic data suggest that the higher principal components we found in our real 63 

data (PCs 5, 6, 7, etc.) also do not necessarily reveal additional “higher order” features of neural 64 

dynamics, but simply result from the type of heterogeneity that has long been observed in sensorimotor 65 

cortical regions1–6. But this then revives the question of functional clusters of real neurons – might distinct 66 

categories exist in these regions? If they did, would our analysis of loading matrices identify them 67 

correctly? Extended Data Figure 8d shows the result of GMM fits to the entire population of 600 68 

synthetic units, again performed without any information on the underlying groups. Clearly, the relevant 69 

clusters were found. In particular, “movement” units (red) were identified with two Gaussians (one for 70 

right-tuned and one for left-tuned units), loaded positively onto SPC1, and onto both SPC2 and SPC3 71 

with 3 times larger coefficients for the latter – consequently cancelling out their deliberation-time activity. 72 

In contrast, “deliberation” units (blue) were identified with two oriented Gaussians orthogonal to those of 73 

“movement” units and negatively loaded on SPC1. Finally, “mixed” units (green) were identified as 74 

clusters lying in-between. This demonstrates that if distinct categories of neurons really did exist in the 75 

real populations we recorded, the GMM analysis would have identified them correctly. 76 

 77 

 

Extended Data Figure 8. Analyses of synthetic populations. A. The top 3 Synthetic PCs (SPCs) obtained from a 

population of 600 neurons constructed using combinations of the original PCs 1, 2, and 4 (see Figure 2). B. The 

loading coefficients of all 600 neurons, fitted with GMMs (gray ellipsoids). Colors indicate the three groups of 

neurons built with different combinations of those original PCs (see legend). C. The top 3 SPCs obtained from a 

population of 600 neurons constructed only using the original PC1 and PC2, but separated into three distinct 

categories: cells that are only active during deliberation, cells only active during movement, and cells active 

during both epochs. D. The loading coefficients of all 600 neurons, fitted with GMMs (gray ellipsoids). Colors 

indicate the three categories of neurons. 
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