How subtle changes in 3D structure can create large changes in transcription
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Abstract
Animal genomes are organized into topologically associated domains (TADs), which exhibit more intra-domain than inter-domain contact. However, the absolute difference in contact is usually no more than twofold, even though disruptions to TAD boundaries can change gene expression by 8-10 fold. Existing models fail to explain this superlinear transcriptional response to changes in genomic contact. Here, we propose a futile cycle model where an enzyme stimulated by association with its products can exhibit bistability and hysteresis, allowing a small increase in enhancer-promoter contact to produce a large change in expression without obvious correlation between E-P contact and promoter activity. Through mathematical analysis and stochastic simulation, we show that this system can create an illusion of enhancer-promoter specificity and explain the importance of weak TAD boundaries. It also offers a mechanism to reconcile recent global cohesin loop disruption and TAD boundary deletion experiments. We discuss the model in the context of these recent controversial experiments. Together, these analyses advance our interpretation and understanding of cis-regulatory contacts in controlling gene expression, and suggest new experimental directions.

Introduction
The genomes of many organisms have been shown to adopt a domain-like structure commonly referred to as topologically associated domains or TADs (Jerković et al., 2020; McCord et al., 2020; Rowley and Corces, 2018), defined as contiguous regions of the genome where intra-region proximity is greater than inter-region proximity (Dixon et al., 2012; Nora et al., 2012). When plotted as a heat map of contact frequency as a function of two genomic coordinates, TADs appear as boxes on the diagonal at specific genomic coordinates. They can be detected by a range of distinct techniques, including methods relying on proximity ligation like 3C/Hi-C (Jerković et al., 2020; McCord et al., 2020; Rowley and Corces, 2018), ligation-free sequencing methods like GAM (Beagrie et al., 2017) and SPRITE (Quinodoz et al., 2018), microscopy methods such as ORCA (Bintu et al., 2018; Mateo et al., 2019), and even live cell measurements like DAMC (Redolfi et al., 2019). Recent microscopy experiments have shown TADs are a statistical property that emerges from a population of cells dynamically exploring multiple conformational states, rather than a static structure found in all cells (Bintu et al., 2018).

Despite broad agreement on the existence of TADs, their role in transcriptional regulation has recently become a subject of intense controversy, as different recent results have been interpreted to support or refute a functional link (Finn and Misteli, 2019a; Ghavi-Helm et al., 2019; Mir et al., 2019). For example, many TAD boundaries demarcate regions of co-expressed genes and separate differentially expressed genes, suggesting they play a role in cis-regulatory
specificity (Long et al., 2016; McCord et al., 2020; Spielmann et al., 2018). Opposing this interpretation, it has been noted that the quantitative difference in interaction frequency is generally small: inter-TAD contacts often reach only half the frequency of intra-TAD contacts, raising questions of how such small differences could explain such clear separation of expression (McCord et al., 2020). The disruption of TAD boundaries by cis-mutation has been proposed as the causal driver of the substantial alterations in gene expression for a variety of disease conditions, a conclusion supported by animal models (Dowen et al., 2014; Franke et al., 2016; Hnisz et al., 2016; Lupiáñez et al., 2015) reviewed in (Long et al., 2016; McCord et al., 2020; Spielmann et al., 2018). However, global disruption of TAD boundaries by depletion of boundary associated factors led to few substantial changes in gene expression in cell culture models (Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017), contradicting the earlier studies. Genetic experiments have made it clear that enhancers act on promoters only in cis, suggesting a requirement for physical proximity that would explain the functional role of TADs (Furlong and Levine, 2018). However, recent microscopy experiments uncovered little correlation between enhancer-promoter (E-P) proximity and nascent transcription activity at well-studied loci (Alexander et al., 2019; Mateo et al., 2019) reviewed in (Finn and Misteli, 2019b). This surprising disagreement has led to various speculative explanations, such as action at a distance through condensates with diameters tens of molecules across, or regulation lag in enhancer control (Alexander et al., 2019; Heist et al., 2019).

We wondered whether these apparent contradictions can be reasonably reconciled with known biochemical mechanisms. To answer these questions we examined simple biophysical models of proximity-dependent E-P communication grounded in known physical laws (chemical master equation). We identify mechanisms whose relevance for the spatial organization of the genome has not previously been considered, which we show provide a simple reconciliation of all three apparent contradictions. We discuss the implications for this revised view of contact-mediated cis-regulation of gene expression for interpreting experimental results.

Results

A simple model of hypersensitivity to changes in contact frequency

To better understand the connection between E-P contact frequency and transcriptional behavior, we started with a quantitative analysis of recently published super-resolution microscopy data (Mateo et al., 2019). These experiments used Optical Reconstruction of Chromatin Architecture to observe 3D path of chromatin through two neighboring regulatory domains. The upstream domain contained the gene Ubx and its enhancers, and the downstream region contained the gene abd-A and its enhancers (Fig. 1A). In wildtype embryos, interactions between the two domains, including enhancers and promoters, were less frequent than within the domains, producing two clearly distinct TADs in population average data (Fig 1A). Deletion of a few kilobase elements at the border of these TADs resulted in a clear increase in the interaction between the domains, though only by a factor of 1-2.5 fold across the population (Fig 1A). While the structures are easily distinguished at the population level, the structure of single cells are more variable, with 25% of individual wildtype cells showing some cross-TAD border mixing between the Ubx enhancers and the abd-A promoter, compared to 50% of mutant cells (Supp. Fig 1A). The change in gene expression, as assayed by smFISH, is hypersensitive to this moderate change in
contact frequency, with an average 5-fold increase in mRNA counts of \textit{abd-A} (Fig. 1B). Similar changes are also seen for \textit{Abd-B} (Supp. Fig. 2). From these single cell-analyses, we concluded that the quantitative disconnect between weak TAD borders (see also Supp. Fig 3) and the large transcriptional effects of border disruption (see also Supp. Fig. 4) is not an artefact of Hi-C or of population averaging. Instead, small differences in the frequency of contact appear sufficient to drive large changes in expression, requiring us to reexamine the text-book picture of E-P regulation (Alberts et al., 2018).

**Fig. 1**
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Figure 1 | A futile cycle promoter explains super-linear response in transcription following subtle changes in enhancer promoter contact.  
(A) Quantification of the minor difference in cross border contact frequency between the \textit{Ubx} and \textit{abd-A} regulatory domains in wildtype and domain-border-deleted embryos, quantified by Optical Reconstruction of Chromatin Architecture, reproduced from (Mateo et al., 2019).  
(B) Quantification of the major change in transcription of \textit{abd-A} between wildtype and domain-border deleted embryos. Raw data taken from (Mateo et al., 2019) quantified here.  
(C) Schematic of the chemical states and transition rates in the futile cycle model of enhancer-mediated promoter activity. Green inverted triangles denote promoter ‘tags’. See text for details.  
(D) Violin plot of the distribution of transcriptional activity observed for different E-P contact rates, from a simulation results from the model in C (parameters values in supplement). Dashed blue line connects the population median transcription rates. The distinct model regimes are labeled above.

Inspired by the hypersensitive cell-signaling pathways dependent on futile-cycle competition between phosphatases and kinases, we considered a model of enhancer-mediated transcription...
(Fig. 1C) in which the transcription rate of the promoter is governed by the amount of transcription promoting ‘tag’ that accumulates there. For simplicity, we assume transcription is linearly proportional to tag amount. The tag could be an accumulating condensate of transcription factor, or a histone modification, such as acetylation. The promoter has an intrinsic rate of tag addition \((r_0)\) and removal \((g)\), and the enhancer regulates this competition by contributing to tag addition when it interacts \((e)\) with the promoter (Fig. 1C). Finally, we assume the enzyme that adds the tag can also physically interact with this output product, increasing its effective addition rate from \(r_0\) to \(r_1, r_2, \ldots, r_{n,max}\) where \(n\) is the number of tag molecules currently associated, and \(r_n > r_{n-1}\). This could equivalently be achieved by stabilizing the binding of enzyme by associating with the tag, increasing its local concentration instead of catalytic rate. The probabilities of product association and dissociation are proportional to the amount of existing product, with respective rate constants \(k_n\) and \(\tau_n\).

The importance of this product interaction, the constraints on the parameter values, and range of known molecular factors which may execute these behaviors, are discussed below.

This model readily exhibited a hypersensitive regime in which small fold changes in E-P contact lead to large fold changes in transcription (Fig. 1D), around the experimentally observed range (Fig 1A, 1B). This hypersensitive behavior suggests that the relatively weak effects of most TAD boundaries (Supp. Fig. 3) may still have important consequences for the control of gene expression.

**Futile-cycle promoters can create an illusion of enhancer-promoter specificity**

We next explored how differences in promoter properties affect enhancer-promoter responsiveness. We considered two promoters which both experience a two-fold increase in enhancer-promoter interaction at the start of the simulation (Fig. 2A), for example, due to removal of a neighboring strong TAD boundary. Both promoters start in a low transcription state, but the second one has a slight (two-fold) higher intrinsic tag removal rate, \(g\) (Fig. 2A). Promoter 1 exhibited a large increase in transcription, yet Promoter 2 remains almost unaffected by this perturbation, exhibiting only a small shift (Fig. 2B). Because of its higher intrinsic affinity for the tag removal machinery, Promoter 2 is still in the sub-linear response regime (Fig. 1D). Further increase in enhancer promoter interaction would be sufficient to drive it into a highly transcribing state like Promoter 1. This behavior is interesting, as many experimentally reported perturbations involve bystander genes that respond little to gains in enhancer activity (Ghavi-Helm et al., 2019; Guo et al., 2015; Paliou et al., 2019; Williamson et al., 2019), a behavior which has been interpreted as evidence of a “lock-and-key” mechanism for gene regulation (van Arensbergen et al., 2014). In that model, enhancer-promoter specificity is achieved by different distinct pairs of biochemical locks and keys, rather than by spatial organization (Fig. 2C). These simulations illustrate that the apparent specificity may be an illusion resulting from different tipping points in the type of promoters considered here.
Figure 2 | Differential sensitivity to E-P contact can lead to an illusion of specificity. (A) Model setup, depicted schematically. Two simulated promoters undergo the same change in enhancer contact frequency after a TAD-border deletion. (B) Violin plots of the changes in transcription rates (equivalently, promoter tag levels) after a two fold increase in the E-P contact rate for each promoter, simulating the border deletion depicted in A. (C) Cartoon representation contrasting the “lock and key” explanation of enhancer-promoter specificity with the “tipping point” explanation suggested by the results in B.

Hysteretic in futile-cycle promoters creates memory at multiple timescales, a potential explanation why global TAD disruption causes little transcriptional change

We next examined the population level transcription dynamics of simulated cells exposed to a mild change in E-P contact, like the 2-fold or less expected from TAD border disruption due to border deletion or cohesin removal (Fig. 3A & B). We focused this analysis on promoters in the hypersensitive regime, since promoters in the sub-linear regimes exhibit limited sensitivity to mild changes in E-P-contact. Simulated cells with a promoter started in an active state which experienced a two-fold reduction in contact frequency showed little change in expression by the end of the early equilibration period (Fig. 3C). However, by the late time point, the most cells exhibited dramatically decreased expression (Fig. 3C). This response was much slower than observed for inactivation of an enhancer, where most cells dropped to low expression during the early period (Fig. 3C). Thus, the transcription output of these promoters is robust to short structural perturbations, even though it remains rapidly responsive to chemical signalling changes, such as deactivation of an enhancer.

Fig. 3
Figure 3 | Transcriptional effects of contact perturbation depend on experiment timescale. (A) Schematic of global cohesin loop disruption experiments. (B) Schematic of individual TAD boundary deletion experiments. (C) Simulation of futile cycle promoter transcription rate as function of time under different enhancer perturbations.

These very different transcriptional behaviors in response to the same perturbation resemble recently reported experimental results. Global disruption of TADs and loops results in only subtle changes in transcription (Rao et al., 2017), yet disruption of individual TADs by deleting boundary sequences often resulted in significant expression changes to nearby genes (Fig. 3A vs. B) (reviewed in: (McCord et al., 2020), see also Supp. Fig. 4). Notably, global disruption was enabled by the rapid response of degron technology, and transcription assayed just hours later to avoid the complications of secondary effects from removing cohesin from the genome. In contrast, in local boundary deletion experiments, the requirement to clonally expand the initial mutant cell introduces multiple days and multiple cell-cycles of separation during which the effects of the lost contact stabilize. This suggests the 6-hour transient removal of cohesin by degrons may not be enough time to overcome the hysteretic nature of the promoter’s sensitivity to enhancer contact, inherent in the futile-cycle promoter model.

The hysteretic behavior of the model was further examined by comparing the response to a change in contact frequency as a function of initial state. Promoters that start at low tag/transcription levels follow different response curves from those that start high (Fig. 4A). This results from feedback where promoters which have a high level of the tag recruit more of the tag addition enzyme and thus require less interaction from the enhancer to counteract tag removal. Consequently, these promoters generally stayed highly transcribing even at EP contact levels that are insufficient to overcome tag removal from promoters that started with few tags. As illustrated in the simulations above, the degree difference between the curves depends on time (Fig. 4B). Promoters that experienced a very low rate of E-P contact rapidly converged to a
common distribution in which most of the population is silent, independent of the starting state. Those that experienced a high rate of contact rapidly converged to a distribution which is mostly actively transcribing. Promoters with intermediate contact rates exhibited much longer memory of the starting state (Fig. 4B).

Fig 4

**Figure 4** | Transcription exhibits hysteresis with respect to enhancer contact frequency. (A) Violin plots of transcription as a function of enhancer contact, as in Fig 1D, but starting from a population in which promoters start in the highly-tag ‘ON’ state instead of the no-tag ‘OFF state’. Red dashed line connects the median behavior from this simulation. Blue dashed line shows median behavior starting from the ‘OFF’ state for comparison. (B) Median transcription rate for populations starting in the ‘ON’ or ‘OFF’ state and observed at different times after initialization of the simulation as indicated by the color legend.

**Transcription and enhancer-promoter contact may be largely uncorrelated in single cells**

Having examined the temporal dynamics at the population scale, we turned the dynamic behaviors in single cells. We asked whether a promoter driven by contact-dependent enhancer activity and futile cycles, as described above, would be expected to show strong or weak correlation between E-P looping and transcription at the single cell level. This parallels experimental measurements we and others recently made (Fig. 5A & B). From our simulated cells, we computed the odds ratios for observing transcription in a window given observation of contact in that window (Fig 5C). Across the different regimes of E-P contact frequency, the Odds Ratios are statistically greater than 1, but only by a small margin of 0-30%, paralleling our recent empirical observation (Mateo et al., 2019). Since the frequency of interaction only tips the scales in the existing futile cycles of promoter modification, rather than acting as a triggering event for transcription, a strong correlation is not expected. The Odds Ratio still remains different from 1 however, as promoters which are experiencing a high frequency of EP contact are more likely to transcribe, increasing the probability the two events co-occur.

To further study the relation between E-P contact and transcription, we examined contact frequency in the stochastic model relative to the timing of transcription events. Previously, the lack of change in E-P distance across any time scale relative to detected transcription bursts was interpreted to refute a contact-dependent model of gene enhancer-mediated regulation (Alexander et al., 2019) (Fig. 5D). For a moderate number of simulated bursts (~500), we also
find no detectable increase in proximity at any timescales relative to that of the burst (Fig. 5E).

This is surprising at first, since by construction transcription is dependent on contact. Because the transition also depends on promoter-intrinsic tag addition and removal events, which also occur stochastically, many E-P contact events don’t result in transcription and many that do still exhibit variable timing, so that with small numbers of total events the dependence is washed out in the stochastic noise. Simulations involving a similar number of total cells as experiments also lacked detectable correlation between the fraction of time spent transcribing and average E-P distance or contact rate for individual cells, same as observed in the experimental data (Supp Fig 5 A,B,D,E). Substantially increasing the number of simulated cells uncovered weak but statistically significant correlations in each of these cases (Fig. 5E, and Supp. Fig. 5 C,F), similar to the observations from the Drosophila data (Fig 5A). Thus, the Futile Cycle transcription model shows that enhancers could regulate genes like Sox2 or the Bithorax genes in a purely contact-dependent manner of communication, even without strong correlation between contact events and transcription arising at the single cell level.

Fig 5.

Figure 5 | E-P contact events may exhibit minimal correlation to transcription events in single cells. (A) Schematic of the textbook expectation of correlation between E-P contact and transcription. (B) Odds ratios for observing nascent transcription given E-P proximity in recent super-resolution imaging experiments, sorted by observed E-P contact frequency. Experimental data from (Mateo et al., 2019). Error-bars show standard error from bootstrapping. (C) As in (B), but from simulations of futile cycle promoters across a range of E-P contact rates. (D) Average measured distance between enhancer and promoter probes relative to the time of transcriptional bursts, reproduced from (Alexander et al., 2019). (E) Average distance from simulations of futile cycle promoters, where 0 is contact and 1 is no contact, relative to time transcription burst, modeled as a tag concentration > 20. Shaded region denotes +/- standard error of the mean. (F) As in E, with sample size increased to 40 fold.
Minimal parameter requirements for hypersensitivity

Thus far we have examined the behavior of a simple, discrete chemical model of promoter regulation (Fig. 1C) in a regime in which the model exhibits hypersensitivity and hysteresis, using stochastic simulations. However, not all parameter values for tag addition rates and removal rates will support these behaviors. We used a theoretical systems analysis approach to determine general requirements on the parameter values needed for these dynamic properties to arise.

From a simple mass-action analysis of the chemical system, we derive a closed-form expression for the rate of change in tag concentration (d[a]/dt) as a function of the current tag concentration ([a]) (Fig. 6A) (see Methods), also called a phase portrait (Strogatz, 2018). For an appropriate region of parameter space (discussed below), d[a]/dt has up to three unchanging values, or critical points, where the curve crosses zero (Fig. 6D). To the left of the first zero, d[a]/dt is positive, so small values of [a] will increase. To the right, d[a]/dt is negative, so [a] will decrease, meaning that this first zero is a stable point—small excursions around this point will return. By the same logic it can be seen the second zero is unstable, and the third is stable. This bistability produces hysteresis in the system: promoters which start with low levels of expression (or tag) slowly increase [a] as the E-P frequency is raised to the point where the left and center critical point merge (a saddle-node bifurcation), which leads to a sharp discontinuous jump in the stable expression levels to the high state (Fig. 6B).

Figure 6 | Phase portrait analysis of the futile cycle model. (A) Ordinary differential equation model for the Futile cycle promoter in the continuum limit, see Methods for derivation. (B) Transcription rate vs. E-P contact frequency for select parameters, illustrating the futile cycle supports hypersensitivity of transcription to E-P contact frequency and hysteresis. (C) Phase portrait illustrating how changing enhancer contact frequency shifts the nullcline and alters the number of stable-solutions (zero-crossing). (D) Phase portrait illustrating for the appropriate enhancer contact frequency, the futile cycle has up to two stable fixed points (solid circles) and one unstable fixed point (open circle). (E) Phase portrait showing that bistability arises for systems with at least two stimulation states. Increasing n > 2 produces a larger bistable regime. (F) Tag addition rate vs. tag concentration, illustrating the requirement for r2 > r0 needed for hypersensitivity and hysteresis.
We find two simple prerequisites for the Futile Cycle to exhibit bistable behavior. First, there must be at least three degrees of stimulation ($n_{\text{max}} \geq 2$) for the enzyme’s tag addition rate as a function of tag amount to be a sigmoidal curve, enabling three critical points (Fig. 6E) (see Supplementary Information for a derivation). Second, it requires increasing stimulation of the successive states (i.e. $r_n > r_{n-1}$), creating positive feedback in tag addition. If tag-associated states have less activity than non-associated states the production rate will not be an increasing function of total tag amount, preventing the existence of multiple stable states (Fig. 6F). These two requirements constitute all that is necessary for the general Futile Cycle model to exhibit hysteresis.

Discussion

Paradoxes and apparent contradictions arising from recent experimental results are reconciled by a minimal model of promoter activity.

Here, we set out to understand one paradox, by what molecular mechanisms, if any, could subtle changes in chromatin structure result in large changes in transcription. We found that a simple model of promoter activity, inspired by the futile cycles of cell signalling, could readily exhibit the necessary hypersensitive response to changes in contact. Surprisingly, we also found properties of this model provide an unexpected explanation of three recent, controversial results. Here we discuss these three controversies, identify which features of the model offer explanation of the controversy, and identify experiments which may test these features in the future.

1. Some promoters may be insensitive to contact perturbations, but still activated in a contact-dependent manner. An important obstacle to the hypothesis that 3D chromatin structures, including TADs, are important contributors to regulatory specificity of gene expression is the observation that many TADs harbor genes whose spatial-temporal patterns of expression differ substantially across development (Kvon et al., 2014; Schwarzer and Spitz, 2014; Symmons et al., 2014). For these patterns to differ, enhancers within the TAD must be able to regulate some promoters and not others even though all may experience similar frequency of EP interaction. A simple and common explanation of these differences is to conclude that contact frequency differences don’t play a role in regulation (since two promoters seeing similar contacts respond the same). Similarly, many enhancers are known to “hop over” intervening promoters (van Arensbergen et al., 2014)—activating expression of more distal genes without notably affecting the transcription of more proximal ones, such as Shh limb enhancer (Lettice et al., 2003) and several FGF8 limb enhancers (Marinić et al., 2013) or the snail shadow enhancer in flies (Perry et al., 2010). In most of these cases, the more distal gene experiences less frequent contact in available measurements. Collectively, these observations have been invoked to hypothesize that kilobase-to-megabase scale changes in chromatin structure (differences in contact frequency) may have little importance to regulatory specificity, and to suggest other mechanisms, such as combinatorial codes of transcription factors that create distinct lock-and-key recognition, may be the primary features contributing specificity to the genetic code (Ghavi-Helm et al., 2019; Kumar et al., 2020; Mir et al., 2019).
Our simulations indicate such conclusions are premature. A futile cycle promoter exhibits not just hypersensitive response to contact interactions, but also substantial regimes of sublinear or insensitive response. Promoter specific differences in the intrinsic addition or removal of tags can render one promoter unresponsive to an enhancer that activates a second promoter, even though the two experience similar absolute interaction frequency. Indeed, the unresponsive one may even experience a higher interaction frequency (e.g. because it is physically closer). It is thus premature to interpret such results as evidence of biochemical specificity, or to dismiss a role for chromatin structure. This is notable, since transgene assays indicate most regulatory elements will promiscuously activate most promoters if placed close enough (Arnold et al., 2013; Furlong and Levine, 2018; Kvon, 2015; Kvon et al., 2014). The model also suggests further experiments to test this mechanism. In particular, promoters which exhibit hypersensitive responses to certain perturbations, such as increased contact upon insulator removal, should be relatively insensitive in other regimes, which could be tested by secondary mutations. For example, further increasing in the contact between Ubx enhancers and the abd-A promoter following deletion of the border element, e.g. by removing some of the 30-60 kb which still separates them, is predicted to have primarily sublinear effects on promoter activity. Promoters which are insensitive to mild alterations to contact frequency, such as disruption of TAD boundaries, should still respond to larger changes in contact frequency, such as fusion of an enhancer immediately up or downstream. For example, the disruption of a single CTCF binding site at the border of the TAD containing Shh was recently reported to result in moderate structural change but no detected expression change (Williamson et al., 2019). If the Shh promoter is in the right parameter regime, the model predicts a further, similarly moderate structural change upon deletion of both CTCF sites at this border will create measurable change.

2. Understanding global disruption of TADs. Examination of the time sensitivity of the model provided a possible explanation of a second set of controversial experiments. It was reported in 2017 that rapid removal of cohesin from the genome substantially altered global contact patterns, removing TADs and so-called “loops” or corner points from contact maps genome wide (Rao et al., 2017). Surprisingly, this structural perturbation resulted in little transcriptional changes, hardly any gene changing nascent transcription levels by more than a factor of two. This apparently contradicted results in earlier and concurrent reports, in which disruption of single TAD boundaries resulted in substantial change in expression to the local genes, leading to recent debate in the community. While it is important to note that the experiments were conducted in different cellular backgrounds, our modeling work demonstrates that a simple explanation is plausible. Two fold or smaller differences in contact frequency in the model show significant hysteresis, and will retain their initial transcription rate for many hours after such perturbation, but this memory is lost on longer time scales. As transcription was assayed hours after the contact changes in the degron experiment, little change was detected, whereas in experiments which genetically deleted border elements, transcription was assayed days and cell generations later, at which point larger effects were detected for some promoters.

Notably, TAD boundaries have been globally weakened or removed through a variety of alternative methods, including degradation of CTCF, deletion of the Cohesin associated factor NIPBL, protease cleavage of Cohesin, and siRNA (Nora et al., 2017; Schwarzer et al., 2017; Zuin...
et al., 2014). A direct comparison between the studies is complicated by the variations in cell type and genetic background used. Yet, by and large, transcriptional assays performed at longer intervals after first detection of E-P contact disruption exhibit greater transcriptional changes, consistent with the explanation suggested by these simulations.

How can we connect modeling time scales with the experimental measurements? While too little is known about the detailed chemical kinetics in the in vivo context to confidently extrapolate these results to absolute time scales, it is clear there is both a fast and a slow regime, with moderate change in tagging rates (or looping rates) associated with a slower time scale. Available in vivo data on recruiting epigenetic modifiers to promoters predominately shows significant response on the time scale of hours (Braun et al., 2017; Hathaway et al., 2012; Ho et al., 1996), but subtle responses can be detected with stronger recruitment in as little as a quarter hour in some studies (Braun et al., 2017). If promoter tags of our model are realized by such epigenetic mechanisms (discussed below), our results are consistent with the expectation that a decrease or increased contact frequency over only 6 hours will be insufficient to change the promoter state, while a substantially longer period such as the multiple days/generations between deletion and measurement can give the promoter enough time to change states.

3. Transcription may be dependent on E-P contact even when the two aren’t correlated in single cells. It has been widely expected that active promoters should colocalize with their active enhancers, based largely on bulk population assays such 3C and H3K27ac Hi-Chip (Bartman et al., 2016; Deng et al., 2012; Kagey et al., 2010; Mumbach et al., 2017, 2016; Rao et al., 2014; Williamson et al., 2016), for review see (Furlong and Levine, 2018). Surprisingly, recent single cell measurements found that cells with enhancer-promoter proximity were only slightly more likely to exhibit nascent transcription than those lacking contact (Finn and Misteli, 2019b; Mateo et al., 2019). It is possible the correlation between looping and expression is missed in these fixed cell assays because the loops are transient relative to the rate of transcription, such that loops dissociate by the time the nascent RNA transcript is detectable. However, recent live cell imaging experiments suggest otherwise: live-cell tagging of chromatin proximal to the enhancer and promoter of Sox2 coupled with live-cell measurements of nascent RNA transcription uncovered no significant correlation between E-P proximity and transcription activity (Alexander et al., 2019). These data have supported speculation that enhancers must be able to influence promoter activity from a distance, e.g. through bridging by large protein condensates (Alexander et al., 2019; Benabdallah et al., 2019; Heist et al., 2019).

The model analyzed here clearly demonstrates that it is possible for transcription to be regulated by enhancer-promoter contact and yet show little temporal correlation, even in single-cell time-lapse data. This is because the E-P contact only changes the promoter state, toggling between a condition in which transcription events are likely, and one in which they are less likely. This explanation can be directly tested with larger datasets— with sufficient observations, a weak correlation should be detectable (as seen in the fixed cell data), since cells experiencing a higher frequency of contact are more likely to have a high level of tag and thus more likely to transcribe, even though it is not a one-to-one dependency.
Repression also supports hypersensitivity and hysteresis

While for simplicity the model assumed that the tags accumulated at the promoter are activating, such that transcription is proportional to tag level, it is equally plausible that futile cycles of repressive tags at the promoter account for hypersensitivity of some promoters. In this case we model transcription as inversely proportional to the concentration of the promoter tag. The distal regulatory element which adds more of the tag should be termed a silencer rather than an enhancer. In response to increased contact with the silencer, the promoter transitions through a weakly-sensitive ON regime, a hypersensitive bistable regime, to a weakly-sensitive OFF regime (Supp. Fig. 3). Alternatively, a model in which the enhancer removes the repressive tag from the promoter supports all three regimes (Supp. Fig. 3).

Histone modifications and/or phase-separated TF aggregates exhibit the key properties of tags needed to support hypersensitivity and hysteresis.

Histone modifications are an obvious candidate for tags which the model assumes are added and removed in futile cycles and determine the transcriptional potential of the promoter. Several examples have been shown to exhibit the necessary features of positive feedback and competition between tag writers and erasers that are co-expressed. The histone methylation tags, H3K27me3 and H3K9me3 are both associated with silent promoters. The enzyme complexes which deposit these tags, PRC1 and SuVar(3,9), also preferentially associate with them compared to unmodified histones (Kim and Kingston, 2020; Sanulli and J Narlikar, 2020; Schuettengruber et al., 2017). This read-write feedback will produce the product-stimulation, which is critical for hysteresis, by increasing the residence time of the enzyme at already modified chromatin. Additional complexes, such as PRC1 in the case of H3K27me3 and HP1 in the case of H3K9me3 tags, provide further opportunity for read-write feedback through homotypic association, tag binding, and recruitment of tag writers (Kim and Kingston, 2020; Sanulli and J Narlikar, 2020; Schuettengruber et al., 2017). Known demethylases for either of these modifications, such as UTX and KDM4 provide the necessary futile cycle between adding and removal of tags required in the model (Kim and Kingston, 2020; Sanulli and J Narlikar, 2020; Schuettengruber et al., 2017). Known enzymes and protein complexes associated with deposition of tags positively correlated with transcription, such as H3K4me3 and H3K27ac, similarly exhibit product stimulated feedback. For example the histone acetylase P300/CBP associates with the transcription factor BRD4, which binds acetylated histones through its bromodomain (Black et al., 2006; Sabari et al., 2018). Cognate demethylases and deacetylases complete the futile cycle (Piunti and Shilatifard, 2016; Schuettengruber et al., 2017).

Notably, the Futile Cycle model as discussed here doesn’t require the “tag” be a histone modification or even an enzyme product. Any molecular group which can accumulate at the promoter and exhibit a higher likelihood of molecular addition to promoters which already contain the molecule will do. Micro-condensates of transcription factors are another interesting candidate. Individual molecules fusing and re-dissolving out of the condensate provide the necessary features of a futile cycle. Larger condensates are more likely to retain molecules and grow larger, since they offer more weak multivalent interactions, a process called Ostwald Ripening (Marqusee and Ross, 1983), and are more likely to fuse with other clusters, providing the necessary positive feedback. Many of the transcription factors associated with gene regulation have recently been...
shown to exhibit these properties, forming visible condensates of many molecules and exhibiting rapid recovery after photo-bleaching indicative of futile cycling into and out of the cluster (Strom and Brangwynne, 2019). These include PolII itself (Cho et al., 2018; Cisse et al., 2013; Guo et al., 2019; Sabari et al., 2018) transcriptional activators like Mediator and BRD4 (Cho et al., 2018; Sabari et al., 2018), and repressors like HP1 and CBX (Kim and Kingston, 2020; Sanulli and Narlikar, 2020). As we develop improved tools to measure the protein occupancy of individual promoters in single cells along with chromatin structure, it will be possible to test the dynamic interplay between contact and protein / modification accumulation more directly.

## Enhancer cooperativity/super-enhancer hubs cannot explain hypersensitivity.

It has been suggested cooperative, hub-like interactions among multiple enhancers targeting the same promoter may explain the hypersensitivity of transcription to enhancer-contact frequency. This proposal draws its intuition from the superficial similarity between the hypersensitivity of transcription to contact and the hypersensitivity to transcription factor (TF) binding that can arise through cooperative interactions among TFs. The idea is that while the individual E-P contacts may be weak and transient, much like individual TF-DNA interactions, if they stabilize one another, the system can show hypersensitive transitions: A perturbation removing a weak TAD boundary could subtly increase the contact frequency for all enhancers in a super-enhancer cluster one side of the boundary with a promoter on the other side -- much like a subtle increase in TF concentration can the binding probability for each TF with its target site. If this subtle increase in interaction is sufficient for a second enhancer to join the promoter before the first one dissociates, the cooperative interactions between them make the connection last even longer and so the third joins, further stabilizing the complex and so forth. Thus a small initial change has led to a dramatic change in total contact duration, which in this view explains the strong transcriptional changes without invoking promoter properties. However, available data in which contact frequency was measured before and after structural perturbation fail to support this model -- perturbations of initially weak boundaries result largely in weak changes in absolute contact frequency, not the strong changes predicted by formation or collapse of a cooperative hub (e.g. Fig 1b, Supp. Figs 3-4).

## Conclusion

We have described and analyzed a simple model of enhancer-contact-dependent promoter activity. In this view, the promoter is not only a middleman in the regulation of transcription. It does not only relay the activity state of the enhancer into transcriptional activity of its target gene, nor function as a simple amplifier of enhancer activity to set the levels of expression. Instead, through accumulation of local tags, the promoter is able to integrate its history of interaction with one or more regulatory elements and respond in striking nonlinear ways to changes in these signals. By ‘accumulation of local tags’ we postulate nothing more than that the promoter is epigenetically regulated (in the broadest sense of ‘epigenetic’). In addition to its core sequence, the accumulation of other factors at the promoter, be they histone modifications or transcription factors, provides the necessary mechanism for the dynamical system to exhibit memory.

This view of the promoter as an epigenetic regulator and integrator of signals is not new, and does not posit the existence of any unknown molecular mechanisms. However, a minimal model...
that captures the key features of such promoters we have shown can exhibit a much more complex dependency on chromatin structure than previously acknowledged. These behaviors offer a simple explanation to controversies of major importance to chromatin structure and transcription community. These include (1) why TAD boundaries can be weak and why insulators only mildly affect contact frequency and yet be major regulators of transcription (2) why many genes thought to be responsive to distal enhancers are insensitive to some structural changes (3) why global disruption of structure and acute disruption of structure have been reported to have distinct effects on transcription, and (4) why physical distance between known distal enhancers and their cognate gene does not show obvious correlation with transcriptional state.

**Methods**

**Stochastic simulations**

Stochastic simulations were written in Matlab™ 2020a. Executable source code to run these simulations is available here [https://github.com/BoettigerLab/transcription-modeling](https://github.com/BoettigerLab/transcription-modeling). A detailed table of parameters values and parameter descriptions is provided at the start of each script. The associated figure is indicated in the filename and in the header of the corresponding script for each simulation.

In brief, these simulations model the chemical master equation in explicit time and discrete time steps, with discrete transition probabilities for the addition and removal of promoter tags. For simplicity, we equate promoter modification and transcription, reducing the total parameter space without loss of generality.

**Continuum limit calculations**

The ordinary differential equation (ODE) model was derived from the discrete chemical master equation using mass-action kinetics as described below. The stimulated enzyme example presented below is only one implementation of the futile cycle model, but used here because it’s the simplest and most intuitive system that recapitulates the desired quantitative behavior.

**Model parameter definitions**

Consider a promoter-bound enzyme that attaches molecular tags to a promoter at some basal rate $r_0$. This enzyme can also associate with $n$ promoter-bound tags up to some number $n_{max}$, which changes the tagging rate to $r_n$. The enzyme-acetyl association rates $k_n$ are dependent on the current association state (e.g. cooperativity), while dissociation is assumed to be constant (for now, but can be generalized later). "Free" tags not associated with the enzyme but still promoter-bound are removed from the promoter with a rate constant $g$.

**Reaction and rate equations**

For illustrative purposes, we will start with the $n_{max} = 2$ case (later, we’ll show this is sufficient to capture nonlinear behavior of interest). Then the enzyme has three “association states” ($n = 0, 1, \text{or} 2$):

\[
E + a \leftrightarrow Ea \text{ with rate } k_1 \text{ rightward, } k_2 \text{ leftward}
\]

\[
Ea + a \leftrightarrow Ea_2 \text{ with rate } k_3 \text{ rightward, } k_4 \text{ leftward}
\]

where $E$ is enzyme and $a$ is tag. In general, for $n < n_{max}$:

\[
Ea_n + a \leftrightarrow Ea_{n+1} \text{ with rate } k_{2n+1} \text{ rightward, } k_{2(n+1)} \text{ leftward}
\]
where \( n \) represents the association state.

**Tagging/detagging:**

\[ E \to E + a \text{ with rate } r_0 \]
\[ Ea \to Ea + a \text{ with rate } r_1 \]
\[ Ea_2 \to Ea_2 + a \text{ with rate } r_2 \]
\[ a \to 0 \text{ with rate } g \]

In general:

\[ Ea_n \to Ea_n + a \text{ with rate } r_n \]

Furthermore, we assume that enhancer-promoter contact has the effect of adding more tags at the promoter such that

\[ \frac{d[a]}{dt} = \{\text{enzyme tagging}\} - \{\text{detagging}\} + \{\text{enhancer tagging}\} \]

For now, assume a constant dissociation rate such that \( k_{2(n+1)} = \tau \), and replace the subscripts

\[ 2n + 1 \to n + 1 \text{ for easier notation. Then we have} \]
\[ E + a \leftrightarrow Ea \text{ with rate } k_1 \text{ rightward, } \tau \text{ leftward} \]
\[ Ea + a \leftrightarrow Ea_2 \text{ with rate } k_2 \text{ rightward, } \tau \text{ leftward} \]

Now we can write out the rate equations:

\[ \frac{d[E]}{dt} = -k_1[E][a] + \tau[Ea] \quad (1) \]
\[ \frac{d[Ea]}{dt} = k_1[E][a] - \tau[Ea] - k_2[Ea][a] + \tau[Ea_2] \quad (2) \]
\[ \frac{d[Ea_2]}{dt} = k_2[Ea][a] - \tau[Ea_2] \quad (3) \]
\[ \frac{d[a]}{dt} = r_0[E] + r_1[Ea] + r_2[Ea_2] - g[a] + e \quad (4) \]

where \( e \) is the tagging contribution from enhancer-promoter contact. Assuming the total enzyme number is constant,

\[ [E_{\text{tot}}] = [E] + [Ea] + [Ea_2] \quad (5) \]

Our goal is to find \( \frac{d[a]}{dt} \) as a function of \( [a] \) and constants, and to study the steady state behavior of the system, i.e. finding the solutions for \( [a] \) when equations (1) through (4) are all set to zero.

Solving (1) and (3), then substituting \([Ea]\) and \([Ea_2]\) into (4) and (5):

\[ \frac{d[a]}{dt} = r_0[E] + r_1 k_1[E][a] + r_2 \frac{k_2}{\tau} [E][a]^2 - g[a] + e \quad (6) \]

\[ [E_{\text{tot}}] = [E] + \frac{k_1}{\tau} [E][a] + \frac{k_1 k_2}{\tau^2} [E][a]^2 \]

\[ \Rightarrow [E] = \frac{[E_{\text{tot}}]}{1 + \frac{k_1}{\tau}[a] + \frac{k_1 k_2}{\tau^2}[a]^2} \quad (7) \]

Combining (6) and (7):

\[ \frac{d[a]}{dt} = [E_{\text{tot}}] \left( \frac{r_0 + r_1 \frac{k_1}{\tau}[a] + r_2 \frac{k_1 k_2}{\tau^2}[a]^2}{1 + \frac{k_1}{\tau}[a] + \frac{k_1 k_2}{\tau^2}[a]^2} \right) - g[a] + e \]

\[ = [E_{\text{tot}}] \left( \frac{r_0 \frac{\tau^2}{k_1 k_2} + r_1 \frac{\tau}{k_2}[a] + r_2 [a]^2}{\frac{\tau^2}{k_1 k_2} + \frac{\tau}{k_2}[a] + [a]^2} \right) - g[a] + \Xi \quad (8) \]
The terms with $r_n$ represent enzyme tagging, and the term with $g$ is detagging. This nonlinear system with $n=2$ can be solved explicitly for the steady state values of $a$, though the solutions are less compact than the final equation, and are most easily interpreted in the phase portraits of equation 6. Analytic steady state solutions were calculated in Matlab using the symbolic algebra package. Scripts to reproduce these calculations are available on our github site at: https://github.com/BoettigerLab/transcription-modeling.

**Insulation Score Calculations**

Several variations of this metric exist, but we define it as follows: first the contact-frequency map is normalized relative to linear genomic distance by dividing each off-diagonal row by the sum of the row. This improves the interpretability of the measure, as the inter-domain triangle contains more interactions further from the diagonal than the intra-domain ones (Supp. Fig 3). We then scan the whole genome, computing the average, normalized interaction-frequency within each of the 3 triangular regions shown in Supp. Fig 3: upstream (intra-domain U), downstream, intra-domain D, and between inter-window (domain I) of query point. We report the ratio of intra-domain to inter-domain interactions for this sliding window as the insulation score for that genomic position, as indicated in Supp. Fig 3. This metric can be computed for a range of sliding window sizes. As long as the window size is smaller than the typical TAD and large enough not to be sensitive to measurement-error fluctuations associated with over-binning the data, the distribution of insulation scores does not depend strongly on bin size. A comparison of several different computational algorithms for identifying TADs showed greatest agreement across replicates and robustness to data normalization using this metric (Gong et al., 2018; Lazaris et al., 2017).

Balanced, Hi-C matrices from (Rao et al., 2014) were downloaded and exported using Juicebox (Durand et al., 2016) for manipulation in Matlab for computing insulation scores.
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**Supplemental Figures**

Supp. Fig. 1
**Supp. Figure 1 | Wildtype cells also exhibit cross-border contacts** (A) Images of the Ubx and abd-A domain from two WT cells, reconstructed with Optical Reconstruction of Chromatin Architecture. White arrows mark the border between the domains, which are well separated in the first example and intermixed in the second. (B) Respective quantification of the pairwise distance between all labeled positions along the chromatin for the two cells shown in A. Black dotted box highlights the cross-border proximity found in the second cell. (C) Quantification of the frequency in which Ubx enhancers are in proximity to the abd-A promoter in WT vs. border deleted cells.

**Supp Fig. 2**

**Supp Figure 2 | Quantitative effects of TAD border deletion on RNA expression.** A Schematic of the genomic region containing the genes Ubx and abd-A and their surrounding enhancers. Both genes are expressed in two cell types of the abdominal region of the Drosophila embryo, under control of the indicated enhancers. Ubx enhancers drive strong expression in cell type 1 and weak expression in type 2 cells and v.v. for abd-A enhancers, as assayed by both individual enhancer-reporter transgenes and spatial analysis of the domain (Irvine et al., 1991; Mateo et al., 2019; Müller and Bienz, 1991; Qian et al., 1991). The position of the TAD border, removed by a 4kb deletion in 'border deleted
cells’ is also shown. B A zoom in view of smRNA FISH signal from single cells of either cell type, showing the typical difference in expression levels in wildtype cells and mutant cells. C Quantification of expression levels across the population, shown as a violin plot across all cells. The mRNA type (red = abd-A, cyan = Ubx), genotype (wildtype = solid outline, border-deletion = dotted outline), and cell type are indicated (black = type 1, grey = type 2), along with the median fold change in expression upon border deletion. Results from Wilcoxon comparison of median expression are given as p-values.

Supp. Fig 3

Supp. Figure 3 | Calculation of TAD insulation scores across the genome using Hi-C data. Hi-C data from an arbitrary selected region of chromosome 1, exhibiting multiple TADs also known as contact domains. The blowout shows a zoom-in view of the masked region, following normalization to the linear-distance separation. The insulation score for this data computed with two different sliding window sizes is plotted below. Peak calls for the 150 kb window are shown, though both windows give similar results. Note these peaks correspond well to borders of the TADs seen by visual inspection. Right, a histogram of the insulation score for all peaks (TAD borders) called genome wide. Note, insulation score directly reflects the ratio of the preference for intra-TAD vs. inter-TAD contacts thanks to the prior normalization for linear distance effects (see Methods for more details).
Supp Fig 4.

Reported expression changes upon contact change

<table>
<thead>
<tr>
<th>Source</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mateo2019_Abd-A</td>
<td></td>
</tr>
<tr>
<td>Mateo2019_Ubx</td>
<td></td>
</tr>
<tr>
<td>Schuijers2018_Myc-MCF7</td>
<td></td>
</tr>
<tr>
<td>Schuijers2018_Myc-Jurkat</td>
<td></td>
</tr>
<tr>
<td>Schuijers2018_Myc-HCT116</td>
<td></td>
</tr>
<tr>
<td>Schuijers2018_Myc-5562</td>
<td></td>
</tr>
<tr>
<td>Heitz2016_LMO2</td>
<td></td>
</tr>
<tr>
<td>Heitz2016_TAL1</td>
<td></td>
</tr>
<tr>
<td>Ravahan2015_PDGFRα</td>
<td></td>
</tr>
<tr>
<td>Lupianez2015_wnt6*</td>
<td></td>
</tr>
<tr>
<td>Lupianez2015_Pax3*</td>
<td></td>
</tr>
<tr>
<td>Lupianez2015_Ihh*</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-cb6</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-cb5</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-b13</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-b10</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-b8</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-b6</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-b3</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-ac2</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-ac12</td>
<td></td>
</tr>
<tr>
<td>Gu2015_pcad-a6</td>
<td></td>
</tr>
<tr>
<td>Downen2014_Trifp26</td>
<td></td>
</tr>
<tr>
<td>Downen2014_H2-Q10</td>
<td></td>
</tr>
<tr>
<td>Downen2014_Gm590</td>
<td></td>
</tr>
<tr>
<td>Downen2014_Scco5a2</td>
<td></td>
</tr>
<tr>
<td>Downen2014_Nlpl12</td>
<td></td>
</tr>
</tbody>
</table>

**Supp. Figure 4 | Compiled data on fold change in expression following deletion or inversion of TAD borders.**

Data are organized by source publication, indexed by first author and publication year and gene studied. In some cases expression was not appreciably detected prior to genomic perturbation, indicated by the "*". Quantification techniques varied between experiments, and include smFISH, RNAseq, and qPCR. Dotted red line marks genes showing a greater than 2-fold change.
Supp. Figure 5 | Comparison of experimental and simulation results on the correlation between E-P distance and time spent transcribing. (A) Data from (Alexander et al., 2019), quantifying the percent time bursting for cells binned by average measured distance between the enhancer and promoter probes. (B) Percent time in the bursting transcription state (promoter tag concentration > 20) for simulated cells, binned by their observed E-P contact frequency during the simulation window shown. N=500 cells. Error bars indicate 95% confidence limit around the median. The median time bursting for the high contact sample is not significantly different (ns) from any of the others by a Wilcoxon test (p>0.05). (C) As in (B), but with n=3000 cells, showing the emergence of a clear and statistically significant trend, Wilcoxon ranksum test, p<0.05. Errorbars indicate 95% confidence interval. (D) Box-plot analysis from (Alexander et al., 2019), showing no significant difference in the median distance between bursting and non-bursting promoters. (E) As in (D) but with simulation data from the same simulations sampled in (B) Wilcoxon rank sum test results indicated by the bar. (F) as in (E) with n=3000 cells. Note, graph images in (A) and (D) are reproduced directly from (Alexander et al., 2019).
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