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Abstract

The decades old hypothesis that sex effects on the brain result in ‘female’ and ‘male’ phenotypes governs conventional analyses by sex. In these (e.g., Student’s t-test), the null hypothesis is that males and females belong to a single population (or phenotype), and the alternative hypothesis is that they belong to two different populations/phenotypes. Yet, evidence that sex effects may be opposite under different conditions raises a third hypothesis – that both females and males may manifest each of the two phenotypes of a brain measure. Here we applied a mixture analysis, which can test this latter hypothesis, and Student’s t-test to 289 MRI-derived measures of grey and white matter from 23,935 human brains. Whereas Student’s t-test yielded significant sex/gender differences in 225 measures, the mixture analysis revealed that 282 brain measures were better described by the hypothesis that women and men sample from the same two phenotypes, and that, for the most part, they do so with quite similar probabilities. A further analysis of 41 brain measures for which there were a ‘female-favored’ and a ‘male-favored’ phenotype, revealed that brains do not consistently manifested the male-favored (or the female-favored) phenotype. Last, considering the relations between all brain measures, the brain architectures of women and men were remarkably similar. These results do not support the existence of ‘female’ and ‘male’ brain phenotypes but are consistent with other lines of evidence suggesting that sex category explains a very small part of the variability in human brain structure.
Introduction

In vivo and in vitro studies of laboratory animals reveal that sex-related factors affect many aspects of the developing and mature brain (for review see Joel et al., 2020; McCarthy, 2020; McEwen and Milner 2017). These findings are typically taken as evidence for the existence of a female and a male phenotype for specific brain measures and for the brain as a whole (e.g., the masculinization hypothesis, McCarthy, 2020). The assumption that such phenotypes exist, is also manifested in the almost unanimous interpretation of the call to consider sex as a biological variable as a call to assess sex differences in specific brain measures (e.g., Diester et al., 2019; Prager, 2017; Ritz et al., 2014; Shansky & Woolley, 2016). In such an analysis, the null hypothesis is that females and males belong to a single population (or phenotype), and if this hypothesis is rejected, the conclusion is that males and females belong to two different populations/phenotypes.

Studies in laboratory animals reveal, however, that sex effects on a specific brain measure may be opposite under different environmental conditions, so that the phenotype typical of females under one set of conditions may be typical of males under another set of conditions, and vice versa (for review see Joel, 2011; Joel et al., 2020). Such observations suggest another type of relationship between sex and the brain, namely, that brain measures exhibit two phenotypes, which may be manifested by both males and females, albeit in different proportions or under different conditions. This latter hypothesis cannot be tested using a conventional analysis by sex, such as Student’s t-test, but may be tested using a mixture analysis, which tests which hypothesis better describes the data – the hypothesis that females and males sample1, respectively, from a female and a male phenotypes (the ‘pure-types’

---

1 References to ‘sample’ here and elsewhere in the text are used with the following meaning: Each phenotype contains a range of possible values which occur with different frequencies, and the specific value of a brain measure for an individual brain is sampled from this distribution. This value may be sampled from one of two phenotypes, and the major question of the present study concerns the relations
hypothesis, Fig. 1A) or the hypothesis that females and males sample from the same two phenotypes (‘mixed-types’ hypothesis, Fig. 1B-E).

Here we compared the results of Student’s t-test and mixture analysis applied to 289 MRI-derived measures of grey and white matter from the brains of ~24,000 women and men. The mixture analysis was conducted under the assumption that two phenotypes (distributions) underlie the observed distribution of each brain measure. To test whether women and men sample from two different phenotypes (‘pure-types’) or from the same two phenotypes (‘mixed-types’), the expectation-maximization algorithm (Dempster et al., 1997) was used to compute maximum likelihood estimators of the parameters (mean and variance) of each of a measure’s two underlying distributions as well as the proportions of men and women who sample from each of these distributions. For mixed-types measures, we further tested whether women and men sample from the two phenotypes with same or different probabilities (Fig. 1C-D). The analyses were performed under the working assumption that the underlying distributions are Gaussian. Appendix I explains that our approach yields essentially the same answers under a broader class of distributions, and provides data regarding the suitability of the Gaussian assumption for the data analyzed here.

Finally, for the brain measures for which most women sample from one phenotype (‘female-favored’ phenotype, e.g., dashed line in Fig. 1D) while most men sample from the other (‘male-favored’ phenotype, e.g., solid line in Fig. 1D), we tested whether sampling is consistent across brain features (e.g., consistently sampling from the male-favored phenotype). We computed for each individual and each of these measures the posterior

between a person’s sex category (female, male) and the phenotype from which the value of each of their brain measures is sampled. ‘Sample’ as used in this paper does not imply an intentional process on the part of brains or humans.

2 ‘Posterior probability’ refers to the probability that this measure was sampled from the ‘male-favored’ phenotype, given the observed value of this brain measure in this brain and the underlying distributions parameters.
probabilities to select from the male-favored distribution, and assessed the correlation
between these posterior probabilities for all possible pairs of brain measures of the same type
(e.g., volume). If brains are consistent in the phenotype from which they sample, then high
positive correlations are expected between all pairs of measures, whereas if brains are
‘mosaics’ (Joel, 2011, 2021; Joel et al., 2015) – unique combinations of features, some in the
male-favored phenotype and some in the female-favored phenotype - then most correlations are expected to be low.

Figure 1. Observed scores and model-derived phenotypes. (A-E) Frequency distributions of the observed scores of women (orange) and men (light blue) for specific brain measures, and of the scores of women (red) and men (blue) on the model-fitted underlying phenotypes - one presented with a dashed line and the other with a solid line. (A) An example of a pure-types measure. Of the seven measures for which the pure-types hypothesis was not rejected, the volume of the left postcentral gyrus showed the largest sex/gender difference in the observed data (Cohen’s $d = 0.273$). (B) An example of a mixed-types measure
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in which men and women sample with the same probability from the two model-fitted phenotypes \((p = q)\).

(C) An example of a mixed-types measure in which both men and women ‘favor’ the same model-fitted phenotype, but with significantly different probabilities \((p \neq q, Q1&Q3)\). (D) An example of a mixed-types measure in which men ‘favor’ one model-fitted phenotype and women ‘favor’ the other \((p \neq q, Q2&Q4)\). Of the 41 such measures, the volume of the left lateral occipital cortex showed the largest sex/gender difference in sampling probabilities (Cohen’s \(h = 0.764\)) and in the observed data (Cohen’s \(d = 0.338\)). (E) An example of a mixed-types measure with a “tail” – only a small proportion of humans sample from one of the model-fitted phenotypes. In this example, men and women sample with the same probability from the two model-fitted phenotypes \((p = q)\).

**MATERIALS AND METHODS**

**Data collection and preparation for analysis**

The present study was conducted as part of UK Biobank application 42111, and made use of imaging-derived native space measures generated by an image-processing pipeline developed and ran on behalf of UK Biobank (Alfaro-Almagro et al., 2018; Miller et al., 2016). Data were derived from the brains of 12,466 women (mean age = 65.16 years, SD = 7.28) and 11,469 men (mean age = 66.52 years, SD = 7.56). The following measures were included in the analysis: the volume of 139 regions of grey matter; the mean diffusivity (MD) and fractional anisotropy (FA) of 48 tracts defined using the Tract-Based Spatial Statistics analysis; and the weighted-mean MD and FA of a set of 27 major tracts, derived using probabilistic tractography-based analysis (for details of the acquisition protocols, image processing pipeline, and derived measures, see https://biobank.ctsu.ox.ac.uk/crystal/crystal/docs/brain_mri.pdf). Because these measures are correlated with total brain volume (Sanchis-Segura et al., 2018; Takao et al., 2011; Vos et al., 2011) and there is a large sex/gender difference in the latter (Cohen’s \(d = 1.36\) in the present
sample), all analyses were conducted with brain volume taken into account using the power method (Liu et al., 2014; Sanchis-Segura et al., 2018). Total intracranial volume (TIV) was calculated as the sum of the following two variables from the UK Biobank dataset: volume of grey and white matter and volume of ventricular cerebrospinal fluid. For each brain measure, a linear regression of the logarithm of its value versus log-TIV was fitted, and the residuals were used in all subsequent analyses.

**Experimental Design and Statistical Analysis**

*Student’s t-test and effect size (Cohen’s d)*

For each brain measure we computed Student’s t-test and Cohen’s d.

*Mixture analysis*

*Expectation-Maximization Algorithm (EM)*

The EM algorithm (Dempster et al., 1997) is applied to data assumed to be generated from a mixture of parametric distributions with unknown parameters and unknown mixture probabilities. The working assumption is that the data are sampled from two Gaussian distributions, one with parameters, $\mu_1$, $\sigma_1$, and the other with parameters, $\mu_2$, $\sigma_2$. The proportions of men and women who sample from the high-mean distribution are $p$ and $q$, respectively. The EM method was used to compute maximum likelihood estimators (MLE) for both the distribution parameters ($\mu_1$, $\sigma_1$, $\mu_2$, $\sigma_2$) and the proportions ($p$ and $q$), with the following equations for the expectation (E) and maximization (M) steps. Let I be the indicator variable that a man's feature is sampled from the high-mean distribution, and let J be the indicator variable that a woman's feature is sampled from the high-mean distribution.
Let $\mu_1, \sigma_1$ be the parameters (mean and standard deviation) of the high-mean Gaussian distribution and let $\mu_2, \sigma_2$ be the parameters of the other Gaussian component. Let $p$ and $q$ be the proportion of men and women, respectively, sampling from the high-mean distribution. Let $x, y$ denote generically the feature values of men and women and let $m, n$ be the corresponding sizes of the two groups. At the $i^{th}$ iteration of the algorithm, the E-step is computed using the updates from the $i-1$ iteration as:

$$I_1(x) = E(I|x; \mu_1, \mu_2, \sigma_1, \sigma_2, p, q) = \frac{p \cdot N(x; \mu_1, \sigma_1)}{p \cdot N(x; \mu_1, \sigma_1) + (1-p) \cdot N(x; \mu_2, \sigma_2)}$$

$$J_1(y) = E(J|y; \mu_1, \mu_2, \sigma_1, \sigma_2, p, q) = \frac{q \cdot N(y; \mu_1, \sigma_1)}{q \cdot N(y; \mu_1, \sigma_1) + (1-q) \cdot N(y; \mu_2, \sigma_2)}$$

The M-step parameters are updated in terms of $I = I(x), J = J(y)$ as:

$$\mu_{1,new} = \frac{\sum I \cdot x + \sum J \cdot y}{\sum I + \sum J}$$

$$\mu_{2,new} = \frac{\sum x + \sum y - \sum I \cdot x + \sum J \cdot y}{m + n - (\sum I + \sum J)}$$

$$\sigma_{1,new}^2 = \frac{\sum I \cdot (x - \mu_{1,new})^2 + \sum J \cdot (y - \mu_{2,new})^2}{\sum I + \sum J}$$

$$\sigma_{2,new}^2 = \frac{\sum (1-I) \cdot (x - \mu_{2,new})^2 + \sum (1-J) \cdot (y - \mu_{2,new})^2}{m + n - (\sum I + \sum J)}$$

Until convergence.

A well-known pathology of the EM algorithm stems from its ability to inflate log-likelihood by assigning a single observation to one Gaussian and increase this Gaussian’s variance to zero (Bishop, 2006). To prevent this, the ratio of the variance of the two Gaussians was constrained to be between 0.2 and 5. However, these limits were not met - the minimal and maximal variance ratios over the 289 features analyzed were 0.3 and 4.7, respectively.

The EM-computed MLE’s were supported by a bootstrap simulation (Efron, 1979) for nine randomly selected brain measures (three for which $p = q$, three for which $p \neq q$, but both $p$ and $q$ are larger than 0.5; and three for which $p \neq q$, with $p > 0.5$ and $q < 0.5$). For these nine
measures, the EM algorithm was applied over 200 bootstrap samples. The MLE’s standard deviation of the parameters was small (0.0526-0.0530), supporting the main findings of this paper (see Figure 6A in Appendix I for a scattergram of the bootstrap estimated $p$ and $q$ for three measures, one of each type).

A power analysis (described in Appendix I) confirmed that the size of the sample in the present study is adequate for the aims of the present study (Figure 6B).

*Hypothesis testing*

**Pure-types or mixed-types?**

For each brain measure, the null hypothesis is that the pair $(p, q)$ is either (0,1) or (1,0) - that is, that women sample from a 'female' distribution and men sample from a 'male' distribution. The alternative hypothesis is that there exist two latent distributions with parameters $\mu_1, \sigma_1$ and $\mu_2, \sigma_2$, from which men and women sample with proportions above 0 and below 1.

Equations 1 and 2 describe the mixed-types model: Letting $N$ stand for normal density, and $p$ and $q$ stand for the proportion of men and women, respectively, sampling from the high-mean distribution, the density of men's features ($X$) and women's features ($Y$) is

\[
(1) \quad f_X(x; \theta) = pN(x; \mu_1, \sigma_1) + (1 - p)N(x; \mu_2, \sigma_2)
\]

\[
(2) \quad f_Y(x; \theta) = qN(x; \mu_1, \sigma_1) + (1 - q)N(x; \mu_2, \sigma_2)
\]

For each brain measure, the MLE of these parameters was estimated by the EM method. A log-likelihood ratio test was conducted to test the null hypothesis of pure-types versus the alternative hypothesis of mixed-types.
**Is there a sex/gender difference in the probability of sampling from the two phenotypes?**

Measures for which the pure-types hypothesis was rejected are those for which the observed data belong to a non-Gaussian distribution best described by a mixture of two Gaussians that are sampled by both women and men. To test whether men and women differ in their probabilities of sampling from the two Gaussians, a similar analysis was conducted, but this time the null hypothesis was that $p = q$, and the alternative hypothesis was that $p \neq q$. For brain features for which $p$ was significantly different from $q$, the size of the difference was estimated using Cohen’s $h$ (Cohen, 1988).

**Assessing sampling consistency across brain measures.**

Correlation matrices between the EM responsibilities (i.e., the posterior probabilities of each individual to sample from a reference distribution given his/her sex category, Hastie et al., 2001) of two sets of measures were evaluated: I. for the 41 mixed-types measures for which $p \neq q$ and the female-favored distribution was different from the male-favored distribution (e.g., Fig. 1D), we assessed correlations between the posterior probabilities to select from the male-favored distribution; II. for all 282 mixed-types measures, we assessed correlations between the posterior probabilities to select from the high-mean distribution. In both sets, Pearson correlation coefficients were computed only between measures of the same type (i.e., separately for measures of volume, mean FA, weighted mean FA, mean MD, and weighted mean MD).

In all analyses, the p-value was computed using Wilks' theorem (van der Vaart, 1998; Wilks, 1938) and adjusted for FWER using the Benjamini-Hochberg correction (Benjamini and
Hochberg, 1995). Adjusted p-values smaller than 0.05 were considered statistically significant.

**Predicting sex category on the basis of brain structure**

Following Chekroud and colleagues (2016), a logistic model was fitted to the residuals of the 289 brain measures to predict the probability of an individual belonging to the male or female sex category. The model fitted was Elastic-net (Zou and Hastie, 2005) regression using R glmnet package (Hastie et al., 2001). The model was fitted using the 10-fold schema on 75% of the observations and then validated on the remaining 25%.

**Code**

The data in this work were analyzed using the R programming language (R Core Team, 2013). The equal probability EM was computed using the mixtools package (Benaglia et al., 2009). Cohen's d was estimated using the effsize package (Torchiano, 2020). The code for the paper is available at [https://github.com/nitayalon/biobank_data_analysis](https://github.com/nitayalon/biobank_data_analysis).

**RESULTS**

**Student's t-test analysis**

Out of the 289 brain measures analyzed, there was a significant sex/gender difference in 225 measures. The size of the sex/gender differences ranged between -0.232 to +0.338 (Fig. 2A), with the average absolute size of the significant differences being 0.11.
Figure 2. A. **Sex/gender differences in the observed data.** A histogram of the size (Cohen’s d) of the sex/gender difference in the observed means for each of the 289 brain measures. B. **Probability of sampling from the high-mean distribution.** The probability that a man (p, X axis) and a woman (q, Y axis) will sample from the high-mean distribution of the 282 mixed-types measures. The color-code represents the effect size (Cohen's d) of the sex/gender difference in the observed data; Measures for which there was a significant sex/gender difference in the probability of sampling from the model-fitted underlying phenotypes are marked with a plus symbol. C. **Sex/gender differences in sampling probabilities and in the observed data.**
data. The size of the sex/gender difference in the observed means (|Cohen’s $d$|, x axis) and in the sampling probabilities (Cohen’s $h$, y axis) for each of the 282 brain measures.

**Mixture analysis**

Out of the 289 brain measures analyzed, in 282 the pure-types hypothesis was rejected – that is, women and men sampled from the two underlying distributions in positive proportions.

**Brain measures better described by a pure-types model**

The seven measures for which the pure-types hypothesis was not rejected are listed in Table 1. In four of these measures, the sex/gender difference in the observed data was trivial (|Cohen’s $d$| < 0.04) and in three of these, also not statistically significant. It therefore seems safe to conclude that each of these four measures is best described as reflecting a single phenotype. In the remaining three pure-types measures – the volumes of: the anterior division of the left postcentral gyrus (Fig. 1A), the right cingulate gyrus, and the right planum polare – there was a (small) sex/gender difference in the observed data (0.17 < |Cohen’s $d$| < 0.28), suggesting the existence of a female and a male phenotype.

**Brain measures better described by a mixed-types model**

Figure 2B displays for each of the remaining 282 brain measures the probability that a man ($p$, X axis) and a woman ($q$, Y axis) will sample from the model-fitted distribution with the higher mean. Figure 2C displays for each of these 282 measures, the size of the sex/gender difference in sampling probabilities (Cohen’s $h$, Y axis) and in the observed means (|Cohen’s $d$|, X axis), which were highly correlated ($r_{\text{Pearson}} = 0.76$). In 84 of the measures, men and women sampled
from the two distributions with the same probabilities ($p = q$, e.g., Fig. 1B,E). In the remaining 198 measures (marked with a plus symbol in Fig. 2B), women and men sampled with significantly different probabilities ($p \neq q$, e.g., Fig. 1C,D). In 104 measures, the sex/gender difference in sampling probabilities was small (Cohen’s $h < 0.2$), in 86 moderate ($0.2 < $Cohen’s $h < 0.5$), and in eight large ($0.5 < $Cohen’s $h < 0.765$; Fig. 1D presents the distributions of women and men for the volume of the left lateral occipital cortex, which showed the largest sex/gender difference in sampling probabilities (Cohen’s $h = 0.764$) and in means in the observed data (Cohen’s $d = 0.338$)). To further appreciate the magnitude of the sex/gender differences in sampling probability, we compared the likelihood that a woman and a man would sample from the same phenotype of a brain measure to the likelihood that two women or two men would sample from the same phenotype. The ratio between the first likelihood and the other two was, on average, 0.979 (range, 0.699-1.170). For comparison, for the 84 $p=q$ measures, the corresponding ratio was, on average, 0.998 (range, 0.902-1.078).

**Is sampling consistent across brain measures?**

There were 41 mixed-types features for which $p \neq q$ and one phenotype was sampled mainly by women (female-favored phenotype) and the other mainly by men (male-favored phenotype). These brain measures are located at Quadrants 2 and 4 of the graph in Fig. 2B, and listed in Table 2. Figure 1D presents the distributions of women and men for one such measure, which showed the largest difference in sampling probabilities. Figures 3A-C present the correlations between the posterior probabilities that a measure was sampled from the male-favored phenotype, in women (lower triangle) and men (upper triangle), separately for each type of measure. Measures of volume (Fig. 3A) were largely uncorrelated, indicating that with respect to regional volume, brains are not consistent in sampling from the male-favored
phenotype. In contrast, the correlation coefficients between FA (Fig. 3B) and MD measures (Fig. 3C) occupied a wider range, with both positive and negative moderate correlations. Negative correlations reflect a situation in which sampling the male-favored phenotype in one region correlates with sampling the female-favored phenotype of another region. To better understand these unexpected negative correlations, we assessed the correlations in the same set of measures, but this time between the posterior probabilities to select from the high-mean distribution (Fig. 3D-F). This analysis resulted in positive correlations only (as was also the case in the correlations between the posterior probabilities to select from the high-mean distribution for all other measures of mean FA and mean MD; data not shown), indicating that value (high versus low) is more important than sex/gender category in explaining variability in FA and MD even for measures for which the majority of men sampled from one phenotype and the majority of women sampled from the other. This may also be true for the few moderate-to-large positive correlations between measures of volume (Fig. 3A), which are positive also in Fig. 3D – these correlations may reflect not the consistent effects of sex but rather the consistent effects of other factors. Indeed, the strongest correlations were found between homologous regions in the two hemispheres (the right and left hippocampus; the right and left cuneal cortex; and the right and left superior frontal gyrus).

The most remarkable observation over the images presented in Figure 3 is that the correlation matrices in men and women are almost identical (the numerical values of the correlations are given in Figure 4). This remarkable similarity is also evident when considering the correlations between all possible same-type pairs of the 282 mixed-types measures (Fig. 5A). Note that the
correlations here are between the posterior probabilities of each individual to select from the high-mean distribution, rather than from the male-favored distribution).

**Figure 3. Assessing internal consistency.** (A-C) The correlation coefficients in women (lower triangle) and men (upper triangle) between the posterior probabilities of each individual to select from the male-favored distribution in all possible pairs of the 41 measures that have a female-favored and a male-favored distribution, separately for three types of brain measures - (A) volume, (B) mean FA, and (C) mean MD. Correlation strength is represented using a red (-1) – white – blue (+1) color scale, and the absolute size is...
also represented by the size of the dot. The numbers correspond to the number of each measure in Table 2.

(D-F) Same as A-C but for the posterior probabilities of each individual to select from the high-mean distribution.

### A. Volume

<p>| | | | | | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.23</td>
<td>0.08</td>
<td>0.05</td>
<td>0.05</td>
<td>0.08</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>2</td>
<td>0.51</td>
<td>0.18</td>
<td>0.05</td>
<td>0.04</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>0.56</td>
<td>0.17</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>0.39</td>
<td>0.24</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.04</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>7</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### B. Mean FA

<p>| | | | | | | | | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.75</td>
<td>0.21</td>
<td>0.18</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.32</td>
<td>0.35</td>
<td>0.37</td>
<td>0.39</td>
<td>0.41</td>
<td>0.43</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.78</td>
<td>0.22</td>
<td>0.18</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.44</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.44</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
<td>0.23</td>
<td>0.23</td>
<td>0.24</td>
<td>0.26</td>
<td>0.28</td>
<td>0.30</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.38</td>
<td>0.40</td>
<td>0.42</td>
<td>0.43</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### C. Mean MD

<p>| | | | | | | | | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.12</td>
<td>0.18</td>
<td>0.24</td>
<td>0.29</td>
<td>0.34</td>
<td>0.39</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63</td>
<td>0.69</td>
<td>0.75</td>
<td>0.81</td>
<td>0.87</td>
<td>0.93</td>
<td>0.99</td>
<td>1.05</td>
<td>1.11</td>
<td>1.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.18</td>
<td>0.24</td>
<td>0.29</td>
<td>0.34</td>
<td>0.39</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63</td>
<td>0.69</td>
<td>0.75</td>
<td>0.81</td>
<td>0.87</td>
<td>0.93</td>
<td>0.99</td>
<td>1.05</td>
<td>1.11</td>
<td>1.17</td>
<td>1.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.24</td>
<td>0.29</td>
<td>0.34</td>
<td>0.39</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63</td>
<td>0.69</td>
<td>0.75</td>
<td>0.81</td>
<td>0.87</td>
<td>0.93</td>
<td>0.99</td>
<td>1.05</td>
<td>1.11</td>
<td>1.17</td>
<td>1.23</td>
<td>1.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>0.30</td>
<td>0.35</td>
<td>0.40</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
<td>0.63</td>
<td>0.69</td>
<td>0.75</td>
<td>0.81</td>
<td>0.87</td>
<td>0.93</td>
<td>0.99</td>
<td>1.05</td>
<td>1.11</td>
<td>1.17</td>
<td>1.23</td>
<td>1.29</td>
<td>1.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.30</td>
<td>0.36</td>
<td>0.42</td>
<td>0.48</td>
<td>0.54</td>
<td>0.60</td>
<td>0.66</td>
<td>0.72</td>
<td>0.78</td>
<td>0.84</td>
<td>0.90</td>
<td>0.96</td>
<td>1.02</td>
<td>1.08</td>
<td>1.14</td>
<td>1.20</td>
<td>1.26</td>
<td>1.32</td>
<td>1.38</td>
<td>1.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.36</td>
<td>0.42</td>
<td>0.48</td>
<td>0.54</td>
<td>0.60</td>
<td>0.66</td>
<td>0.72</td>
<td>0.78</td>
<td>0.84</td>
<td>0.90</td>
<td>0.96</td>
<td>1.02</td>
<td>1.08</td>
<td>1.14</td>
<td>1.20</td>
<td>1.26</td>
<td>1.32</td>
<td>1.38</td>
<td>1.44</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.42</td>
<td>0.48</td>
<td>0.54</td>
<td>0.60</td>
<td>0.66</td>
<td>0.72</td>
<td>0.78</td>
<td>0.84</td>
<td>0.90</td>
<td>0.96</td>
<td>1.02</td>
<td>1.08</td>
<td>1.14</td>
<td>1.20</td>
<td>1.26</td>
<td>1.32</td>
<td>1.38</td>
<td>1.44</td>
<td>1.50</td>
<td>1.56</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(withdrawn)
**Figure 4. Assessing internal consistency.** (A-C) The correlation coefficients in women (lower triangle) and men (upper triangle) between the posterior probabilities of each individual to select from the male-favored distribution in all possible pairs of the 41 measures that have a female-favorable and a male-favorable distribution, separately for three types of brain measures - (A) volume, (B) mean FA, and (C) mean MD.

**Figure 5. Correlation coefficients between the posterior probabilities to select from the high-mean distribution.** (A) The correlation coefficients in women (red) and men (blue) between the posterior probabilities of each individual to select from the high-mean distribution in all possible same-type pairs of the 282 mixed-types brain measures. The correlations in men are sorted from lowest to highest, and the
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correlations in women are presented in the men’s order. (B) Same as (A), but for the 287 mixed-types “uncorrected” brain measures.

**Predicting sex category on the basis of brain structure**

Logistic regression over the 289 “corrected” brain measures accurately predicted the sex category of brains’ owners in 75% of cases.

**DISCUSSION**

A conventional analysis (Student’s t-test) of 289 MRI-derived measures of the brains of ~24,000 humans, yielded (after FDR correction for multiple comparisons) significant sex/gender differences in 225 measures. These results would have led to the conclusion that for these 225 brain measures, there is a female and a male phenotype, whereas for the remaining 64 measures, there is a single phenotype. A mixture analysis, which allows a third alternative – that women and men sample from the same two phenotypes, revealed that this is the best description for the vast majority of brain measures (282 out of 289). Of the remaining seven measures, three were best described as having a female and a male phenotype, and four as having a single phenotype.

A further mixture analysis of the 282 measures revealed that in 84 brain measures, women and men sampled from each phenotype with similar proportions, in 104 measures, the sex/gender difference in sampling probabilities was small (Cohen’s h < 0.2), in 86 moderate (0.2 < Cohen’s h < 0.5), and in eight large (0.5 < Cohen’s h < 0.765). The overall small sex/gender differences in sampling probabilities would contradict also a “soft” version of the ‘male and female phenotype hypothesis’, if this existed, according to which the large
majority of men sample from one phenotype whereas the large majority of women sample from the other phenotype.

We would like to note that the results of the mixture analysis do not contradict evidence that sex-related genes and hormones affect specific brain measures or that there are sex/gender differences in the brain. Rather, they challenge the dominant assumption that these observations reflect the existence of a male and a female phenotype. Our results demonstrate that if brain measures are described as reflecting two underlying Gaussian-shaped phenotypes (rather than, for example, one non-Gaussian-shaped phenotype, or three Gaussian-shaped phenotypes), then for the vast majority of brain measures, women and men sample from both phenotypes, and for the most part do so with quite similar probabilities.

The present results also contradict another common assumption regarding sex effects on the brain – that these are consistent across brain measures within a single brain. In the present context this should be evident in consistently sampling the male-favored (or the female-favored) phenotype across the 41 brain measures for which such phenotypes exist (in the remaining 241 brain measures, the phenotype sampled by most women was also sampled by most men). For the relevant measures of volume, the correlations between the posterior probabilities of each individual to select from the male-favored distribution were mainly around zero, indicating that sampling from the male-favored phenotype for one region provided no information on whether the male-favored or the female-favored phenotype of another region was sampled. For the relevant MD and FA measures, some of these correlations were negative, suggesting that sampling from the male-favored phenotype for one region was associated with sampling from the female-favored phenotype for another region. Both patterns of correlations are consistent with our previous observations that human brains are most often comprised of a mosaic of female-typical and male-typical brain features.
(Joel et al., 2015, 2020) and suggest the existence of factor(s) that are more important than sex category in explaining variability in brain measures.

The possibility that sex category is not a major predictor of variability in human brain structure is further supported by the almost identical correlations in women and men between the posterior probabilities to select from the high-mean distribution for all possible pairs of same-type brain measures (Fig. 5A). Very similar correlations in men and women were also observed when the same analysis was conducted without “correcting” for total brain volume (Fig. 5B, Appendix I). This remarkable similarity suggests that in spite of the large difference in total brain volume (Cohen’s $d = 1.36$ in the present sample), the same principles are governing brain architecture in women and men.

The conclusion that sex category is not a major predictor of variability in human brain structure does not contradict evidence that supervised machine learning algorithms may use sex-related variability in brain structure to predict the sex category of a brain’s owner (Chekroud et al., 2016; Del Giudice et al., 2016; Joel et al., 2016; Sanchis-Segura et al., 2020). Indeed, using one such approach (logistic regression, as in Chekroud et al., 2016) we accurately predicted the sex category of brains’ owners in 75% of cases (the lower classification rate compared to previous studies (Chekroud et al., 2016; Del Giudice et al., 2016; Joel et al., 2016) is expected given that we used data “corrected” for total brain volume, Sanchis-Segura et al., 2020).

What our present and previous studies (Joel et al., 2015, 2018, 2020) challenge is the common assumption that sex-related effects consistently add up in individual brains so that the brains of women are meaningfully different from the brains of men (e.g., Chekroud et al., 2016; Del Giudice et al., 2016; Ingalhalikar et al., 2014). Different analytical approaches demonstrate that this is not the case. Thus, unsupervised machine learning algorithms applied
to the entire brain revealed that the brain architectures typical of women are also typical of
men and vice versa; large sex/gender differences were found only in the prevalence of some
rare brain architectures (Joel et al., 2018). Recent studies, which assessed the contribution of
several factors to variability in brain function (measured using functional MRI), reported that
sex/gender category explained only a small fraction of this variability (Mitricheva et al.,
2019; Kersey et al., 2019). Finally, an assessment of the relations between the number of
sex/gender differences in functional MRI studies and sample size did not reveal the positive
correlation expected if brains of women and men were meaningfully different (David et al.,
2018).

The present study has several limitations. The sample is quite ethnically homogeneous
(92.2% Caucasians) and restricted age-wise (all participants are over 42 years old), limiting
the generalizability of our conclusions across ethnicity and age. On the other hand, this
relative homogeneity would have increased the chances of finding consistent sex effects, if
these were present, as other studies have shown that sex/gender differences in brain structure
may differ across age (e.g., Jancke et al., 2015; Lenroot and Giedd, 2010) and across
countries differing in their ethnicity composition (e.g., Joel et al., 2015; Zilles et al., 2001).
Another limitation of the present study is that we analyzed only MRI-derived brain measures,
which show smaller sex/gender differences compared to some post mortem-derived measures
(e.g., number of neurons in specific hypothalamic nuclei). It is unlikely, however, that a large
enough dataset of the latter type of measures would be available to enable the analyses
conducted here.
Conclusions

The decades old hypothesis that sex effects on the brain result in a female and a male phenotype for specific brain measures and for the brain as a whole governs the ways we analyze brain data by sex, and consequently, the type of answers we may receive. In particular, this assumption leads to framing questions regarding the relations between sex and the brain in terms of similarity and difference – are the brains of females and males the same or different? The present analysis revealed that for most (282 out of 289) MRI-derived measures of human brain structure the answer is – neither. These measures are better described by a third type of relations between sex and the brain, namely, that both women and men may manifest each of the two phenotypes of a brain measure. This description is consistent with other lines of evidence suggesting that sex-related variables are a part of a large set of factors that interact to create a highly heterogenous population of human brains, and that sex/gender category explains a very small part of this variability (for a recent review see Joel, 2021). There is therefore a need to develop new methods for studying the human brain and its relations with sex-related variables that go beyond the common practice of comparing a group of females to a group of males.
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<table>
<thead>
<tr>
<th>Brain measure</th>
<th>Cohen’s d</th>
<th>Adjusted p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted-mean MD in tract corticospinal tract (right)</td>
<td>0.0002</td>
<td>0.989</td>
</tr>
<tr>
<td>Insular Cortex (left)</td>
<td>0.013</td>
<td>0.442</td>
</tr>
<tr>
<td>Mean MD in cingulum hippocampus on FA skeleton (left)</td>
<td>0.030</td>
<td>0.069</td>
</tr>
<tr>
<td>Insular Cortex (right)</td>
<td>-0.037</td>
<td>0.017</td>
</tr>
<tr>
<td>Cingulate Gyrus, anterior division (right)</td>
<td>0.180</td>
<td>0.000</td>
</tr>
<tr>
<td>Planum Polare (right)</td>
<td>0.212</td>
<td>0.000</td>
</tr>
<tr>
<td>Postcentral Gyrus (left)</td>
<td>0.273</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Cohen’s d and p value of the sex/gender difference in the means in the observed data.
Table 2. List of mixed-types measures with a female-favored and a male-favored phenotype (Quadrants 2 & 4 in Fig. 2B)

<table>
<thead>
<tr>
<th>Region number</th>
<th>Region name</th>
<th>p</th>
<th>q</th>
<th>Cohen’s d</th>
<th>Cohen’s h</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Cuneal Cortex (left)</td>
<td>0.407</td>
<td>0.520</td>
<td>0.119</td>
<td>0.227</td>
</tr>
<tr>
<td>12</td>
<td>Cuneal Cortex (right)</td>
<td>0.478</td>
<td>0.553</td>
<td>0.078</td>
<td>0.15</td>
</tr>
<tr>
<td>13</td>
<td>Hippocampus (left)</td>
<td>0.533</td>
<td>0.431</td>
<td>-0.068</td>
<td>0.204</td>
</tr>
<tr>
<td>14</td>
<td>Hippocampus (right)</td>
<td>0.522</td>
<td>0.457</td>
<td>-0.051</td>
<td>0.13</td>
</tr>
<tr>
<td>15</td>
<td>Inferior Frontal Gyrus, pars opercularis</td>
<td>0.445</td>
<td>0.527</td>
<td>0.097</td>
<td>0.164</td>
</tr>
<tr>
<td>16</td>
<td>Inferior Temporal Gyrus, temporooccipital part (left)</td>
<td>0.539</td>
<td>0.472</td>
<td>-0.067</td>
<td>0.134</td>
</tr>
<tr>
<td>17</td>
<td>IX Cerebellum (right)</td>
<td>0.500</td>
<td>0.708</td>
<td>0.279</td>
<td>0.429</td>
</tr>
<tr>
<td>18</td>
<td>Juxtapositional Lobule Cortex (formerly Supplementary Motor Cortex) (right)</td>
<td>0.466</td>
<td>0.504</td>
<td>0.049</td>
<td>0.076</td>
</tr>
<tr>
<td>19</td>
<td>Lateral Occipital Cortex, superior division (left)</td>
<td>0.157</td>
<td>0.504</td>
<td>0.338</td>
<td>0.764</td>
</tr>
<tr>
<td>20</td>
<td>Lingual Gyrus (left)</td>
<td>0.519</td>
<td>0.341</td>
<td>-0.173</td>
<td>0.362</td>
</tr>
<tr>
<td>21</td>
<td>Middle Temporal Gyrus, temporooccipital part (left)</td>
<td>0.413</td>
<td>0.551</td>
<td>0.165</td>
<td>0.277</td>
</tr>
<tr>
<td>22</td>
<td>Occipital Pole (right)</td>
<td>0.643</td>
<td>0.455</td>
<td>-0.188</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Brain Region</td>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td>Score</td>
</tr>
<tr>
<td>----</td>
<td>------------------------------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>23</td>
<td>Parietal Operculum Cortex (right)</td>
<td>0.534</td>
<td>0.440</td>
<td>-0.084</td>
<td>0.188</td>
</tr>
<tr>
<td>24</td>
<td>Planum Polare (left)</td>
<td>0.418</td>
<td>0.630</td>
<td>0.225</td>
<td>0.428</td>
</tr>
<tr>
<td>25</td>
<td>Planum Temporale (left)</td>
<td>0.528</td>
<td>0.341</td>
<td>-0.189</td>
<td>0.38</td>
</tr>
<tr>
<td>26</td>
<td>Precentral Gyrus (left)</td>
<td>0.497</td>
<td>0.600</td>
<td>0.096</td>
<td>0.207</td>
</tr>
<tr>
<td>27</td>
<td>Precuneous Cortex (right)</td>
<td>0.372</td>
<td>0.584</td>
<td>0.177</td>
<td>0.428</td>
</tr>
<tr>
<td>28</td>
<td>Subcallosal Cortex (left)</td>
<td>0.494</td>
<td>0.550</td>
<td>0.049</td>
<td>0.112</td>
</tr>
<tr>
<td>29</td>
<td>Superior Frontal Gyrus (left)</td>
<td>0.444</td>
<td>0.538</td>
<td>0.119</td>
<td>0.188</td>
</tr>
<tr>
<td>30</td>
<td>Superior Frontal Gyrus (right)</td>
<td>0.483</td>
<td>0.557</td>
<td>0.087</td>
<td>0.148</td>
</tr>
<tr>
<td>31</td>
<td>Superior Parietal Lobule (left)</td>
<td>0.481</td>
<td>0.563</td>
<td>0.107</td>
<td>0.164</td>
</tr>
<tr>
<td>32</td>
<td>Superior Temporal Gyrus, posterior division (right)</td>
<td>0.451</td>
<td>0.524</td>
<td>0.074</td>
<td>0.146</td>
</tr>
<tr>
<td>33</td>
<td>Supracalearine Cortex (right)</td>
<td>0.430</td>
<td>0.500</td>
<td>0.086</td>
<td>0.14</td>
</tr>
<tr>
<td>34</td>
<td>Temporal Fusiform Cortex, anterior division (left)</td>
<td>0.575</td>
<td>0.415</td>
<td>-0.140</td>
<td>0.321</td>
</tr>
<tr>
<td>35</td>
<td>Temporal Fusiform Cortex, anterior division (right)</td>
<td>0.508</td>
<td>0.251</td>
<td>-0.218</td>
<td>0.537</td>
</tr>
<tr>
<td>36</td>
<td>Temporal Pole (left)</td>
<td>0.564</td>
<td>0.329</td>
<td>-0.208</td>
<td>0.477</td>
</tr>
<tr>
<td>37</td>
<td>Temporal Pole (right)</td>
<td>0.513</td>
<td>0.339</td>
<td>-0.148</td>
<td>0.354</td>
</tr>
<tr>
<td>38</td>
<td>Thalamus (right)</td>
<td>0.596</td>
<td>0.405</td>
<td>-0.137</td>
<td>0.384</td>
</tr>
<tr>
<td>39</td>
<td>Vermis VIIb Cerebellum</td>
<td>0.491</td>
<td>0.662</td>
<td>0.216</td>
<td>0.348</td>
</tr>
<tr>
<td>40</td>
<td>Vermis X Cerebellum</td>
<td>0.350</td>
<td>0.580</td>
<td>0.257</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td>Weighted-tract cingulate gyrus part of cingulum (left)</td>
<td>0.553</td>
<td>0.466</td>
<td>-0.095</td>
<td>0.174</td>
</tr>
<tr>
<td>---</td>
<td>------------------------------------------------------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>Mean FA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Cingulum cingulate gyrus on FA skeleton (left)</td>
<td>0.583</td>
<td>0.459</td>
<td>-0.130</td>
<td>0.249</td>
</tr>
<tr>
<td>2</td>
<td>Cingulum cingulate gyrus on FA skeleton (right)</td>
<td>0.560</td>
<td>0.435</td>
<td>-0.134</td>
<td>0.251</td>
</tr>
<tr>
<td>3</td>
<td>Corticospinal tract on FA skeleton (left)</td>
<td>0.543</td>
<td>0.417</td>
<td>-0.131</td>
<td>0.253</td>
</tr>
<tr>
<td>4</td>
<td>Corticospinal tract on FA skeleton (right)</td>
<td>0.544</td>
<td>0.375</td>
<td>-0.191</td>
<td>0.341</td>
</tr>
<tr>
<td>5</td>
<td>Medial lemniscus on FA skeleton (right)</td>
<td>0.639</td>
<td>0.471</td>
<td>-0.186</td>
<td>0.34</td>
</tr>
<tr>
<td>6</td>
<td>Posterior limb of internal capsule on FA skeleton (left)</td>
<td>0.494</td>
<td>0.602</td>
<td>0.139</td>
<td>0.217</td>
</tr>
<tr>
<td>7</td>
<td>Retrolenticular part of internal capsule on FA skeleton (left)</td>
<td>0.468</td>
<td>0.647</td>
<td>0.201</td>
<td>0.362</td>
</tr>
<tr>
<td><strong>Mean MD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Pontine crossing tract on FA skeleton</td>
<td>0.453</td>
<td>0.558</td>
<td>0.131</td>
<td>0.21</td>
</tr>
<tr>
<td>9</td>
<td>Posterior limb of internal capsule on FA skeleton (right)</td>
<td>0.244</td>
<td>0.593</td>
<td>0.122</td>
<td>0.725</td>
</tr>
<tr>
<td>10</td>
<td>Uncinate fasciculus on FA skeleton (left)</td>
<td>0.505</td>
<td>0.448</td>
<td>-0.072</td>
<td>0.114</td>
</tr>
</tbody>
</table>

*P and q are the probabilities of sampling from the high-mean distribution; Cohen’s d of the sex/gender difference in the observed data; Cohen’s h of the difference between p and q.*
Appendix I

The suitability of the assumption that the underlying distributions are Gaussian

The MLE method yields essentially the same answers under a much broader class of exponential-type distributions

Consider an exponential-type family of distributions, with density or probability function of the form \( f(x; \theta) = h(x) \exp(\theta x - b(\theta)) \). Examples of exponential-type families are Gaussian with fixed variance, Gamma with fixed shape parameter, Negative-binomial, Poisson, Binomial. It is well known that the function \( b(\theta) \) is convex, its first derivative with respect to \( \theta \) is \( E[X] \) and its second derivative is \( \text{Var}[X] \).

The mixture model sets the densities of the feature values for men and women as \( g_0(x; \theta) = (1-p)f(x; \theta_0) + pf(x; \theta_1) \) and \( g_1(x; \theta) = (1-q)f(x; \theta_0) + qf(x; \theta_1) \). These functions can be expressed as the product \( g(x) = h(x)[(1-r)*\exp(\theta_0 x - b(\theta_0)) + r*\exp(\theta_1 x - b(\theta_1))] \) of a function \( h \) free of \( \theta \) and a sigmoidal function. Thus, the function \( h \) plays no role in the maximization of the likelihood function, in essence the same sigmoidal function for all exponential-type families. The Gaussian representative is convenient, for which the parameters are clear-cut to interpret.

As an example, consider the Gamma distribution with density \( \lambda^\gamma x^{\gamma-1} \exp(-\lambda x)/\Gamma(\gamma) \) for fixed shape parameter \( \gamma \). If a Gamma-distributed variable \( X \) with scale parameter \( \lambda_0 \) is normalized as \( X = \gamma/\lambda_0 - (\sqrt{\gamma}/\lambda_0)Z \), the density of \( Z \) (with shape parameter \( \lambda \)) becomes proportional to

\[
\exp\{\sqrt{\gamma} (\lambda/\lambda_0 - 1) z\} - \gamma[\lambda_0 - 1 - \log(\lambda_0)]
\]

that is close to the Gaussian

\[
\exp\{\sqrt{\gamma} (\lambda/\lambda_0 - 1) z\} - [\sqrt{\gamma} (\lambda/\lambda_0 - 1)]^2/2 = \exp\{\theta z - \theta^2/2\}
\]

as long as \( \lambda_0 - 1 \) and \( \sqrt{\gamma} (\lambda_0 - 1) \) are small enough, and not only for the large values of \( \gamma \) that would make the Gamma distribution close to Gaussian.
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The fit between the observed data and Gaussian distributions

As is evident in Figure 2B, for some brain measures (located in the upper and lower extremes of the main diagonal in Fig. 2B), the two distributions differ considerably in the proportion of participants sampling from each (i.e., the large majority of participants sampled from one distribution). This occurs when the observed data belong to an asymmetric distribution, which, in the context of the method applied, is best described by a mixture of two Gaussians - one accounts for most of the observations and the other for the fatter tail (e.g., Fig. 1C, 1E).

This is supported by the observation that the Kolmogorov-Smirnov distances between the empirical and the fitted data for these brain measures (dotted line in Fig. 6C) are larger than the Kolmogorov-Smirnov distances expected for symmetric distributions (solid line in Fig. 6C). (Women and men were similarly likely to sample from the “tail” distribution in 37% of these ‘asymmetric’ measures (e.g., Fig. 1E), men were more likely than women to sample from the “tail” distribution in 37% of these measures (e.g., Fig. 1C), and women were more likely to sample from the “tail” distribution than men, in 26% of these measures.)

In contrast to the deviation from symmetry for these brain measures, the Kolmogorov-Smirnov distances for the brain measures located in the main part of the main diagonal in Fig. 2B (dashed line in Fig. 6C) were not larger than expected for symmetric distributions. This observation is particularly important in the context of the relations between the underlying phenotypes and sex category. This is because this group of brain measures includes the 41 measures for which one phenotype was sampled mainly by men and the other mainly by women. The observation that these measures may be appropriately described by Gaussian distributions strengthens the conclusions derived from our analysis of these features.
**Power computation**

For a given significance level (such as 0.05), it is possible to compute the power (complementary Type-II error probability) of the likelihood ratio test. Wilks' theorem (van der Vaart, 1998; Wilks, 1938), claims that twice the log-likelihood ratio is distributed under the null hypothesis according to the $\chi^2$ distribution with properly defined degrees of freedom. The null hypothesis data for the simulation was generated from a standard Gaussian. The solid line in Figure 6B is the almost identical superposition of the $\chi^2$ distribution and the empirical distribution under each of three applied sample sizes (each based on 10,000 simulation runs). The alternative hypothesis data were generated using the estimated parameters of a feature with a small sex/gender difference (Cohen’s $d$ in the observed data = 0.1, $\mu_1 = -0.328$, $\sigma_1 = 0.93$, $\mu_2 = 0.732$, $\sigma_2 = 0.722$, $p = 0.742$, $q = 0.645$), under three choices of sample size.

The vertical dotted line in Figure 6B marks the rejection threshold for $\alpha = 0.05$ (the vertical distance between 1 and the solid line). The vertical distances from 1 to the three dashed lines (0.25, 0.5, and 0.7) are the power of the test for sample sizes 1,000, 5,000, and 8,000, respectively. Thus, the sample sizes of the UK Biobank data (12,466 women and 11,469 men) are powerful enough to distinguish between pure-types and mixed-types.

**Analysis of the “uncorrected data”**

We conducted the “pure-types or mixed-types” analysis on the log of each of the 289 MRI-derived brain measures. Because a few scores on some of the brain measures were very low, preventing the conduction of the EM analysis, we left out from this analysis all scores below or above 5 standard deviations from the mean (the median number of scores left out per brain measure was 1, the average was 4.875, and the 75 percentile was 5.75). For 287 brain
measures, the pure-types hypothesis was rejected in favor of the mixed-types hypothesis. Next, we calculated for all scores (including those left out in the EM stage) of these 287 mixed-types measures, the posterior probability that the score was sampled from the high-mean distribution. Finally, Pearson correlation coefficients were computed for all possible pairs of same-type measures, separately for women and for men.

Figure 6. A. Results of the bootstrap simulation. A scattergram of the bootstrap estimated $p$ and $q$ for three mixed-types measures: Left: $p=q$, Middle: $p \neq q$, located at Q1 in Fig. 3, right: $p \neq q$, located at Q4 in Fig. 3. The dashed lines mark the value of the $p$ and $q$ of that brain measure in the reported analysis.
B. The fit between the observed data and Gaussian distributions. Kolmogorov-Smirnov distance for all the brain measures for which $p$ and $q$ are both larger than 0.75 or smaller than 0.25 (dotted line), for all other brain measures (dashed line), and the distances expected for symmetric distributions (solid line). C. Power analysis of various sample sizes. Thick lines are the CDF of the log-likelihood ratio under the null hypothesis (Chi square with 2 degrees of freedom), the dashed lines are the simulated CDF of the log-likelihood ratio under the alternative hypothesis. The vertical line marks the rejection threshold.