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ABSTRACT 28 

It has previously been shown that, conditional on its fixation, the time to fixation of a semi-29 

dominant deleterious autosomal mutation in a randomly mating population is the same as that of 30 

an advantageous mutation. This result implies that deleterious mutations could generate selective 31 

sweep-like effects. Although their fixation probabilities greatly differ, the much larger input of 32 

deleterious relative to beneficial mutations suggests that this phenomenon could be important. 33 

We here examine how the fixation of mildly deleterious mutations affects levels and patterns of 34 

polymorphism at linked sites - both in the presence and absence of interference amongst 35 

deleterious mutations -  and how this class of sites may contribute to divergence between-36 

populations and species. We find that, while deleterious fixations are unlikely to represent a 37 

significant proportion of outliers in polymorphism-based genomic scans within populations, 38 

minor shifts in the frequencies of deleterious mutations can influence the proportions of private 39 

variants and the value of FST after a recent population split. As sites subject to deleterious 40 

mutations are necessarily found in functional genomic regions, interpretations in terms of 41 

recurrent positive selection may require reconsideration. 42 
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INTRODUCTION 51 

Among the most important results in theoretical population genetics, now nearly a century old, are 52 

the fixation probabilities of new beneficial and deleterious mutations, which were obtained by 53 

Fisher (1922, 1930), Haldane (1927) and Wright (1931), using different approaches. Their results 54 

were later generalized by Kimura (1957, 1962, 1964), using the backward diffusion equation. A 55 

somewhat lesser-known result concerns the trajectories of these selected mutations. Specifically, 56 

Maruyama & Kimura (1974) found that, conditional on fixation, the time that a beneficial 57 

autosomal mutation with selection coefficient +s and dominance coefficient h spends in a given 58 

interval of allele frequency in a randomly mating population is the same as that for a deleterious 59 

mutation with selection coefficient -s and dominance coefficient 1 – h, provided that the conditions 60 

for the validity of the diffusion equation approximation hold (i.e., the change in allele frequency 61 

of the mutation is small enough to be approximated by a continuous-time diffusion process). Thus, 62 

given that the effects of selective sweeps on variability at linked neutral sites are related to their 63 

speed of transit through a population (Maynard Smith & Haigh 1974; Stephan 2019), the fixation 64 

of a deleterious mutation by genetic drift can generate a similar selective sweep effect to that 65 

caused by the fixation of a beneficial mutation, for mutations with the same magnitude of selection 66 

coefficient. Moreover, Tajima (1990) demonstrated that, on average, there is a ~42% mean 67 

reduction in diversity at a site where a neutral mutation has recently become fixed by genetic drift. 68 

While the mean time to fixation for this class of mutation in diploids is well known to be 4Ne 69 

generations (Kimura & Ohta 1969), this is associated with a wide variance of approximately 70 

4.64Ne2 (Kimura 1970), such that neutral mutations may also fix relatively rapidly (in less than Ne 71 

generations) and generate an appreciable but highly localized sweep effect (see Tables 1 and 2 of 72 

Tajima 1990). 73 
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 Of course, the probabilities of fixation of deleterious and beneficial fixations differ greatly. 74 

However, given that the input of deleterious mutations is much higher than the input of beneficial 75 

mutations each generation (see reviews by Eyre-Walker & Keightley 2007; Bank et al. 2014a), the 76 

potential contribution of such deleterious sweeps to levels and patterns of nucleotide variation, as 77 

well as divergence between populations and species, remains an important open question 78 

(Charlesworth 2020a). An alternative way of viewing this issue, as discussed by Gillespie (1994) 79 

and Charlesworth & Eyre-Walker (2007), is that under a model of constant selection and reversible 80 

mutation between two alternative nucleotide variants, statistical equilibrium with respect to the 81 

frequencies of sites fixed for the alternatives implies equal rates of beneficial and deleterious 82 

substitutions per unit time. It is important to note, however, that only deleterious mutations with 83 

selection coefficients on the order of the reciprocal of the population size have significant 84 

probabilities of fixation (Fisher 1930; Kimura 1964), implying that the substitutions concerned 85 

involve only very weakly selected mutations. The effects on diversity statistics of sweeps of very 86 

weakly selected mutations, including those of deleterious mutations, appears to have been 87 

investigated previously only by Mafessoni & Lachmann (2015). 88 

 A starting point for investigating this problem is the distribution of fitness effects of new 89 

mutations (the DFE). There is substantial evidence from both empirical and experimental studies 90 

that the DFE of new mutations is bimodal - consisting of a strongly deleterious mode, and a weakly 91 

deleterious / neutral mode that may contain a beneficial tail under certain conditions (e.g., Crow 92 

1993; Lynch et al. 1999; Sanjuán 2010; Jacquier et al. 2013; Bank et al. 2014b). While the 93 

calculations and simulations presented below represent a general approach to addressing this topic, 94 

we have necessarily chosen a specific DFE realization and species for illustration. Specifically, 95 

Johri et al. (2020) recently presented an approximate Bayesian (ABC) approach, which represents 96 
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the first joint estimator of the DFE shape together with population history, and which corrects for 97 

the effects of background selection (BGS; Charlesworth et al. 1993). They estimated that a 98 

substantial proportion of new mutations in coding regions have mildly deleterious effects on 99 

fitness, emphasizing the importance of further understanding the consequences of such mutations 100 

in dictating observed polymorphism and divergence. Furthermore, they found it unnecessary to 101 

invoke a beneficial mutational class in order to fit the data from the African population of 102 

Drosophila melanogaster that they considered. 103 

 This analysis provides a basis for exploring the possible implications of sweeps of 104 

deleterious mutations, a topic that has been neglected. Here, we re-examine this question, 105 

considering both single and recurrent substitution models, which we use to examine the possibility 106 

that genomic scans for positive selection may in fact also be identifying deleterious fixations, when 107 

based on: a) levels and patterns of variation; b) population differentiation; and c) species-level 108 

divergence. Our results suggest that, while this phenomenon is unlikely to be a major factor in 109 

polymorphism-based scans within populations, it may be a serious confounder in among-110 

population-based analyses. 111 

 112 

METHODS 113 

Analytical calculations 114 

For convenience, we assume a Wright-Fisher population of N	randomly mating diploid individuals 115 

throughout the analytical section. This assumption of an absence of population structure is 116 

common and reasonably well-justified in organisms with low 𝐹!" like D. melanogaster, although 117 

the investigation of these dynamics in the presence of structure would be of great value in the 118 

future. Further, the selection coefficient for homozygotes is constant over time and is denoted by 119 
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s, with 𝑠# > 0 and 𝑠$ > 0 representing selection for and against homozygotes, respectively. In 120 

addition, the DFE for semi-dominant deleterious mutations is assumed to be discrete, with four 121 

fixed classes of mutations given by 0	<2N𝑠$ 	≤	1, 1	<N𝑠$ 	≤	10, 10	<2N𝑠$≤	100 and 100<	122 

2N𝑠$ 	≤	2N, where mutations are assumed to follow a uniform distribution within each class. These 123 

assumptions concerning the distribution of 𝑠$ were made in order to simplify integration over the 124 

DFE (Johri et al. 2020; and see Johri et al. 2021).  125 

Probability of fixation: The fixation probability (Pfix) of a new semi-dominant mutation with an 126 

initial frequency of 1/(2N) in a Wright-Fisher population of size N was calculated using Equation 127 

10 of Kimura (1962): 128 

																																						𝑃%&' =
1	 −	𝑒 	)

1	 −	𝑒*+) 	≈
𝑠

𝑒*+) − 1																		(1) 129 

Note that this equation assumes demographic equilibrium and independence between the selected 130 

sites (violations of this assumption are investigated below), as well as Is	I<<	1. 131 

Contributions to divergence: Under the DFE model described above, the number of fixations Nfix	132 

(i) expected per generation per site for a given DFE class i of deleterious mutations is given by 133 

the following expression: 134 

				𝑁%&'(𝑖) = 2𝑁𝜇	 × 𝑓& 	×
1

𝑠$* − 𝑠$,
	> 𝑃%&'(𝑠)𝑑𝑠

)!"

)!#
															(2) 135 

where μ is the total mutation rate per site per generation, 𝑓i represents the proportion of new 136 

mutations belonging to the ith DFE class and sd2 and sd1	represent the upper and lower bounds to 137 

the DFE class, respectively. The integral in equation (2) was evaluated analytically by means of 138 
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an infinite series representation (derivation provided in Appendix 1), which was validated using 139 

the “integrate” function in R (R Core Team 2018). 140 

Probability of fixation when correcting for the effects of background selection (BGS): The fixation 141 

probability (𝑃%&'-) of a new semi-dominant mutation with the homozygous selection coefficient 𝑠 142 

was calculated as: 143 

																																						𝑃%&'- ≈
𝑠𝐵

𝑒*+-) − 1															(3)			 144 

where 𝐵 = 𝑁./𝑁 represents the effective population size in the presence of BGS, calculated from 145 

the corresponding ratio of neutral diversity with and without BGS (see, for example, Campos & 146 

Charlesworth 2019). The mean probability of fixation over an interval of selection coefficients, 147 

assuming that mutations are uniformly distributed in this interval (𝑃%&'-(𝛾, − 𝛾*)), was calculated 148 

as: 149 

𝑃%&'-(𝛾, − 𝛾*) =
1

𝑠* − 𝑠,
	> 𝑃%&'-(𝑠)𝑑𝑠

)"

)#
															(4) 150 

where 𝛾, = 2𝑁𝐵𝑠,, 𝛾* = 2𝑁𝐵𝑠* and 𝛾* and 𝛾, represent the upper and lower bound to the 151 

interval, respectively.  152 

Waiting and fixation times: The waiting time (tw) between fixations under a Poisson process was 153 

calculated as follows: 154 

																																																								𝑡	/ =
1

𝐿	 × 𝑁%&'	
																											(5) 155 

where 𝐿 represents the number of functional sites under consideration.  156 
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 In order to compare the results of simulations to theoretical expectations, the expected time 157 

to fixation of a semi-dominant mutation was also calculated by numerically integrating equation 158 

(17) of Kimura & Ohta (1969), using Simpson’s rule (Atkinson 1989).  159 

Reduction in diversity due to a single sweep: The expected reduction in pairwise nucleotide site 160 

diversity at the end of a sweep (–∆𝜋), relative to the diversity in the absence of selection, was 161 

calculated using equation (14a) of Charlesworth (2020b) for a non-zero rate of recombination 162 

(omitting a factor that describes the effect of background selection): 163 

                                        −∆𝜋 = (1 − 𝑃0)	–	𝑇)	–	𝑃0)𝑇$ 	– (𝑃0 − 𝑃0))𝑇0 																			(6) 164 

where Ts is the mean coalescent time (in units of N) for a pair of alleles sampled at the end of a 165 

sweep, Td is the duration of the deterministic phase of the sweep (i.e., excluding the initial and 166 

final stochastic phases) in units of N, 𝑇0is the mean time to a recombination event during the sweep, 167 

conditioned on the occurrence of a recombination event; 𝑃0 is the probability of at least one 168 

recombination event transferring a sampled allele onto the wild-type background during the sweep, 169 

and 𝑃0) is the probability that there is only a single such recombination event. For large values of 170 

the ratio of the rate of recombination between the neutral and selected site (r) to the magnitude of 171 

the selection coefficient, this expression can become negative, in which case it is reset to zero. 172 

 We also used simulations based on equations (27) of Tajima (1990), which provide 173 

recursion equations for the expectation of the pairwise diversity at a neutral locus linked to a 174 

selected locus, conditional on a given trajectory of allele frequency change at the selected locus, 175 

as described by Charlesworth (2020b). These equations require only the validity of the diffusion 176 

equation approximation. Binomial sampling of allele frequencies post-selection in each generation 177 

was used to generate the trajectories of change at the selected locus, using the standard selection 178 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


 

9 
 

equation for a single locus to calculate the deterministic change in allele frequency each 179 

generation. Application of the recursion equations to a trajectory of allele-frequency change 180 

simulated in this way gives one realization of Dp; and the overall expected value of Dp can be 181 

obtained from the mean of the simulated values over a large number of replicates. It was found 182 

that 1000 replicates gave very accurate estimates of Dp, with ratios of the standard errors to the 183 

means of < 5%	 for the parameter sets used here. Due to the symmetry in the sojourn time 184 

(conditional on fixation) in a given interval of allele frequency for beneficial and deleterious 185 

mutations when semi-dominance is assumed (Maruyama and Kimura 1974), trajectories for 186 

weakly deleterious mutations of selection coefficient 𝑠$ were simulated assuming a beneficial 187 

selection coefficient 𝑠#. Note that this symmetry does not apply to partially dominant or partially 188 

recessive mutations – see Ewens (2004, pp. 170-171) for a full discussion. 189 

 190 

Population genetic parameters used for analytical calculations: The parameters for the 191 

calculations were chosen to match those estimated from D. melanogaster populations, estimated 192 

from exonic sites. Mutations occurred at a rate µ per basepair (bp) per generation, and were 193 

assumed to be a mixture of neutral, nearly neutral and weakly deleterious mutations. For this 194 

analysis, µ = 3	×	10-9  (Keightley et al. 2009, 2014). The sex-averaged rate of crossing over per 195 

bp (rc) was assumed to be equal to	 10-8 per generation, the mean value for D. melanogaster 196 

autosomes (Fiston-Lavier et al. 2010), and the effective population size was 106 (Arguello et al. 197 

2019; Johri et al. 2020), and 10 generations per year were assumed. Given estimates of neutral 198 

divergence between D. melanogaster and D. simulans, this means that t	~21.3	x	106	generations 199 
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elapsed since their common ancestor (Li et al. 1999; Halligan & Keightley 2006), corresponding 200 

to 2.13 million years.  201 

 Because non-crossover associated gene conversion is an important source of recombination 202 

between closely linked sites in Drosophila, it was assumed to occur uniformly across the genome, 203 

independently of local differences in the rate of crossing over, as indicated by the data on D, 204 

melanogaster (Comeron et al. 2012; Miller et al. 2016). The sex-averaged rate of initiation per bp 205 

of conversion events was rg = 10-8  per bp per generation, and there was an exponential distribution 206 

of tract length with a mean of dg	=	440 bp (Comeron et al. 2012; Miller et al. 2016). The net rate 207 

of recombination between sites separated by z bp, r(z), is the sum of the contributions from 208 

crossing over and non-crossover gene conversion, given by the formula of Frisse et al. (2001): 209 

                                𝑟(𝑧) = 	 𝑟1𝑧 + 2𝑟2𝑑2[1 − exp Y−
3
$$
Z]                 (7) 210 

 For some of the results presented below, only the net rate of recombination r, or its value 211 

scaled by the effective population size, r =	2Nr, was used. In the presence of gene conversion 212 

with the parameters described above, the corresponding value of z can then be obtained by 213 

Newton-Raphson iteration of the equation r(z)	–	r	=	0, assuming that the rate of gene conversion 214 

does not vary with the rate of crossing over,  215 

Simulations 216 

Simulating individual fixations in a single population: SLiM 3.3.1 (Haller & Messer 2019) was 217 

used to simulate a genomic element of length 10 kb. For the single sweep model, in order to 218 

quantify the hitchhiking effect of a single fixation, selection only acted on a single site in the 219 

middle of the region, with all other sites evolving neutrally. Simulations were performed for five 220 
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different values of the scaled selection coefficient: 2Ns =	0,	-1,	+1,	-5,	and	+5. Population genetic 221 

parameters resembling those of D. melanogaster were utilized (as defined above) for illustrative 222 

purposes. In order to perform simulations efficiently, population size was scaled down by a factor 223 

of 100 while the mutation and recombination rates were correspondingly scaled up by the same 224 

factor. Simulations were run for a burn-in period of 105 generations (10Nsim) after which a 225 

mutation with a scaled selection coefficient of 2Ns	was introduced at the selected site. Simulations 226 

in which the introduced mutation reached fixation were retained for analysis. Fifty diploid 227 

individuals were sampled at the completion of the simulations to mimic generally-available 228 

population-genomic data, and population genetic summary statistics were calculated using 229 

Pylibseq (Thornton 2003).  230 

Simulating fixations in a single population in the presence of other deleterious mutations: SLiM 231 

3.1 (Haller & Messer 2019) was used to perform simulations resembling both Drosophila-like 232 

and human-like populations in order to assess the effects of Hill-Robertson interference (Hill & 233 

Robertson 1966) amongst deleterious mutations (reviewed by Charlesworth 2012). For 234 

parameters resembling the D. melanogaster populations, a ~15kb region which was composed of 235 

2 genes, each with 5 exons (of length 300 bp) and 4 introns (of length 100 bp), and with 236 

intergenic lengths of 4kb was simulated. Intergenic and intronic regions experienced only 237 

effectively neutral mutations, while the exons experienced mutations with the DFE inferred by 238 

Johri et al. (2020). The population parameters were chosen to mimic the Zimbabwe population 239 

of D. melanogaster, with 𝑁. = 1.95 × 104, mutation rate = 3.0 × 1056 per site/generation and 240 

recombination rate = 1 × 1057 per site/generation (Arguello et al. 2019).  241 

 For parameters resembling human populations, a ~60kb region composed of 2 genes, 242 

each with 5 exons (of length 300 bp) and 4 introns (of length 2 kb), and with intergenic lengths 243 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


 

12 
 

of 15kb was simulated. Note that these values are nearer to the median than the mean values of 244 

the distribution of lengths of genomic regions in humans, and provide a more conservative 245 

assessment of potential interference effects.  Intergenic and intronic regions experienced only 246 

neutral mutations, while the exons experienced mutations with the DFE inferred by Huber et al. 247 

(2017), such that f0	=	0.51,	f1	=	0.14,	f2	=	0.14	and	f3	=	0.21. The population parameters used 248 

were 𝑁. = 108, mutation rate = 1.2 × 1057per site/generation and recombination rate = 249 

1 × 1057 per site/generation. 250 

Simulations were conducted with N = 10,000 diploid individuals for both species, and 251 

mutation and recombination rates were scaled appropriately (by the factor 195 for D. 252 

melanogaster and 1 for humans). In order to estimate the rates of fixation of deleterious 253 

mutations and their effects on linked sites, the simulations were run for 100N generations (of 254 

which 10N generations represent the burn-in period) and were replicated 100 times for D. 255 

melanogaster and 600 times for humans. Our simulations resembling D. melanogaster 256 

populations resulted in a mean KA/KS	 value of 0.08, which is consistent with an observed mean 257 

autosomal value of 0.145 for a comparison with a closely related species (Campos et al. 2014), 258 

where 50% of substitutions are expected to be due to beneficial mutations.  259 

The total number of observed substitutions (presented in Supp Table 1) were used to 260 

obtain the frequencies of fixation and times to fixation of deleterious mutations, and nucleotide 261 

site diversities at linked neutral sites immediately post-fixation, in order to quantify the potential 262 

effects of interference among selected mutations. The frequency of fixations of weakly 263 

deleterious mutations with scaled selection coefficients distributed between 𝛾, and 𝛾* , 264 

𝑃%&')&9(𝛾, − 𝛾*),)) where 1	 ≤ 𝛾, < 𝛾* ≤ 10 (i.e., for a set of mutations that are a subset of the 265 

weakly deleterious class of mutations) was calculated as: 266 
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𝑃%&')&9(𝛾, − 𝛾*)267 

=
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠

2𝑁𝜇 × 𝑛𝑜. 𝑜𝑓	𝑒𝑥𝑜𝑛𝑖𝑐	𝑠𝑖𝑡𝑒𝑠 × 𝑛𝑜. 𝑜𝑓	𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 × 𝑓, ×
𝑠*5𝑠,

𝑠.:$5𝑠);#0;
× 𝑛𝑜. 𝑜𝑓	𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒𝑠

 268 

where 2𝑁𝑠);#0; = 1, 2𝑁𝑠.:$ = 10; and 𝛾, = 2𝑁𝑠,, 𝛾* = 2𝑁𝑠* when not correcting for BGS, 269 

and 𝛾, = 2𝑁𝐵𝑠,, 𝛾* = 2𝑁𝐵𝑠* when correcting for BGS. Again, 𝐵 is the ratio of the expected 270 

nucleotide diversity at a neutral site in the presence of BGS to its value in the absence of BGS. 271 

 272 

Simulating multiple populations and FST-based analyses: Based on a recently inferred 273 

demographic history of African and European populations of D. melanogaster using populations 274 

sampled from Beijing, the Netherlands, and Zimbabwe (Arguello et al. 2019), an ancestral 275 

population of size of 1.95	×	106 was simulated, which split into two populations (6.62	×	104 276 

generations ago) of constant size: 3.91	×	106 and 4.73	×	105, representing African and European 277 

populations, respectively. Note that, although Arguello et al. inferred recent growth in both 278 

populations, we have assumed constant sizes in order to avoid confounding effects of such growth 279 

on the fixation probabilities of mutations, and we also assumed no migration between the two 280 

populations. For scenarios following the demographic model presented in Arguello et al. (2019), 281 

simulations were also performed for the extreme values of the 95% CIs for the current size of the 282 

Zimbabwe population (3.02 × 105, 4.69×106), the current size of the European population (2.03 × 283 

105, 3.89×106), and the time of split (1.17×104, 1.03×105). Ten replicates of each combination of 284 

the above-mentioned values (i.e., 8 different combinations) were simulated in order to account for 285 

uncertainties in parameter estimates. For the purpose of FST			analyses, a functional region of size 286 

10 kb was simulated, in which mutations had selection coefficients given by the DFE inferred in 287 

Johri et al. (2020). Specifically, the DFE was given by a discrete distribution of four fixed bins 288 
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with 24.7% of mutations belonging to the effectively neutral class (f0:	0	£	2N𝑠$ 	<1), 49.4% to the 289 

weakly deleterious class (f1:	1	£		2N𝑠$<	10), 3.9% to the moderately deleterious class (f2:	10	£	290 

2N𝑠$ 	<	100), and 21.9% to the strongly deleterious class of mutations (f3:	100	<	2N𝑠$ 		≤	2N).  291 

 In this two-population framework, four separate scenarios were tested: 1) the DFE 292 

remained scaled to the ancestral population size (i.e., the distribution of selection coefficients 293 

remained constant throughout, making selection effectively weaker in the smaller derived 294 

(European) population); 2) the DFE was rescaled after the population split with respect to 295 

subpopulation-specific sizes (i.e., both populations experienced equal proportions of mutations 296 

belonging to each DFE class as defined in terms of 2𝑁𝑠$), such that selection was equally strong 297 

in both populations - this is an arbitrary biological model that is simply chosen for comparison, as 298 

one would naturally expect selection to be effectively weaker in the derived population as in 299 

scenario 1; 3) in addition to this neutral and deleterious DFE, 1% of all mutations were mildly 300 

beneficial with selective effects drawn uniformly from the interval 1	≤	2Nsa		£	10,	where	𝑠#	is the 301 

increase in fitness of the mutant homozygote; and 4) in addition to this neutral and deleterious 302 

DFE, 1% of all mutations were strongly beneficial with 2N𝑠#	=	1000. In scenarios 3 and 4, the 303 

deleterious and beneficial DFEs were scaled to the respective sizes of each population post-split, 304 

so that the proportions of beneficial mutations were the same in the two populations. Note that we 305 

refer to selection as being weak when 2𝑁𝑠 is less than 10. In order to assess the role of population 306 

bottlenecks in generating neutral outliers, a fifth scenario was simulated in which there was no 307 

selection and the demographic history was that inferred by Li & Stephan (2006) - a model that 308 

involves a much larger size reduction than inferred in the Arguello et al. (2019) model utilized 309 

above. The parameters of both demographic models are provided in Supp Table 2.  310 
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 Fifty diploid individuals were sampled from both populations in order to calculate FST. All 311 

sites that would be considered polymorphic in the metapopulation were used to calculate FST (i.e., 312 

sites fixed either in one population or both populations (for different alleles) were also included in 313 

FST calculations). FST was calculated in sliding windows across the genomic region for: a) windows 314 

containing a constant number of SNPs (10 SNPs) using the package PopGenome (Pfeifer et al. 315 

2014) in R, and b) for windows representing the same total number of bases (500 bp) using 316 

Pylibseq 0.2.3 (Thornton 2003). FST was calculated for both cases by the method of Hudson et al. 317 

(1992). FST was also calculated individually for different mutation types (i.e., for neutral, weakly 318 

deleterious and beneficial mutations, by simply restricting the calculations to segregating sites of 319 

the specific mutation type). Although there will be an upper bound to the FST values obtained in 320 

this way, which is determined by the frequency of the most frequent allele in the metapopulation 321 

(Jakobsson et al. 2013), the detection of outliers should not be affected by this procedure and 322 

should mimic the empirical practice. In order to evaluate the performance of haplotype-based 323 

population differentiation statistics, 𝜑!" was calculated following Excoffier et al. (1992), by 324 

performing the Analysis of Molecular Variance (AMOVA) approach implemented in the R 325 

package Pegas (http://ape-package.ird.fr/pegas.htlm) on SNPs present in 500 bp, 1 kb and 2 kb 326 

sliding windows.  327 

Simulating multiple species, and divergence-based analyses: McDonald-Kreitman (MK) tests 328 

(McDonald & Kreitman 1991) were performed to investigate the degree to which substitutions of 329 

mildly deleterious mutations might affect the inference of divergence due to positive selection. A 330 

population resembling a D. melanogaster African population was simulated under demographic 331 

equilibrium. Ten independent replicates of a 10 kb protein-coding region were considered such 332 

that every third position was neutral (representing synonymous sites) while all other sites 333 
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represented nonsynonymous positions. Nonsynonymous sites experienced purifying selection 334 

given by a DFE that comprised only the non-neutral bins (i.e., f1,	f2,	and	f3, in the same proportions 335 

described above), while the neutral sites experienced mutations that belonged to class f0. For 336 

comparison, simulations were performed in which 10% or 20% of nonsynonymous mutations were 337 

also neutral. In all cases, the simulation was run for 20N generations (where N = 104). The number 338 

of segregating nonsynonymous (PN) and synonymous (PS) sites were estimated by sampling 50 339 

diploid individuals from the population from the functional and neutral regions respectively. The 340 

number of fixed substitutions occurring at the functional sites (DN) and neutral sites (DS) were 341 

calculated post burn-in (i.e., after 10N generations), and then rescaled to the number of generations 342 

since the D. melanogaster ancestor.  343 

 In order to correct for mildly deleterious mutations segregating in populations, the 344 

proportion of adaptive substitutions (𝛼) was also inferred by implementing a variant of the test 345 

referred to as the asymptotic MK test. Messer & Petrov (2013) suggested plotting the derived 346 

allele frequency (x) of variants against 𝛼 inferred using the number of segregating sites (P(x)) at 347 

that derived allele frequency (i.e., 𝛼(𝑥) = <(')%
<(')&

	× ?&
?%

), and showed that the asymptote of this 348 

curve would tend towards the true value of 𝛼. The asymptotic MK test was performed using a 349 

web-based tool available at: http://benhaller.com/messerlab/asymptoticMK.html (Haller & 350 

Messer 2017). For the purpose of the asymptotic MK test, values of PN/PS were binned with a 351 

bin size of 0.05, and the curve-fitting (of 𝛼(𝑥) with respect to x) was restricted to derived allele 352 

frequencies between 0.1-1.0 353 

Data Availability Statement: All scripts used in this study are provided in the Github 354 

repository: https://github.com/paruljohri/Deleterious_Sweeps. 355 
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RESULTS & DISCUSSION 356 

Theoretical expectations 357 

As has been long appreciated (Fisher 1930; Wright 1931), equation (1) implies that the probability 358 

of fixation of a mutation in the strongly deleterious DFE classes is vanishingly small. However, 359 

the weakly deleterious class may contribute substantially to divergence (Figure 1a). We derived 360 

an analytical approximation for the probability of fixation for mutations with a DFE represented 361 

as a combination of four non-overlapping uniform distributions (see Methods and Appendix 1). In 362 

a Wright-Fisher population, the ratio of the mean probability of fixation of mutations with fitness 363 

effects between 1	<	2N𝑠$ 	£	5, relative to the probability of fixation of effectively neutral mutations 364 

(0	<	2N𝑠$ 	£	1), is 0.27 (note that the value of N is irrelevant if the diffusion approximation holds). 365 

This ratio rapidly declines to 0.01 for mutations with fitness effects 5	<	2N𝑠$ 	£	10	(Figure 1a).  366 

Taking the recently estimated DFE for the Zambian D. melanogaster population (Johri et 367 

al., 2020) as an example, a question of interest concerns the probabilities of fixation of different 368 

classes of mutations and their contributions to population- and species-level divergence (Supp 369 

Figure 1). In the absence of positive selection, the weakly deleterious class of mutations would be 370 

expected to contribute 7.2% of the total divergence in exonic regions, while effectively neutral 371 

mutations would be expected to contribute 92.8%. If we were to assume that approximately 50% 372 

of all substitutions in Drosophila have been fixed by positive selection (Eyre-Walker and 373 

Keightley 2009; Campos et al. 2017), weakly deleterious mutations are still likely to have 374 

contributed 3.5% of the total divergence in functional regions and possibly much more in regions 375 

experiencing reduced selective constraints.  376 

 377 

Hitchhiking effects of deleterious sweeps: levels and patterns of variation 378 
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We next considered the fixation times of these mutations contributing to divergence, as well as the 379 

expected waiting time between fixations. Using population parameters relevant for D. 380 

melanogaster (see Methods), the neutral and deleterious DFE of Johri et al. (2020), and assuming 381 

that 60% of the D. melanogaster genome (of size 140 Mb) is functional, equation (5) shows that 382 

the genome-wide waiting time between successive weakly deleterious fixations is ~ 83 383 

generations. Hence, the ~2.13 million years estimated for the time since the D. melanogaster and 384 

D. simulans split is expected to equate to many such fixations. 385 

As expected, there is no significant difference (p = 0.16; Student’s t-test) in fixation times 386 

between the mildly beneficial (3.2N generations; SD: 1.5N) vs mildly deleterious mutations (2.9N 387 

generations; SD: 1.1N) with the same fitness effects (2N𝑠#=2N𝑠$=5)	(Supp Table 3). Importantly 388 

however, the variance in fixation times of weakly selected mutations is extremely large, such that 389 

the faster tails of the fixation time distributions for both 2N𝑠$ 	= 5 and 2Ns	 = 0 occupy ~N 390 

generations, which corresponds to a sweep effect of the same size as the mean for 2N𝑠#	= 30 391 

(Figure 1b). In other words, weakly deleterious and neutral fixations can match the sweep effects 392 

of comparatively strongly selected beneficial fixations. 393 

 We evaluated the impact of these fixations on observed genomic variation in two ways. 394 

The first corresponds to a model of a single sweep event, which is relevant to the literature on 395 

detecting signatures of individual fixations, as done in genomic scans for positively selected loci 396 

(e.g., Harr et al. 2002; Glinka et al. 2003; Haddrill et al. 2005; Nielsen et al. 2005; see also Jensen 397 

2009; Stephan 2019). Such scans operate under the assumption that the selective sweeps in 398 

question have achieved fixation immediately prior to sampling, due to the rapid loss of signal as 399 

the time since fixation increases (Kim & Stephan 2002; Przeworski 2002). The second corresponds 400 

to a recurrent substitution model, which is relevant to the recurrent sweep literature that attempts 401 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


 

19 
 

to quantify the effect of selective sweeps on genome-wide patterns of variability and their relation 402 

to rates of recombination (e.g., Wiehe & Stephan 1993; Kim 2006; Andolfatto 2007; Macpherson 403 

et al. 2007; Jensen et al. 2008; Campos & Charlesworth 2019; Charlesworth 2020b; see review by 404 

Sella et al. 2009).  405 

 The reduction of diversity resulting from the fixation of a mildly deleterious or beneficial 406 

semi-dominant mutation with a very small selective effect is not expected to be substantially 407 

different from that caused by the fixation of a selectively neutral mutation (Tajima 1990). The 408 

widely-used approximation of Barton (2000) for the reduction in diversity relative to neutrality 409 

caused by the sweep of a semi-dominant mutation, Dp = (2Nsa)(–4r/s), suggests that, when 2N𝑠#	410 

=	 5, diversity will only be reduced by more than 20% in a region for which r/s	 ≤	 0.2, 411 

corresponding to approximately 20 bp for a typical D. melanogaster recombination rate of 3	x	10-412 

8 per bp, including the contribution from gene conversion as given by equation (7), and assuming 413 

an effective population size of ≥ 106.  414 

 However, this formula assumes that fixations are so fast that swept alleles that have failed 415 

to recombine onto a wild-type background experience no coalescent events during the duration of 416 

the sweep (Hartfield & Bataillon 2020; Charlesworth 2020b), which is unlikely to be true for 417 

weakly selected mutations, such that NIsI is close to 1. We therefore used equation (6) for analytical 418 

predictions (Figure 2, Table 1, Supp Table 4), which is based on the results of Charlesworth 419 

(2020b). But this equation is also likely to be inaccurate with weak selection, because it assumes 420 

that the trajectory of allele frequency change is close to that for the deterministic case, except for 421 

the initial and final stochastic phases at the two extremes of allele frequencies. We therefore also 422 

used simulations based on equations (27) of Tajima (1990) to predict sweep effects, as described 423 

in the Methods. 424 
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With the full simulations of a 10 kb region, in which we assumed a population size of 104 425 

and mutation rate of 3 × 1056 /site/generation, with 2N𝑠#=	5 the nucleotide diversity 10 bp (~𝜌	=	426 

0.2) around the selected site (i.e., 5 bp in both directions) was 0.0058 (SE: 0.0012), corresponding 427 

to a reduction of 52% below the neutral value. For 2Ns	=	10, the 10-bp nucleotide diversity was 428 

0.0083 (SE: 0.0017), corresponding to a reduction of 31%. The observed reduction in both cases 429 

almost fully recovers to the expected level under neutrality within 500 bp (𝜌 ≈	10; Figure 2). A 430 

similar pattern is seen in Table 1 and Supp Table 4, which shows both the analytical predictions 431 

and those based on Tajima’s equations, which agree surprisingly well except at the two highest 432 

rates of recombination displayed. For comparison, the results of simulating neutral fixations are 433 

also shown in Table 1 and Figure 2. The case with 𝑁𝑠 = 10 is at the higher limit of what is likely 434 

to be produced by sweeps of deleterious mutations, given that the ratio of the fixation probability 435 

given by equation (1) to the neutral value of 1/(2𝑁) is then approximately 0.0045, compared to 436 

0.034 with 𝑁𝑠 = 5.  437 

Mafessoni & Lachmann (2015) showed that that fixations of weakly selected, highly 438 

dominant favorable mutations - or highly recessive deleterious mutations - could reduce diversity 439 

at linked sites by a smaller amount than fixations of neutral mutations (with no recombination, 440 

these are associated with a diversity reduction of 42% below the mean neutral value), with a 441 

maximum effect when 2Ns is approximately 2 (and h = 1 for favorable mutations, and 0 for 442 

deleterious ones).  We have confirmed this unexpected observation using Tajima algorithm 443 

simulations (Supp Table 5), finding that it exists even for 2𝑁𝑠 = 5 (Supp Figure 2; Supp Table 5). 444 

However, our use of h	=	0.5 and 2Ns	≥	2.5 means that this phenomenon is absent from the results 445 

presented above. 446 
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Because gene conversion is an important contributor to recombination between closely 447 

linked sites (Miller et al. 2016), the effects of fixations in the presence of gene conversion are 448 

restricted to a region that is about one-third of the distance in the absence of gene conversion 449 

(Table 1). Thus, a greater than 20% reduction in nucleotide diversity for 2𝑁𝑠 = 5 [2𝑁𝑠 = 10] was 450 

observed up to 𝜌 =	0.8 [𝜌 =	1.6], corresponding to 14 bp [27 bp] with gene conversion, and 40 bp 451 

[80 bp] without gene conversion. This quite localized effect is similar for weakly beneficial, 452 

weakly deleterious, and neutral mutations.  453 

Given the relatively faster mean speed (3.1N generations) of fixation of weakly selected 454 

semi-dominant mutations compared to the neutral expectation (4N generations), they should also 455 

result in small distortions of the SFS at closely linked neutral sites. We observed a slight skew 456 

towards rare variants (as measured by Tajima’s D, Supp Table 6) restricted to ~50 base pairs from 457 

the selected site immediately after fixation (for 2𝑁𝑠$ = 2𝑁𝑠# = 5). This highly localized 458 

distortion of the SFS is probably too weak to play any important role in generating false positives 459 

in genomic scans. Indeed, owing to the inherent stochasticity involved in the underlying processes, 460 

such scans generally only have power to detect very strongly selected fixations (often requiring 461 

values of 2N𝑠# > 1000 in order to observe appreciable true positive rates: Crisci et al. 2013). 462 

Viewed in another way, given that the false-positive rates associated with genomic scans may often 463 

be inflated well above true-positive rates owing to the underlying demographic history of the 464 

population (e.g., Teshima et al. 2006; Thornton & Jensen 2007; Crisci et al. 2013; Harris et al. 465 

2018), demography is probably a much stronger confounder than deleterious sweeps in 466 

polymorphism-based scans. 467 

   468 
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Finally, using a recurrent fixation model, we have examined the steady-state impact of 469 

weakly deleterious sweeps (Figure 3). Here we used a model of a gene with five exons of 100 470 

codons each, with 70% of exonic mutations subject to selection, which were separated from each 471 

other by 100 bp introns, as described by Campos & Charlesworth (2019) and Charlesworth 472 

(2020b). Five equally large classes of sites subject to deleterious mutations were modeled, with 473 

the lowest scaled selection coefficient being 2Nsd	= 2.5 and the largest 2Nsd	 = 10; as described 474 

above, a uniform distribution of 2Nsd	values was assumed within each class. The theoretical 475 

predictions used the method for predicting the effects of recurrent sweeps of Charlesworth 476 

(2020b), based on Equation 6 above. For consistency with the simulations of population 477 

divergence described below, the population size was assumed to be 1.95	x	106,	giving a neutral 478 

diversity of 0.0234 with a mutation rate of 3	 x	 10-9. Substitution rates of deleterious 479 

nonsynonymous mutations were calculated from equations (1) and (2). The expected number of 480 

nonsynonymous substitutions per gene over 2N generations was 0.506, and the ratio of 481 

nonsynonymous to synonymous substitutions was 0.0412, which is somewhat less than half the 482 

mean value for comparisons of D. melanogaster and its close relatives (e.g., Campos et al. 2017). 483 

The major source of these substitutions is the class with 2N𝑠$ between 2.5 and 4.375, which 484 

accounts for 76% of all substitutions, reflecting the fact that mutations in this class have the highest 485 

fixation probabilities. 486 

The results for single sweeps shown in Table 1 suggest that these theoretical predictions 487 

will tend to overestimate sweep effects, so that the results in Figure 3 must be viewed with caution. 488 

In addition, the model ignores the mean neutral diversity (p) during the progress of a sweep, 489 

considering only the contribution from intervals between sweeps. This provides accurate 490 

predictions of recurrent sweep effects with 2Nsd	>>	1, since the sweep duration is then a relatively 491 
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small fraction of the interval between sweeps, unless sweeps are extremely frequent (Charlesworth 492 

2020b). However, this is not true with very weak selection, and the expectation of p during a sweep 493 

should, therefore, be included in a rigorous treatment. For weak sweeps, it is possible that this 494 

quantity could be larger than the expected diversity in the absence of selection, p0. This follows 495 

from the fact that p is reduced immediately after the fixation of a neutral mutation at a linked site, 496 

but such fixations cannot alter the net expected value of p. Since the post-fixation recovery can 497 

only bring p back up to p0, the expectation of p at linked sites over the course of the neutral fixation 498 

must exceed p0. This arises because, in the absence of recombination, the two alternative 499 

haplotypes associated with the two variants in transit to fixation can only coalesce at a time 500 

preceding the sweep, and hence have a coalescent time > 2N. By continuity, a similar effect must 501 

arise with sufficiently weak selection, although it is not seen when 2Nsd	>>	1,	when the expected 502 

value of p is reduced during a sweep (see Figure 8 of Zeng et al. 2021), so that the theory used 503 

here is likely to overestimate sweep effects. Furthermore, with such weak selection it is somewhat 504 

artificial to isolate the effects on p of fixations of linked deleterious mutations from the effects of 505 

their loss from the population (background selection), given the fact that there will be traffic 506 

backwards and forwards between alternative variants at a site that is subject to selection and 507 

reverse mutation (Gillespie 1994; Charlesworth & Eyre-Walker 2008). 508 

 With the standard D. melanogaster sex-averaged rate of crossing over per bp of 1 x 10-8, 509 

the mean reduction in nucleotide diversity at synonymous sites caused by deleterious sweeps was 510 

approximately 5% with gene conversion and 8% in its absence (Figure 3). For the lowest rates of 511 

crossing over, and with no gene conversion, average reductions can reach ~19%, suggesting that 512 

the fixation of mildly deleterious mutations could play a significant role in organisms or genomic 513 

regions with highly reduced rates of recombination. In this low recombination environment 514 
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however, selective interference will become a factor, and should accelerate the rate of deleterious 515 

fixations, while also making deleterious variants behave more like neutral mutations (see below). 516 

Regardless of these details, however, it seems unlikely that substitutions of deleterious mutations 517 

will have more than a minor effect on average diversity in the Drosophila genome overall, 518 

particularly compared with the effects of population history, background selection, and sweeps of 519 

positively selected mutations. Furthermore, the findings of Mafessoni & Lachmann (2015) suggest 520 

that fixations of strongly recessive deleterious mutations will have even smaller effects than those 521 

studied here, and can even enhance variability (see Supp. Figure 2, resulting in associative 522 

overdominance effects; Charlesworth & Jensen 2021). A detailed study of the possible range of 523 

effects of both losses and fixations of weakly selected mutations is planned. 524 

 525 

The effects of interference on deleterious sweeps with Drosophila- and human-like parameters 526 

The relatively large input of deleterious mutations could result in interference amongst them, and 527 

in turn might affect their probabilities of fixation. In order to evaluate this possibility, genomic 528 

regions composed of two adjacent genes with 5 exons and 4 introns each, as well as intergenic 529 

regions (see Methods for details) were simulated. Two separate genomic regions were simulated 530 

resembling D. melanogaster and humans - both in terms of architecture and underlying parameter 531 

values - with exons experiencing purifying selection specified by the DFE estimated by Johri et 532 

al. (2020) for Drosophila, and that estimated by Huber et al. (2017) for humans. Because 533 

interference is more likely to occur in regions of lower recombination rates, additional simulations 534 

were carried out for 0.5× and 0.1× the mean recombination rate. Simulations were performed with 535 

𝑁 = 108 and all other parameters were scaled accordingly. 536 
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The frequencies of fixation of mildly deleterious mutations were found to be higher than 537 

expected with no interference, suggesting an appreciable role of interference (Supp Figure 3). 538 

However, the effective reduction in	Ne due to background selection also affects the scaled selection 539 

coefficients (Barton 1995; Charlesworth 2012; Campos & Charlesworth 2019). After correcting 540 

for the effects of BGS (in which case, expected probabilities were obtained using equations (3) 541 

and (4)), the frequencies of fixations of mildly deleterious mutations in humans were found to be 542 

unaffected by interference (Supp Figure 4). While no interference effects were observed for 543 

regions corresponding to the mean recombination rate in Drosophila, for regions with 0.1× the 544 

mean recombination rate, the frequencies of fixation were higher than that expected in the absence 545 

of interference (Figure 4a). 546 

Because of these interference effects in regions of low recombination, we further evaluated 547 

the times to fixation and the effects of sweeps on linked neutral sites. In both Drosophila and 548 

humans, the fixation times of deleterious mutations were found to be slightly lengthened in the 549 

presence of interference (Supp Figures 5 and 6) as compared to expected time to fixation obtained 550 

by numerically integrating Equation 17 of Kimura & Ohta (1969). This suggests that the reduction 551 

in Ne caused by BGS might result in mutations behaving more neutrally, thus taking longer to fix. 552 

We have however not accounted for BGS when obtaining expected times numerically. Although 553 

the decrease in nucleotide diversity at linked neutral sites remained qualitatively similar to that 554 

observed in the absence of interference for D. melanogaster (Figure 4b-d, Supp Figure 7), the 555 

reduction in mean neutral diversity post-fixation was somewhat more modest for very weakly 556 

deleterious alleles in the presence of interference. This smaller effect is probably due to BGS rather 557 

than interference per se, as suggested by results above.  For recombination rates one-half and one-558 

tenth of the mean, nucleotide diversity up to 𝜌~0.2 was 62% and 60% of the mean intergenic 559 
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diversity, consistent with a ~40% reduction in variation. For human-like parameters, we similarly 560 

observed that the mean nucleotide diversity post-fixation of a weakly deleterious mutation (Figure 561 

4e-g, Supp Figure 7) was very similar to that observed post-fixation of a neutral mutation (Table 562 

1). In sum, for the parameter ranges investigated, we found that interference between weakly 563 

deleterious mutations resulted in only very minor deviations from expectations.   564 

 565 

The contribution of deleterious mutations to population- and species-level divergence-based scans 566 

Given the potentially substantial contribution of the weakly deleterious class to observed fixations, 567 

it is also of interest to consider their impact on divergence-based analyses (e.g., methodology 568 

related to dN/dS) and population differentiation-based scans (e.g., methodology related to FST). We 569 

examined properties related to inferring the proportion of substitutions fixed by positive selection 570 

(a) by performing MK tests in the presence of mildly deleterious mutations. Specifically, we 571 

simulated two scenarios: 1) 50% of mutations at nonsynonymous sites were weakly deleterious, 572 

and 50% were neutral, and 2) nonsynonymous sites experienced deleterious mutations that 573 

followed the DFE inferred by Johri et al. (2020).   574 

 Although, as expected, the presence of mildly deleterious mutations substantially increases 575 

values of dN/dS (Supp Table 7) relative to stronger purifying selection (i.e., larger proportions of 576 

moderately and strongly deleterious mutations), it also leads to strongly negative values of a when 577 

performing MK tests. This is due to the fact that mildly deleterious mutations often segregate in 578 

the population at low frequency, inflating the total number of segregating nonsynonymous 579 

polymorphisms (PN) significantly (Supp Table 7). As such, the presence of mildly deleterious 580 

mutations can result in negative values of 𝛼 in the absence of positive selection. This is consistent 581 

with previous studies that have proposed a derived allele frequency cutoff (Fay et al. 2001, 2002; 582 
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Andolfatto 2005; but see Charlesworth & Eyre-Walker 2008) to correct for segregating mildly 583 

deleterious alleles, as well as proposed modification of the traditional MK test (e.g., the asymptotic 584 

MK test; Messer & Petrov 2013). Nevertheless, under the asymptotic MK test, a remains 585 

underestimated (Supp Table 7) when the proportion of mildly deleterious mutations is sufficiently 586 

high.  587 

 In order to study inter-population effects, we simulated a model similar to that recently 588 

inferred by Arguello et al. (2019), which represents the European and African split of D. 589 

melanogaster (see Methods), and overlaid it with the estimated DFE of Johri et al. (2020). Under 590 

this model (i.e., in the absence of positive selection), roughly 50% of SNPs identified as FST outliers 591 

(defined as representing the upper 1% or 2.5% tails) are mildly deleterious (Figure 5a; Supp Figure 592 

8). Two models of purifying selection are given for comparison (Table 2): 1) a more biologically 593 

realistic model in which selection coefficients are scaled to the ancestral population size in defining 594 

the DFE classes, such that selection is effectively weaker in the smaller derived population; and 2) 595 

an arbitrary model in which the DFE is rescaled such that selective effects are equally strong in 596 

the larger ancestral and the smaller derived populations (which, under the chosen demographic 597 

model, differ from one another by roughly an order of magnitude). It should be noted that in the 598 

model based on Arguello et al., the time post-split between the African and European population 599 

is extremely brief, such that there are few or no substitutions post-split (Supp Table 8). Thus, FST 600 

values are almost entirely dictated by allele frequency differences with respect to co-segregating 601 

mutations (Supp Table 8).  602 

 Mean FST values at both neutral and weakly deleterious sites are larger with the rescaled 603 

purifying selection model, whereas the unscaled model yields similar values to the purely neutral 604 

model (Table 1 and Supp Tables 9, 12). In addition, the frequency of private SNPs at all sites is 605 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


 

28 
 

higher for the rescaled model than the unscaled model, with the neutral model having the lowest 606 

value of the three (Supp Table 8). In order to determine whether these weakly deleterious mutations 607 

were associated with a decrease in diversity at linked sites, potentially leading to an increase in FST 608 

values (Charlesworth 1998; Cruickshank & Hahn 2014), we evaluated the relationship between 609 

FST and nucleotide diversity using neutral variants alone (Supp Figure 9; see also the comparison 610 

with directly selected sites in Supp Figures 10-11). The lack of a strong negative correlation 611 

suggests that sweep-like effects of deleterious mutations on diversity at linked sites are not 612 

primarily responsible for the observed effects on FST and the frequency of private alleles. In 613 

contrast, there is a negative relationship between nucleotide diversity and FST after the strong 614 

population bottleneck represented by the neutral model of Li & Stephan (2006).   615 

 The lack of sweep-like effects of deleterious mutations is not surprising in view of the time-616 

scale to fixation required for weakly selected mutations, which is of the order of the coalescent 617 

time, 2N generations; the split times for both the African and European populations are both only 618 

a small fraction of their respective coalescent times. Thus, neither new neutral nor weakly 619 

deleterious mutations are likely to have reached fixation in either population, consistent with the 620 

results shown in the last column of Supp Table 8. In addition, there is no time for large changes in 621 

p as a result of the altered N	values.  622 

 Instead, it is more likely that BGS effects on the frequencies of segregating mutations 623 

explain these patterns (B = 0.18 and 0.15 in the African and European populations, respectively, 624 

obtained from the ratios of neutral p values in the absence of purifying selection to those without, 625 

see Supp Table 9). In the absence of rescaling of the DFEs for deleterious mutations (the more 626 

biologically plausible case), the enhanced N for the African population means that fewer 627 

deleterious mutations behave as effectively neutral, so that there is less effect of drift on their 628 
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frequencies compared with the ancestral population; the reverse is true for the European 629 

population. As far as linked neutral variants are concerned, there is likely to be a greater BGS 630 

effect in the African than in the ancestral population, and vice-versa for the European population. 631 

FST	relative to the purely neutral case is thus subject to two opposing factors, which presumably 632 

explains the lack of any strong effect of this model of purifying selection on	FST in Table 2 and 633 

Supp Table 9. However, the lower effective population size induced by BGS means that rare 634 

variants are more likely to be lost after the population split than under neutrality, explaining the 635 

increased proportion of private variants compared with neutrality with purifying selection (Supp 636 

Table 8). Because of the effects of BGS, the relative Ne values of the African and European 637 

populations are less disparate than the relative N values, so that the African/European ratio of the 638 

proportions of private SNPs is smaller than under neutrality (Supp Table 8). 639 

 The effect of rescaling is to keep the proportion of deleterious mutations that are effectively 640 

neutral the same in the two descendant populations, with the absolute strength of selection being 641 

higher in the African population, so that overall there is a stronger BGS effect in this population. 642 

This results in a higher overall fraction of private SNPs, and a larger enrichment of private SNPs 643 

in the African population, compared with the neutral case (Supp Table 8). There is a corresponding 644 

increase in mean FST for both neutral and weakly deleterious variants compared with the neutral 645 

case (Table 2 and Supp Table 9).  646 

 It is also of interest to consider the contribution of deleterious mutations to outliers (i.e., 647 

variants that are highly differentiated between the two populations) present in the tails of the 648 

distribution in the presence of positive selection. When a class of weakly positively selected sites 649 

was added to the DFE (i.e. beneficial mutations have fitness effects 1	<	2N𝑠#	≤	10, and comprise 650 

1% of new mutations), these adaptive mutations contributed little to the observed outliers (< 5%) 651 
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- with mildly deleterious and neutral mutations strongly represented amongst outliers (Figure 5b). 652 

Conversely, when positive selection is very strong (i.e., mutations have selective effects with 653 

2N𝑠#=1000, and comprise 1% of new mutations), the majority (~75%) of outliers are drawn from 654 

this beneficial class (Figure 5c). Yet, even in the presence of this exceptionally strong and frequent 655 

positive selection, ~10% of outliers remain in the mildly deleterious class. Upon simulating the 656 

same scenarios - but drawing from the extreme CIs of the demographic parameters to account for 657 

underlying uncertainty in the model of Arguello et al. (2019) - a very similar proportion of mildly 658 

deleterious mutations persists in the presence of weak positive selection (Supp Table 10). 659 

However, in the case of strong positive selection, the proportion of strongly beneficial outlier 660 

mutations ranges from 25% to 90% depending on the underlying population history (Supp Table 661 

10). It is also noteworthy that under this model of strong, recurrent positive selection, little 662 

variation within populations is observed, owing to the severity of the selective sweeps (Supp Table 663 

11), and inter-population allele frequencies are only weakly correlated with one another (Supp 664 

Table 8). A haplotype-based measure of population differentiation, 𝜑!" (Excoffier et al. 1992), 665 

was also used to identify outliers (i.e., genomic regions present in the tails of the distribution) and 666 

was not found to differ substantially (Supp Table 12).  667 

Because any model, including equilibrium neutrality, will have outliers based on empirical 668 

p-values, we further quantified the properties of outliers (2.5% and 1%) relative to the genome-669 

wide mean. Under models of purifying selection, the values of FST outliers were ~2.3-4.5 fold 670 

larger than mean FST values (Table 2; Supp Table 13), but differed only slightly from the neutral 671 

case. Under the strongly bottlenecked neutral model of Li & Stephan (2006), in which the 672 

European population experiences a substantial decrease in population size during the bottleneck, 673 

the genome-wide mean FST values obtained are much higher, as would be expected, though outlier 674 
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FST values were  smaller in relative magnitude (~1.5-2.7 fold higher than the means). Under models 675 

including weak positive selection, only slight increases in genome-wide FST values were observed; 676 

whereas the strong positive selection model greatly increased genome-wide values. However, 677 

outlier values under both positive selection models were ~2.4-4.6 fold higher than the respective 678 

means. Similar results were obtained when using haplotype-based calculations of population 679 

differentiation (Supp Table 14). This suggests that recurrent positive selection does not generate 680 

substantially larger effect sizes for outlier FST values than neutrality or purifying selection. 681 

 682 

CONCLUSIONS  683 

In this paper, we have examined the expected impact of deleterious fixations on polymorphism- 684 

and divergence-based scans for selection. Amongst the class of weakly deleterious mutations that 685 

have some chance of reaching fixation (1	<	2N𝑠$ 	≤	10), the resulting sweep effects are highly 686 

localized, as expected: on the order of a few dozen base pairs for the parameters considered here. 687 

This suggests that deleterious sweeps of this kind are unlikely to be detected in genomic scans 688 

based on localized deficits of variation or strongly skewed site frequency spectra. Given the 689 

theoretically expected symmetry between beneficial and deleterious sweeps (Maruyama & 690 

Kimura 1974; Mafessoni & Lachmann 2015; Charlesworth 2020a), this is expected, as common 691 

polymorphism-based methods generally have little power unless selection is exceptionally strong 692 

(e.g., Kim & Stephan 2002; Jensen et al. 2005; Crisci et al. 2013). However, our results suggest 693 

that studies that estimate the frequency and strength of classic selective sweeps using patterns of 694 

diversity around substitutions (Hernandez et al. 2011; Sattath et al. 2011; Elyashiv et al. 2016), 695 

which assume that reductions are entirely caused by the fixation of positively selected mutations, 696 
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should take into account the effects of reductions caused by neutral and weakly deleterious 697 

substitutions.  698 

Furthermore, for among-population comparisons based on FST, mildly deleterious 699 

mutations contribute significantly to observed outliers, even in the presence of positive selection, 700 

particularly in the case of a recent population size reduction. This appears to be the true regardless 701 

of whether selective effects are equally strong in both populations (Figure 5), or if selection is 702 

relaxed in the smaller derived population (Supp Figure 8). These observations further stress the 703 

important point that genomic outliers of a given statistical distribution do not necessarily represent 704 

positively selected loci. As such, the performance of outlier-based tests must be assessed on a case-705 

by-case basis under an appropriate baseline model incorporating population history as well as 706 

direct and linked purifying selection effects, in order to determine the power and false-positive 707 

rates associated with the detection of beneficial alleles (Jensen et al. 2019). Moreover, because 708 

such deleterious effects are	localized to functional sites (i.e., those genomic regions experiencing 709 

purifying selection), this may be particularly pernicious in the sense that this class of outlier will 710 

not fall in non-functional regions, where they are often attributed to demographic effects. Rather, 711 

owing to the common tendency of constructing biological narratives (true or otherwise) around 712 

functional outliers (Pavlidis et al. 2012), these results suggest that adaptive story-telling may arise 713 

from weakly deleterious outliers.  714 

 715 
 716 
ACKNOWLEDGMENTS 717 
 718 
The authors thank Laurent Excoffier for addressing queries about the AMOVA analyses, as well 719 

as Susanne Pfeifer and two anonymous reviewers for providing helpful comments on the 720 

manuscript. This work was funded by National Institutes of Health grant R01GM135899 and 721 

R35GM139383 to JDJ.  722 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


 

33 
 

 723 

 724 
 725 
APPENDIX 1 726 
 727 
Calculating the probability of fixation with uniformly distributed fitness effects 728 

 729 

For a selection coefficient s << 1, the fixation probability of a deleterious mutation when Ne	≠ N 730 

is approximated by: 731 

 732 

                            𝑃%&' ≈
)(%'% )

@AB(*+'))5,
	                                       (A1)

 
733 

 734 

For large Ne, this should be a good approximation, since when 2Nes ≥ 10, the fixation probability 735 

is negligible, so that the contribution from the bin with 2Nes ≥ 10 can be ignored. For 2Nes < 10,	736 

s is sufficiently small that this equation is an accurate approximation. 737 

 The integral of this expression over a given interval of 2Nes values can be found as 738 

follows; for convenience, x is substituted for s	and a for 2Ne. For a > 0, we need to evaluate the 739 

following indefinite integral: 740 

 741 

                                             𝐼 = ∫𝑥(𝑒#' − 1)5, 	d𝑥 742 

 743 

Integration by parts give: 744 

                      745 

                  I = ,
#
[𝑥𝑙𝑛(1 − 𝑒5#') −	∫ ln(1 − 𝑒5#') 𝑑𝑥]                (A2) 746 

      747 

 748 

For a > 0, the logarithm can be expanded as a power series in exp(–ax), which can be integrated 749 

term by term: 750 

 751 

            ∫ ln	(1 − 𝑒5#') d𝑥 = ∫(−𝑒5#' − #
"𝑒
5*#' − #

(𝑒
5C#' −⋯)d𝑥 752 

                                 = 𝑎5, ∑ 𝑖5*D
&E, 𝑒5&#'                                          (A3) 753 
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=
1
𝑎 𝐿𝑖*(𝑒

5#') 754 

where 𝐿𝑖 is the polylogarithm. The final expression for the integral of equation (1) (provided in 755 

the Methods) is thus: 756 

 757 

                    #"%[𝑠 ln(1 − 	𝑒
5*+')) − (2𝑁.)5,∑ 𝑖5*D

&E, 𝑒5*&+')]                   (A4) 758 

 759 

 The contribution to the mean fixation probability from the interval si	to si+1 is obtained 760 

by dividing this expression by (si+1–	si	).  761 

 For s0 = 0, equation (A4) is invalid. However, the integral between 0 and a small positive 762 

value of s, se, can be found as follows. For 2Nes <<	1, the initial integrand can be approximated 763 

by a–1(1–ax/2), so that equation 2 (see Methods) can be replaced with: 764 

 765 

                                           𝑎5,𝑥 −	 #)	𝑥
* 766 

 767 

and the  indefinite integral of the fixation probability becomes:  768 

 769 

  [(2𝑁.)5,𝑠 −	 #)	𝑠
*](𝑁./𝑁) =

)
*+
[1 − #

"(𝑁.𝑠)]                          (A5a) 770 

 771 

The contribution to the integral of Pfix between s0	=	0	and s1	from the interval (0, se) is thus: 772 

 773 

  [(2𝑁.)5,𝑠F − #
"	𝑠F

*](𝑁./𝑁) =
)*
*+
[1 − #

"(𝑁.𝑠F)]                       (A5b) 774 

 775 

The corresponding mean fixation probability over this interval is: 776 

 777 

                                           ,
*+
[1 − #

"𝑠(𝑁.𝑠F)] 778 

 779 

This is slightly smaller than the neutral value, 1/(2N), as would be expected when 2Nes <<	1. 780 

 Thus, for the interval (s0, s1) with s0 = 0, equation (A5b) should be used for the interval 781 

(0≤ s ≤ se), and equation (A4) with integration limits se and s1 for the remainder of the interval. 782 
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 783 

 784 

FIGURES AND TABLES 785 
 786 
 787 
Table 1: Reduction in nucleotide diversity at linked neutral sites relative to the neutral value 788 
after the fixation of a weakly deleterious or advantageous semi-dominant mutation. The distance 789 
between the selected and neutral site is presented in units of the scaled recombination rate (𝜌), as 790 
well as the number of bases corresponding to Drosophila-like populations.  791 
 792 
 793 
 794 

Distance from 
selected site in 

scaled 
recombination 

rate (𝜌) 

Corresponding number 
of bases in Drosophila 

Expected 
diversity 
reduction 

Expected 
diversity 
reduction  

Expected 
diversity 
reduction 

 Without 
gene 

conversion 

With gene 
conversion 

𝟐𝑵𝒔 = 𝟎  𝟐𝑵𝒔	 = 	𝟓 
 
 

A          B 

𝟐𝑵𝒔	 = 	𝟏𝟎 
 
  

A          B 
0 0 0 0.426 0.459   0.496 0.523    0.534 

0.05 2.5 0.8 0.393 0.429    0.471 0.502   0.514 
0.10 5 1.7 0.372 0.409    0.446 0.479   0.495 
0.20 10 3.3 0.325 0.371    0.402 0.452   0.459 
0.40 20 6.7 0.261 0.301    0.328 0.393   0.395 
0.80 40 13.5 0.184 0.221    0.228 0.304   0.298 
1.60 80 27.2 0.100 0.127   0.138 0.200   0.182 
3.20 160 55.6 0.047 0.063    0.100 0.107  0.101 
6.40 320 116 0.018 0.025   0.077 0.044  0.069 
12.8 640 254 0.006 0.009    0.043 0.014   0.040 

 795 
The double entries in the two right-hand columns are the results of A) 1000 replicate simulations 796 
using equation (27) of Tajima (1990), and B) the analytical approximation of Charlesworth 797 
(2020b, equation 14). For the simulations, a population size of 100 and a scaled neutral mutation 798 
rate per bp of 2.5	x	10-6 were assumed. 1000 replicate runs were performed. Note that if the 799 
diffusion approximation is valid, only the scaled parameter values (r, 2Ns and q = 4Nu = 0.001) 800 
are relevant. 801 
 802 
 803 
 804 
 805 
 806 
 807 
 808 
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 809 
 810 
 811 
 812 
 813 
 814 
Table 2:  Mean genome-wide and outlier FST values (calculated in windows of 500 bp (labeled 815 
'Constant total sites'), or 10 SNPs (labeled 'Constant SNPs')).  816 
 817 

Evolutionary model Mean FST Outlier FST (1%) Outlier FST (1%)/ 
Mean FST 

 Constant 
total sites 

Constant 
SNPs 

Constant 
total sites 

Constant 
SNPs 

Constant 
total sites 

Constant 
SNPs 

Neutrality 0.0374 0.0363 0.0874 0.1628 2.3369 4.4838 
Purifying selection 0.0365 0.0352 0.0880 0.1454 2.4110 4.1296 
Purifying selection 

(rescaled DFE) 
0.0666 0.0613 0.1585 0.2637 2.3799 4.2999 

With 1% weak 
positive selection 

0.0378 0.0362 0.1443 0.1631 3.8143 4.5057 

With 1% strong 
positive selection 

 

0.2353 0.2347 0.9108 0.6689 3.8705 2.8507 

Neutral values, with 
the Li & Stephan 
(2006) bottleneck 

0.2828 0.2557 0.4154 0.6956 1.4689 2.7204 

 818 

These results, with the exception of the bottom row, use the Arguello et al. (2019) parameters for 819 
European and African D. melanogaster population histories, under different DFE configurations. 820 
Additional details may be found in the text and Supp Table 13.  821 
 822 
 823 
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 824 

Figure 1: (a) Frequencies of fixations of weakly deleterious mutations relative to those of neutral 825 
mutations. (b) The distribution of fixation times (conditional on fixation) of mutations with 826 
varying selective effects, obtained from 100 simulated replicates. Fixation times are measured as 827 
the time taken for the mutant allele to spread from frequency 1/(2N) to frequency 1. Black solid 828 
circles are the means of the distributions obtained from simulations, and red solid circles are the 829 
mean expectations obtained by numerically integrating the expression of Kimura & Ohta (1969). 830 
The dominance coefficient is 0.5 for all mutations except in the cases “dom” and “rec” where h = 831 
1 and 0, respectively. 832 
 833 
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 834 

Figure 2: Recovery of nucleotide diversity per site (𝜋) relative to the mean value in the absence 835 
of selection neutrality (𝜋G), around a recent fixation (shown at position 0 on the x-axis). The 836 
target site has experienced (a) a neutral fixation (2Ns	=	0; black lines), (b) a weakly deleterious 837 
fixation (2N𝑠$=	5; red line), and (c) a weakly beneficial fixation (2N𝑠#	=	5; blue line). Solid 838 
lines represent mean values of 100 replicates, shaded regions correspond to 1 SE above and 1 SE 839 
below the mean. Solid circles show the theoretical predictions using equation (14) of 840 
Charlesworth 2020b; and crosses correspond to simulations based on equation (27) of Tajima 841 
(1990).  842 
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 843 
Figure 3: Predicted mean reductions of nucleotide diversity at linked neutral sites compared to 844 
neutrality (– Dp), due to recurrent fixations of weakly deleterious semi-dominant mutations with 845 
2.5	 ≤ 	2𝑁𝑠$ ≤ 10 in the presence and absence of gene conversion (GC). Results are shown for 846 
regions of varying cross-over (CO) rates of recombination. Nucleotide diversity at neutral sites 847 
was averaged across a gene comprised of five 300-bp exons and 100-bp introns, in which all 848 
intronic sites and 30% of exonic sites were neutral.  849 
 850 
 851 
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 852 
Figure 4: (a) Frequencies of fixation of weakly deleterious mutations relative to that of neutral 853 
mutations for different rates of recombination (r), when there is a potential for interference 854 
amongst deleterious mutations and BGS effects are accounted for. Red solid circles show the 855 
expected probability calculated by equation 4 integrating over the interval of 2𝑁.𝑠$. (b-g) 856 
Effects of sweeps immediately post-fixation for (b-d) Drosophila-like and (e-g) human-like 857 
parameters and architecture. Recovery of nucleotide diversity per site (𝜋) is shown relative to the 858 
mean intergenic diversity under BGS (𝜋G), around a recent fixation (shown at position 0 on the 859 
x-axis). The target site has experienced a weakly deleterious fixation (2𝑁𝑠$ 	between 1 and 2).	860 
Solid lines represent mean values obtained from all substitutions in all replicates, shaded regions 861 
correspond to 1 SE above and 1 SE below the mean. Crosses correspond to simulations based on 862 
equation (27) of Tajima (1990) for 2Ns = 0. The extent of BGS in these scenarios is: (b) B = 863 
0.81, (c) B = 0.79, (d) B = 0.67, (e) B = 0.87, (f) B = 0.85, and (g) B = 0.83. 864 
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 865 

Figure 5: Allele frequencies of SNPs in simulated D. melanogaster population 1 (European) vs 866 
population 2 (African), using parameters of the Arguello et al. (2019) model, where the selective 867 
effects of all mutations were rescaled with respect to their population sizes after the split (i.e., 868 
keeping the strength of selection constant in both populations). Genomic elements experienced 869 
(a) purifying selection following the DFE inferred by Johri et al. (2020); (b) the same DFE, but 870 
with the addition of 1% beneficial mutations with selective effects between 1 < 2𝑁𝑠# ≤ 10; or 871 
(c) the same DFE, but with the addition of 1% beneficial mutations with selective effects of 872 
2𝑁𝑠# = 1000. Left panel: Allele frequency plots for 10 (out of 100) replicates simulated. 873 
Colored open circles represent 𝐹!" 	outliers when single SNPs are used to calculate 𝐹!". Green 874 
depicts effectively neutral mutations (belonging to class 0), blue depicts beneficial mutations, 875 
and warm colors depict deleterious mutations (belonging to classes 1, 2, and 3), with red 876 
representing weakly deleterious mutations. Right panel: The distribution of fitness effects of 877 
outlier mutations for the corresponding scenarios, showing the mean and standard deviation for 878 
all 100 replicates. Sites that were fixed in both populations for the same allele were not included 879 
in this analysis. 880 
 881 
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SUPPLEMENTARY MATERIAL 

Supp Table 1: The total number of substitutions with different selective effects observed during 
simulations that model potential interference amongst deleterious mutations. The simulations 
were run for 90N generations (where 𝑁 = 10!	in all cases), with 100 replicates for D. 
melanogaster and 600 replicates for humans. 

 Number of substitutions 
 D. melanogaster Humans 

𝟐𝑵𝒔𝒅 Average r 0.5 × r 0.1 × r Average r 0.5 × r 0.1 × r 
(0,1] exon 31858 32772 34600 7946 7932 8217 
(0,1] inter 529353 534301 562314 314088 315963 321766 
(1,2] 4323 4684 5563 133 145 154 
(2,3] 2554 2950 4223 69 86 98 
(3,4] 1433 1821 3027 33 55 60 
(4,5] 825 1065 2174 17 23 30 
(5,6] 423 600 1529 11 10 17 
(6,7] 209 360 1004 6 5 8 
(7,8] 120 196 692 2 5 4 
(8,9] 56 106 453 2 0 5 
(9,10] 15 61 282 0 0 1 
𝟐𝑵𝑩𝒔𝒅 Average r 0.5 × r 0.1 × r Average r 0.5 × r 0.1 × r 

(0,1] inter 31858 32772 34600 7946 7932 8217 
(0,1] exon 529353 534301 562314 314088 315963 321766 
(1,2] 4503 4975 6809 128 149 154 
(2,3] 2234 2713 4244 58 84 99 
(3,4] 1168 1436 2493 33 39 44 
(4,5] 523 672 1393 14 12 24 
(5,6] 214 353 768 7 7 9 
(6,7] 104 174 287 2 5 5 
(7,8] 27 70 0 2 0 2 
(8,9] 0 0 0 0 0 1 
(9,10] 0 0 0 0 0 0 

Supp Table 2: Parameters of the demographic models of D. melanogaster simulated for the FST 
analyses. 

 Arguello et al. 2019 Li & Stephan 2006 
Ancestral population size 1.95	×	106	 8.603	×	106	
Time of split of European 
population 

6.62	×	104	generations	ago	 1.58	×	105	generations	ago	

European bottleneck size -	 2.2	×	103	
European bottleneck 
duration 

-	 3.4	×	103	generations	

European current size 4.73	×	105	 1.075	×	106	
African current size 3.91	×	106	 8.603	×	106	
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Supp Table 3: The means and standard deviations of fixation times (conditional on fixation) of 
mutations with different selective effects, obtained from 100 simulated replicates. Fixation times 
are measured as the time taken for the mutant allele to spread from frequency 1/(2N) to 
frequency 1.		Unless otherwise indicated,	h=0.5.	
 
 Time to fixation (in 2N generations) 

2Ns min 

First 
quartile 
(25%) 

Median 
(50%) Mean Max SD 

Analytical 

  Mean 
0 0.57 1.30 1.82 2.08 5.77 1.04 2.00 
-1 0.45 1.20 1.67 1.96 6.19 1.05 1.97 
1 0.58 1.14 1.52 1.73 4.09 0.99 1.97 
-5 0.53 1.14 1.36 1.55 3.37 0.74 1.56 
5 0.58 1.15 1.49 1.66 5.42 0.57 1.56 
5 (h=0) 0.43 0.99 1.19 1.31 2.82 0.47 - 
5 (h=1) 0.49 1.21 1.57 1.83 6.91 0.99 - 
10 0.50 0.77 0.97 1.04 2.18 0.36 1.11 
20 0.33 0.56 0.70 0.73 1.40 0.23 0.70 
30 0.25 0.44 0.51 0.53 1.05 0.14 0.53 
40 0.23 0.38 0.43 0.44 0.80 0.10 0.42 
        

 

 

Supp Table 4: Reduction in diversity (relative to a value of 1 for neutrality) as (A) obtained by 
Tajima’s (1990) simulations and (B) as approximated by numerical results using equation (14) in 
Charlesworth 2020b.  
 
 𝟐𝑵𝒔𝒂 = 𝟒 𝟐𝑵𝒔𝒂 = 𝟖 𝟐𝑵𝒔𝒂 = 𝟐𝟎 𝟐𝑵𝒔𝒂 = 𝟒𝟎 𝟐𝑵𝒔𝒂 = 𝟖𝟎 
𝝆    A          B    A          B    A          B    A          B    A          B 
0 0.448      0.513 0.494     0.512 0.620     0.633 0.734      0.741  0.830   0.830 
0.005 0.445      0.511 0.492     0.510 0.619      0.632 0.732      0.740 0.830    0.830 
0.05 0.422      0.486 0.473     0.490 0.606      0.618 0.723      0.730 0.823    0.824 
0.10 0.398      0.461 0.453     0.469 0.592      0.604 0.713      0.720 0.816    0.817 
0.25 0.398      0.417 0.401     0.412 0.552      0.563 0.684      0.690 0.796    0.796 
0.50 0.266      0.306 0.333     0.335 0.493      0.501 0.638      0.643 0.763    0.764 
1.00 0.179      0.201 0.240     0.229 0.399       0.399 0.558      0.559 0.702    0.702 
2.50 0.077      0.114 0.114     0.111 0.231       0.215 0.384      0.372 0.550    0.548 
5.00 0.031      0.093 0.049     0.079 0.113       0.102 0.222      0.201 0.375    0.368 
10.0 0.010      0.057 0.016     0.051 0.041       0.053 0.113      0.080 0.190    0.177 
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Supp Table 5: Reduction of diversity (∆𝜋) at 𝜌	(= 4𝑁𝑟) distance from the selected site for 
varying dominance (ℎ) and selection coefficients (2𝑁𝑠) calculated using the algorithm of Tajima 
(1990). For the purpose of these calculations N was assumed to be 100 and 𝜃 = 0.001. 
 
  𝝆 
 ∆𝝅 0 0.05 0.1 0.2 0.4 0.8 1.6 3.2 6.4 12.8 
𝟐𝑵𝒔 = 𝟎; 100000 replicates 
 Mean 0.4215 0.3907 0.3635 0.3178 0.2508 0.1706 0.0966 0.0451 0.0178 0.0062 
 SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.6E-04 2.7E-04 1.6E-04 7.1E-05 2.4E-05 
𝟐𝑵𝒔𝒂 = 𝟐	[𝟐𝑵𝒔𝒅 = 𝟐]; 100000 replicates 
h=0 
[h=1] 

Mean 0.4430 0.4157 0.3909 0.3482 0.2825 0.1990 0.1164 0.0556 0.0220 0.0076 
SE 3.3E-04 3.4E-04 3.5E-04 3.7E-04 3.8E-04 3.5E-04 2.7E-04 1.6E-04 7.6E-05 3.1E-05 

h=0.1 
[h=0.9] 

Mean 0.4400 0.4121 0.3871 0.3440 0.2781 0.1949 0.1149 0.0547 0.0217 0.0075 
SE 3.3E-04 3.4E-04 3.6E-04 3.7E-04 3.8E-04 3.5E-04 2.7E-04 1.6E-04 7.4E-05 3.0E-05 

h=0.2 
[h=0.8] 

Mean 0.4371 0.4089 0.3836 0.3401 0.2741 0.1913 0.1109 0.0527 0.0208 0.0072 
SE 3.3E-04 3.5E-04 3.6E-04 3.7E-04 3.8E-04 3.5E-04 2.7E-04 1.6E-04 7.4E-05 2.7E-05 

h=0.3 
[h=0.7] 

Mean 0.4344 0.4057 0.3801 0.3364 0.2704 0.1880 0.1085 0.0514 0.0203 0.0070 
SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.8E-04 3.5E-04 2.7E-04 1.6E-04 7.4E-05 2.9E-05 

h=0.4 
[h=0.6] 

Mean 0.4317 0.4029 0.3769 0.3328 0.2664 0.1843 0.1061 0.0501 0.0198 0.0069 
SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.5E-04 2.7E-04 1.6E-04 7.3E-05 2.9E-05 

h=0.5 
[h=0.5] 

Mean 0.4289 0.3996 0.3734 0.3290 0.2623 0.1807 0.1035 0.0488 0.0192 0.0067 
SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.5E-04 2.7E-04 1.6E-04 7.2E-05 2.6E-05 

h=0.6 
[h=0.4] 

Mean 0.4264 0.3967 0.3699 0.3251 0.2585 0.1773 0.1011 0.0474 0.0187 0.0065 
SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.5E-04 2.7E-04 1.6E-04 7.2E-05 2.8E+00 

h=0.7 
[h=0.3] 

Mean 0.4236 0.3935 0.3665 0.3210 0.2545 0.1737 0.0987 0.0461 0.0182 0.0064 
SE 3.3E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.5E-04 2.6E-04 1.5E-04 7.1E-05 2.8E-05 

h=0.8 
[h=0.2] 

Mean 0.4211 0.4032 0.3769 0.3326 0.2673 0.1896 0.0963 0.0449 0.0177 0.0062 
SE 3.3E-04 3.3E-04 3.5E-04 3.6E-04 3.7E-04 3.3E-04 2.6E-04 1.5E-04 7.1E-05 3.1E-05 

h=0.9 
[h=0.1] 

Mean 0.4218 0.3868 0.3595 0.3132 0.2463 0.1666 0.0938 0.0436 0.0171 0.0060 
SE 3.4E-04 3.5E-04 3.6E-04 3.8E-04 3.9E-04 3.5E-04 2.6E-04 1.5E-04 7.1E-05 3.0E-05 

h=1 
[h=0] 

Mean 0.4158 0.3842 0.3562 0.3097 0.2429 0.1633 0.0915 0.0425 0.0167 0.0059 
SE 3.3E-04 3.5E-04 3.7E-04 3.8E-04 3.9E-04 3.5E-04 2.6E-04 1.5E-04 7.1E-05 2.7E-05 

𝟐𝑵𝒔𝒂 = 𝟓	[𝟐𝑵𝒔𝒅 = 𝟓]; 1000 replicates 
h=0 
[h=1] 

Mean 0.4916 0.4724 0.4422 0.4006 0.3516 0.2554 0.1544 0.0812 0.0321 0.0109 
SE 3.1E-03 3.2E-03 3.3E-03 3.3E-03 3.6E-03 3.4E-03 2.8E-03 1.8E-03 8.2E-04 3.1E-04 

h=0.9 
[h=0.1] 

Mean 0.4249 0.4022 0.3755 0.3357 0.2712 0.1899 0.1119 0.0523 0.0213 0.0074 
SE 3.5E-03 3.7E-03 3.7E-03 4.0E-03 4.1E-03 3.7E-03 2.7E-03 1.7E-03 7.9E-04 3.0E-04 

h=1 
[h=0] 

Mean 0.4201 0.3932 0.3717 0.3268 0.2677 0.1774 0.1046 0.0530 0.0185 0.0068 
SE 3.5E-04 3.5E-03 3.9E-03 3.9E-03 4.2E-03 3.7E-03 2.8E-03 1.7E-03 7.7E-04 3.0E-04 

𝟐𝑵𝒔𝒂 = 𝟏𝟎	[𝟐𝑵𝒔𝒅 = 𝟏𝟎]; 1000 replicates 
h=0 
[h=1] 

Mean 0.5701 0.4724 0.4422 0.4006 0.3516 0.2554 0.1544 0.0812 0.0321 0.0109 
SE 2.5E-03 3.2E-03 3.3E-03 3.3E-03 3.6E-03 3.4E-03 2.8E-03 1.8E-03 8.2E-04 3.1E-04 

h=1 
[h=0] 

Mean 0.4507 0.4315 0.4124 0.3796 0.3231 0.2452 0.1548 0.0794 0.0319 0.0109 
SE 1.2E-03 1.2E-03 1.2E-03 1.3E-03 1.3E-03 1.2E-03 9.8E-04 6.1E-04 2.9E-04 1.1E-04 
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Supp Table 6: Distortion of the SFS at neutral sites linked to the selected site at a distance 
measured by 𝜌, and calculated immediately after the fixation of a weakly selected mutation. 100 
replicates were used to obtain these values. Tajima’s D was calculated in non-overlapping sliding 
windows of 50 base pairs, with the distance from the selected site corresponding to the mid-point 
of the window. 
 
  2Ns = 0 2Ns = +5 2Ns = -5 
𝝆 Number of 

bases from 
the selected 
site in 
Drosophila 

Tajima’s  
D 
mean 

Tajima’s 
D 
SE 

Tajima’s 
D 
mean 

Tajima’s 
D 
SE 

Tajima’s 
D 
mean 

Tajima’s 
D 
SE 

1 25 -0.1493 0.0712 -0.2097 0.0671 -0.1852 0.0867 
3 75 -0.0979 0.0696 -0.0827 0.0717 -0.0476 0.0919 
5 125 0.00165 0.0731 -0.1042 0.0712 -0.0176 0.0871 
7 175 -0.0355 0.0657 -0.0731 0.0699 -0.0193 0.0869 
9 225 -0.0864 0.0712 -0.0214 0.0729 -0.1359 0.0816 

 
 
 
 
Supp Table 7: Number of polymorphic (P) and fixed (D) sites at nonsynonymous (N) and 
synonymous (S) sites, and the estimated proportion of substitutions fixed by positive selection 
(a), for an increasing proportion of mildly deleterious mutations at nonsynonymous sites. The 
ratio of the rate of divergence at nonsynonymous relative to that at synonymous sites is denoted 
by 𝑑$/𝑑%. 
 

 % weakly 
deleterious 
NS sites 

PN	 DN	 PS	 DS	 𝑑$
/𝑑% 

a aasym  
[ 95% CI] 

Neutral 0% 522 439 255 221 0.99 -0.05 -0.06 [-0.21, 0.09] 
Weakly 
deleterious 

50% 447 261 240 237 0.55 -0.58 -0.35 [-0.72, 0.03] 

Johri et al. 
DFE 

66% 281 60 173 254 0.12 -5.22 -3.55 [-5.10, -2.01] 
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Supp Table 8: Composition of shared and private SNPs between populations (calculated in 
sliding windows of 500 bp). 
 

 

Fraction 
of shared 
SNPs 

Fraction of 
private SNPs 
in African 
population 

Fraction of 
private SNPs 
in European 
population 

Fraction of 
fixed 
differences 

Neutral  0.538 0.355 0.108 0.000 
Purifying selection (rescaled) 0.363 0.521 0.116 0.000 
Purifying selection (not 
rescaled) 0.417 0.440 0.143 0.000 
Weak positive selection 0.414 0.442 0.145 0.000 
Strong positive selection 0.047 0.617 0.334 0.002 
Neutral bottleneck 0.242 0.706 0.052 0.000 
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Supp Table 9: Mean 𝐹%& and nucleotide diversity in the African and European population, for 
neutral, weakly deleterious, and beneficial mutations separately, calculated for windows of 500 
bp. 

Mutation 
type 

Model 𝑭𝑺𝑻 Nucleotide diversity 

  Mean SD AFR 
(Mean) 

AFR 
(SD) 

EUR 
(Mean) 

EUR 
(SD) 

Neutral Neutral  0.0374 0.0226 0.0317 0.0070 0.0298 0.0071 
 Purifying selection 

(rescaled) 0.0689 0.0556 0.0056 0.0022 0.0046 0.0021 

 Purifying selection 
(not rescaled) 0.0363 0.0276 0.0057 0.0021 0.0054 0.0021 

 Weak positive 
selection 

0.0380 0.0301 0.0055 0.0021 0.0052 0.0052 

 Strong positive 
selection 

0.0760 0.1657 0.0002 0.0003 0.0002 0.0002 

 Neutral bottleneck 0.2828 0.0762 0.1392 0.0145 0.0633 0.0219 
        
Weakly 
deleterious 

Purifying selection 
(rescaled) 0.0621 0.0457 0.0062 0.0021 0.0045 0.0019 

 Purifying selection 
(not rescaled) 0.0361 0.0245 0.0063 0.0021 0.0059 0.0021 

 Weak positive 
selection 

0.0374 0.0261 0.0061 0.0020 0.0057 0.0057 

 Strong positive 
selection 

0.1060 0.1754 0.0004 0.0005 0.0004 0.0004 

        
Beneficial Weak positive 

selection 
0.0278 0.0443 0.0004 0.0005 0.0004 0.0004 

 Strong positive 
selection 

0.2582 0.2936 0.0004 0.0005 0.0002 0.0002 

 

 

 

 

 

 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


Supp Table 10: The proportion of mutation types amongst the 1% outliers under various 
evolutionary scenarios, when simulations were performed with the maximum and minimum 
values belonging to the CIs of estimates of population sizes and the time of split as presented in 
Arguello et al. 2019. 

Model Time of 
split 

African 
N 

European 
N 

Proportion of mutation types in outliers 

    f0	 f1 f2 f3 Beneficial 
Purifying 
selection 

1.03x105 3.02x106 2.03x105 0.488 0.512 0.000 0.000 0.000 
 4.69x106 3.89x106 0.531 0.462 0.008 0.000 0.000 
 3.02x106 3.89x106 0.505 0.486 0.009 0.000 0.000 
 4.69x106 2.03x105 0.534 0.456 0.010 0.000 0.000 
1.17x104 3.02x106 2.03x105 0.484 0.505 0.011 0.000 0.000 
 4.69x106 3.89x106 0.591 0.409 0.000 0.000 0.000 
 3.02x106 3.89x106 0.470 0.523 0.008 0.000 0.000 
 4.69x106 2.03x105 0.510 0.479 0.010 0.000 0.000 

Strong 
positive 
selection 

1.03x105 3.02x106 2.03x105 0.000 0.118 0.000 0.000 0.882 
 4.69x106 3.89x106 0.038 0.077 0.000 0.038 0.846 
 3.02x106 3.89x106 0.080 0.080 0.000 0.000 0.840 
 4.69x106 2.03x105 0.050 0.050 0.000 0.000 0.900 
1.17x104 3.02x106 2.03x105 0.188 0.375 0.000 0.000 0.438 
 4.69x106 3.89x106 0.286 0.381 0.000 0.000 0.333 
 3.02x106 3.89x106 0.313 0.375 0.000 0.000 0.313 
 4.69x106 2.03x105 0.250 0.500 0.000 0.000 0.250 

Weak 
Positive 
selection 

1.03x105 3.02x106 2.03x105 0.505 0.462 0.000 0.000 0.032 
 4.69x106 3.89x106 0.438 0.512 0.000 0.000 0.050 
 3.02x106 3.89x106 0.438 0.504 0.000 0.000 0.058 
 4.69x106 2.03x105 0.436 0.543 0.011 0.000 0.011 
1.17x104 3.02x106 2.03x105 0.387 0.602 0.000 0.000 0.011 
 4.69x106 3.89x106 0.431 0.549 0.020 0.000 0.000 
 3.02x106 3.89x106 0.391 0.609 0.000 0.000 0.000 
 4.69x106 2.03x105 0.465 0.488 0.000 0.000 0.047 

Results are presented for 10 replicates of each scenario. The DFE was not scaled in any of the 
above scenarios. 
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Supp Table 11: Average nucleotide diversity (p) per site of African and European populations 
simulated for 𝐹%& analyses.  

Model Population p 
  Mean Standard deviation 

Neutral African 0.0317 0.0070 
European 0.0298 0.0071 

Weak positive selection African 0.0121 0.0033 
European 0.0114 0.0033 

Strong positive selection African 0.0011 0.0008 
European 0.0008 0.0007 

Purifying selection (DFE rescaled) African 0.0118 0.0033 
European 0.0091 0.0031 

Purifying selection (DFE not rescaled) African 0.0120 0.0032 
European 0.0113 0.0033 

Neutral bottleneck African 0.1392 0.0145 
European 0.0633 0.0219 

 

 

 

 

 

 

 

 

 

 

 

 

 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 29, 2021. ; https://doi.org/10.1101/2020.11.16.385666doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.16.385666
http://creativecommons.org/licenses/by-nd/4.0/


Supp Table 12: Proportions of different classes of selected mutations in the set of all new 
mutations (referred to as “input"), all segregating mutations, and those observed amongst the 1% 
outliers detected using the distribution of 𝜑%&. 

Evolutionary 
Model 

Window 
size 

Proportion of mutations 

  Neutral Weakly 
deleterious 

Moderately 
deleterious 

Strongly 
deleterious 

Beneficial 

Purifying 
selection 

Input 0.25 0.49 0.04 0.22 - 
Segregating 0.3825 0.5918 0.0205 0.0052 - 

Outliers 
(500 bp) 0.3857 0.5899 0.0201 0.0043 - 

Outliers 
(1000bp) 0.3867 0.5946 0.0130 0.0057 - 

Outliers 
(2000bp) 0.3718 0.6054 0.0165 0.0064 - 

Purifying 
selection 
(rescaled 

DFE) 

Input 0.25 0.49 0.04 0.22 - 
Segregating 0.3908 0.5904 0.0175 0.0014 - 

Outliers 
(500 bp) 0.3855 0.5921 0.0205 0.0019 - 

Outliers 
(1000bp) 0.3852 0.5945 0.0191 0.0012 - 

Outliers 
(2000bp) 0.3837 0.5957 0.0198 0.0007 - 

With 1% 
weak positive 

selection 

Input 0.246 0.489 0.039 0.217 0.010 
Segregating 0.3754 0.5777 0.0206 0.0058 0.0205 

Outliers 
(500 bp) 0.3683 0.5894 0.0170 0.0070 0.0182 
Outliers 
(1000bp) 0.3742 0.5821 0.0177 0.0077 0.0184 
Outliers 
(2000bp) 0.3765 0.5757 0.0219 0.0064 0.0196 

With 1% 
strong 

positive 
selection 

Input 0.246 0.489 0.039 0.217 0.010 
Segregating 0.2589 0.5444 0.0354 0.0252 0.1361 

Outliers 
(500 bp) 0.2438 0.4962 0.0325 0.0433 0.1842 
Outliers 
(1000bp) 0.2642 0.4884 0.0296 0.0361 0.1817 
Outliers 
(2000bp) 0.2580 0.5135 0.0319 0.0344 0.1622 
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Supp Table 13:  Mean genome-wide and outlier FST values for European and African D. 
melanogaster populations (expanded from Table 2) - for window sizes of both 10 and 20 SNPs, 
and the 1% and 2.5% tails of the distribution. 
 
Evolutionary 
model 

Window 
size 

Mean 
𝑭𝑺𝑻 

Outlier 
𝑭𝑺𝑻 
(2.5%) 

Outlier 
𝑭𝑺𝑻  
(1%) 

Outlier 𝑭𝑺𝑻 
(2.5%) / 
Mean 𝑭𝑺𝑻 

Outlier 𝑭𝑺𝑻 
(1%) /  
Mean 𝑭𝑺𝑻 

Neutral 

10 SNPs 0.0363 0.1585 0.1628 4.3662 4.4838 

20 SNPs 0.0369 0.1411 0.1471 3.8203 3.9844 

500 bp 0.0374 0.1144 0.1336 3.0596 3.5734 

Purifying 
selection 
(rescaled 
DFE) 

10 SNPs 0.0613 0.2497 0.2637 4.0707 4.2999 

20 SNPs 0.0646 0.2234 0.2234 3.4564 3.4564 

500 bp 0.0666 0.2452 0.2982 3.6832 4.4795 

Purifying 
selection  

 
10 SNPs 

 
0.0352 

 
0.1467 

 
0.1454 

 
4.1673 

 
4.1296 

20 SNPs 0.0361 0.1311 0.1311 3.6288 3.6288 

500 bp 0.0365 0.1115 0.1290 3.0550 3.5328 

 
Neutral 
bottleneck 

10 SNPs 0.2557 0.6459 0.6956 2.5260 2.7204 

20 SNPs 0.2681 0.6071 0.6560 2.2650 2.4472 

500 bp 0.2828 0.4688 0.4922 1.6576 1.7403 

 
With weak 
positive 
selection 

 
10 SNPs 

 
0.0362 

 
0.1590 

 
0.1631 

 
4.3932  

 
4.5057  

20 SNPs 0.0374 0.1355 0.1355 3.6270  3.6270  

500 bp 0.0378 0.1228 0.1443 3.2452 3.8143 

 
With strong 
positive 
selection 

 
10 SNPs 

 
0.2347 

 
0.6689 

 
0.6689 

 
2.8507  

 
2.8507  

20 SNPs 0.2954 0.6403 0.6403 2.1677  2.1677  

500 bp 0.2353 0.8685 0.9108 3.6908 3.8705 
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Supp Table 14:  Mean genome-wide and outlier 𝜑%& values for European and African D. 
melanogaster populations- for constant window sizes of 500, 1000 and 2000 bases, and the 1% 
tails of the distribution. 
 
Evolutionary model Mean 𝝋𝑺𝑻 Outlier 𝝋𝑺𝑻 

(1%) 
Outlier 𝝋𝑺𝑻 
(1%)/Mean 𝝋𝑺𝑻 

Window size: 500 bp    
Neutrality 0.0404 0.1534 3.79 
Purifying selection 0.0386 0.1534 3.97 
Purifying selection (rescaled DFE) 0.0609 0.2714 4.45 
With 1% weak positive selection 0.0403 0.1665 4.13 
With 1% strong positive selection 0.2155 0.8652 4.01 
Neutral bottleneck of Li & Stephan 0.3278 0.5558 1.70 
Window size: 1000 bp    
Neutrality 0.0439 0.1375 3.14 
Purifying selection 0.0423 0.1315 3.11 
Purifying selection (rescaled DFE) 0.0685 0.2459 3.59 
With 1% weak positive selection 0.0443 0.1497 3.38 
With 1% strong positive selection 0.3182 0.8828 2.77 
Neutral bottleneck of Li & Stephan 0.3564 0.5393 1.51 
Window size: 2000 bp    
Neutrality 0.0492 0.1203 2.44 
Purifying selection 0.0475 0.1157 2.44 
Purifying selection (rescaled DFE) 0.0780 0.2297 2.95 
With 1% weak positive selection 0.0494 0.1289 2.61 
With 1% strong positive selection 0.3977 0.8750 2.20 
Neutral bottleneck of Li & Stephan 0.3839 0.5173 1.35 
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Supp Figure 1: The DFE of deleterious mutations assumed in this study (from Johri et al. 2020), 
color-coded to display the probabilities of fixation of deleterious mutations relative to the 
probability of fixation of neutral mutations. Mutations with selective effects shown in blue 
regions have an appreciable probability of fixation, while those shown in red are highly unlikely 
to fix (scale is displayed on right). 
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Supp Figure 2: Neutral diversity relative to its mean value in the absence of selection, as a 
function of distance from the selected site, post-fixation of a mutation, with 2𝑁𝑠) = 5 and (a) 
ℎ = 0 and (b) ℎ = 1. Solid lines represent mean values of 100 replicates, shaded regions 
correspond to 1 SE above and 1 SE below the mean. Crosses correspond to simulations based on 
equations (27) of Tajima (1990). 
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Supp Figure 3: Frequencies of fixations of weakly deleterious mutations with possible 
interference amongst deleterious mutations relative to the probability of fixation of neutral 
mutations (i.e., 1/(2N)) for (a) D. melanogaster and (b) humans. Calculations of the probability 
of fixation from both simulations and theoretical expectations do not account for BGS. Red solid 
circles show the expected probabilities obtained using Equation 4.  
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Supp Figure 4: Frequencies of fixations of weakly deleterious mutations with possible 
interference amongst deleterious mutations relative to the probability of fixation of neutral 
mutations (i.e., 1/(2N)) for humans, when accounting for the effects of BGS. Red solid circles 
show the expected probability obtained by Equation 4. 
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Supp Figure 5: The distribution of the time to fixation (conditional on fixation) of mutations 
with possible interference amongst deleterious mutations in D. melanogaster. Red circles 
indicate the expected time to fixation (not accounting for interference or BGS) at the mid-point 
of the range of 2𝑁*𝑠 shown, obtained by numerically integrating Equation 17 of Kimura & Ohta 
(1969).  
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Supp Figure 6: The distribution of the time to fixation (conditional on fixation) of mutations 
with possible interference amongst deleterious mutations in humans. Simulations were 
performed mimicking the exon-intron-intergenic structure of humans with the DFE at all exonic 
sites being: f0 = 0.51, f1 = 0.14, f2 = 0.14, and f3 = 0.21. Red circles indicate the expected time to 
fixation (not accounting for interference or BGS) at the mid-point of the range of 2𝑁*𝑠 shown, 
obtained by numerically integrating Equation 17 of Kimura & Ohta (1969).  
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Supp Figure 7: Neutral diversity relative to the mean value in the absence of selection, as a 
function of distance from the selected site, post-fixation of a mutation, with 2𝑁𝑠+ = 5 in the left 
panel corresponding to Drosophila-like parameters and 2𝑁𝑠+ between 4 and 10 in the right panel 
corresponding to human-like parameters. Solid lines represent mean values obtained from all 
observed substitutions, shaded regions correspond to 1 SE above and 1 SE below the mean. 
Crosses correspond to simulations based on equation (27) of Tajima (1990) for 2Ns = 5. 
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Supp Figure 8: Allele frequencies of SNPs in European (population 1) vs African (population 2) 
populations - under the parameters inferred by Arguello et al. (2019), and where the selective 
effects of all mutations are not re-scaled after the split (thus selection is stronger in the African 
population). Simulated genomic elements experience purifying selection given by the DFE 
inferred in Johri et al. (2020). Colored open circles represent outliers. Green depicts effectively 
neutral mutations while warm colors depict deleterious mutations, with red representing weakly 
deleterious mutations. Left panel: Allele frequency plots are shown for 10 (out of 100) replicates. 
Right panel: The distribution of fitness effects of outlier mutations displaying the mean and 
standard deviation for all 100 replicates. 
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Supp Figure 9: The relationship between 𝐹%& and nucleotide diversity calculated for neutral 
mutations alone, for the African and European populations simulated under six scenarios: (a) 
neutrality, (b) purifying selection (rescaled DFE), (c) purifying selection (not rescaled DFE), (d) 
purifying selection and weak positive selection, (e) purifying selection and strong positive 
selection, and (f) the neutral bottleneck of Li & Stephan 2006. In each panel, the upper left 
corner gives mean 𝐹%& values with its SD in parentheses. The upper right corners give the 
corresponding mean value of 𝜋 with its SD in parentheses. The red line represents the best fitting 
linear regression. Note the difference in scale between scenarios. 
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Supp Figure 10: The relationship between 𝐹%& and nucleotide diversity calculated for weakly 
deleterious mutations alone, in the African and European populations simulated under four 
scenarios: (a) purifying selection (rescaled DFE), (b) purifying selection (not rescaled DFE), (c) 
purifying selection and weak positive selection, and (d) purifying selection and strong positive 
selection. On each, the upper left corner gives mean 𝐹%& values with its SD in parentheses. The 
upper right corner gives the corresponding mean value of 𝜋 with its SD in parentheses. The red 
line represents the best fit linear regression. Note the difference in scale between scenarios. 
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Supp Figure 11: The relationship between 𝐹%& and nucleotide diversity calculated for only 
beneficial mutations in the African and European populations simulated under two scenarios: (a) 
purifying selection and weak positive selection, and (b) purifying selection and strong positive 
selection. On each, the upper left corner gives mean 𝐹%& values with its SD in parentheses. The 
upper right corner gives the corresponding mean value of 𝜋 with its SD in parentheses. The red 
line represents the best fit linear regression. Note the difference in scale between scenarios. 
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