Predicting perturbation effects from resting state activity using functional causal flow
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ABSTRACT: Targeted manipulation of neural activity will be greatly facilitated by understanding causal interactions within neural ensembles. Here, we introduce a novel statistical method to infer a network’s “functional causal flow” (FCF) from ensemble neural recordings. Using ground truth data from models of cortical circuits, we show that FCF captures functional hierarchies in the ensemble and reliably predicts the effects of perturbing individual neurons or neural clusters. Critically, FCF is robust to noise and can be inferred from the activity of even a small fraction of neurons in the circuit. It thereby permits accurate prediction of circuit perturbation effects with existing recording technologies for the primate brain. We confirm this prediction by recording changes in the prefrontal ensemble spiking activity of alert monkeys in response to single-electrode microstimulation. Our results provide a foundation for using targeted circuit manipulations to develop new brain-machine interfaces or ameliorate cognitive dysfunctions in the human brain.
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1 Introduction

Complex cognition in humans and other primates is an emergent property of the collective interactions of large networks of cortical and subcortical neurons. Targeted manipulation of the brain to alter cognitive behavior will be greatly facilitated by understanding the causal interactions within ensembles. Examples of such manipulations include altering the perceptual judgement of motion direction in area MT (Salzman et al., 1990, 1992), or biasing object classification towards faces in the inferior temporal cortex (Afraz et al., 2006, Moeller et al., 2017, Parvizi et al., 2012). Perturbations are typically achieved via targeted electrical stimulation, a widely used technique in both humans and monkeys, as well as opto- and chemogenetic manipulations, techniques that have become more widely available for monkeys only recently. Here, we focus on electrical stimulation as other alternatives remain infrequently used in humans. Perturbations of neural circuits represent a promising avenue for ameliorating cognitive dysfunction in the human brain, as well as development of future brain-machine interfaces.

A crucial challenge in targeted perturbation is to identify perturbation sites, satisfying at least two requirements. The first is selectivity: the local neural population around the site should exhibit specific selectivity properties for the desired perturbation effect, e.g., motion direction selectivity in area MT (Salzman et al., 1990, 1992), face selectivity in face patches of inferotemporal cortex (Afraz et al., 2006, Moeller et al., 2017, Parvizi et al., 2012), or the locus of seizures in epilepsy (Fisher and Velasco, 2014). The second is efficacy: stimulation of the local population should exert some significant effect on the activity of the rest of the brain, and consequently on behavior. While selectivity of sensory and motor neurons may be estimated by recording neural activity in simple and well-defined tasks, selectivity tends to be quite complex or variable across tasks in many regions of the association cortex. Further, discovering efficacy is currently achieved by trial-and-error: many perturbations are performed until a site whose stimulation leads to a significant change in activity is located. As a result, current methods for targeted perturbations are labor intensive, time consuming, and often unable to generalize beyond the limited task set they are optimized for.

A promising avenue for predicting the efficacy of a potential perturbation site is to examine its functional connectivity within a local neural circuit. Intuitively, one expects that perturbing an afferent node with strong functional connectivity to other nodes within a circuit may exert stronger effects than perturbing the nodes that are functionally isolated. Estimating the functional connectivity in cortical circuits is a central open problem in neuroscience (Marinescu et al., 2018). Existing methods for estimating functional interactions between multi-dimensional time series are challenged by the properties of neural activity in the cortex (Reid et al., 2019). Cortical circuits comprise highly recurrent neural networks (Binzegger et al., 2004, Braitenberg and Schüz, 2013, Lefort et al., 2009, Thomson and Lamy, 2007), where the notion of directed functional couplings is not obvious. Correlation-based and inverse methods (Cocco et al., 2009) lack sufficient power when correlations are weak, as in most cortical circuits (Cohen and Kohn, 2011). Entropy-based methods require large datasets hard to acquire in conventional experiments. Granger causality (Dhamala
et al., 2008, Faes et al., 2011, Granger, 1969) is challenged when the circuit’s dynamical properties are not well known. Consequently, commonly encountered confounding effects — phase delay (Vakorin et al., 2013), self-predictability in deterministic dynamics, or common inputs (Sugihara et al., 2012) — render these methods unreliable (Brinkman et al., 2018, Vidne et al., 2012). It is thus of paramount importance to develop new theoretical tools.

These new tools should be able to estimate functional connectivity in the presence of common inputs using extremely sparse recordings, typical of cortical recordings in humans and monkeys. A promising approach is offered by delay embedding methods, e.g., convergent cross-mapping, which are capable of reconstructing nonlinear dynamical systems from their time series data. These methods are devised to work precisely in the sparse recording regime (Sauer et al., 1991, Takens, 1981) and in the presence of common inputs. While this powerful framework, rigorously articulated in (Cummins et al., 2015), has been successfully applied in ecology (Sugihara et al., 2012), and on in vitro (Sugihara et al., 2012, Tajima et al., 2017) and EcoG neural activity (Tajima et al., 2015), it has never been adapted to spiking activity in vivo.

We build on the delay embedding methods to develop a novel statistical approach for inferring causal functional connectivity (“causal flow”) based on spiking activity of a simultaneously recorded ensemble in the cortex of awake monkeys (Fig 1). We first demonstrate our method on ground truth data from simulated continuous dynamical systems and then validate it on a biologically plausible model of a spiking cortical circuit. We show that causal flow captures a network’s functional structure even in the extremely sparse recording regime, solely based on short snippets of resting state data. We then demonstrate that our method infers the causal flow of ensemble neurons from sparse recordings of spiking activity, obtained from chronically implanted prefrontal multi-electrode arrays in awake, resting monkeys. Using the causal flow inferred during the resting state, we successfully predict the effect of electrical microstimulations of single electrodes on the rest of the circuit.

2 Results

2.1 Uncovering the functional causal flow with delay embedding

To illustrate the concept and methods of functional causal flow (FCF), we examined a deterministic network \( Z \), comprising \( N \) units \( z_i = x_i, y_i \) arranged in two subnetworks \( X \) and \( Y \), each endowed with their own local recurrent connectivity and, crucially, directed projections from \( X \) to \( Y \) with coupling strength \( g \); but no feedback couplings from \( Y \) to \( X \). We aimed to capture the intuitive idea that the “upstream” subnetwork \( X \) drives the activity of the “downstream” subnetwork \( Y \) (Fig. 2). It is well known from the theory of deterministic dynamical systems that one can (at least partially) reconstruct the \( N \)-dimensional attractor topology of a network of coupled units, represented by the vector time series of the activity of all units \( \{\vec{z}(t)\}_{t=1:T} \), by using only the information encoded in the temporal trajectory of a single unit \( \{z_i(t)\}_{t=1:T} \). From the mapping between the activity of the full network and the activity of a single unit, one can derive a map between the activity of the units themselves and (at least partially) reconstruct the activity of
one unit \( \{z_i(t)\}_{t=1:T} \) from the activity of a different unit \( \{z_j(t)\}_{t=1:T} \), for \( i \neq j \). The reconstruction is possible whenever the two units are functionally coupled. This general property of dynamical systems is known as "delay embedding" (Sauer et al., 1991, Takens, 1981) and relies on a representation of network dynamics using "delay coordinates" (see Fig. 2A for details). This reconstruction was shown to be robust to noise in driven dynamical systems (Casdagli et al., 1991).

We used delay embedding to infer the FCF between all pairs of network units. We first considered the FCF between a unit \( y_i \) in the downstream subnetwork Y and a unit \( x_j \) in the upstream subnetwork X. The activity of unit \( x_j \) only depends on the other units in X, to which it is recurrently connected, but not on the units in Y, as there are no feedback couplings from Y to X. On the other hand, the activity of unit \( y_i \) depends both on the units in X, from which it receives direct projections, and on the other units in Y to which it is recurrently connected. In other words, \( y_i(t) \) activity is influenced by units in both Y and X, whereas \( x_j(t) \) activity depends only on other units in X. Thus, we expect that the reconstruction of \( x_j(t) \) from \( y_i(t) \) will be more accurate than the reconstruction of \( y_i(t) \) from \( x_j(t) \). For an intuitive explanation of this prediction consider that \( y_i(t) \) reflects the
collective activity of X which determines the activity of $x_j(t)$. We tested our prediction by estimating the reconstruction accuracy $\rho(x_j|y_i)$ of the temporal series of unit $x_j(t)$ given $y_i(t)$. Reconstruction accuracy was quantified as the Fisher transform of the correlation between the empirical activity of unit $x_j$ and its predicted activity obtained from unit $y_i$. The process was cross-validated to avoid overfitting (see Methods for details). Similarly, we estimated cross-validated reconstruction accuracy $\rho(y_i|x_j)$ of the temporal series of unit $y_i(t)$ given $x_j(t)$. As expected, reconstruction accuracy increased as a function of the dimensionality of the delay coordinate vector (i.e., how many time steps back we utilize for the reconstruction, Fig. 2A). The accuracy plateaued beyond a certain dimensionality (related to the complexity of the time series (Tajima et al., 2017)), whose value we fixed for our subsequent analyses.

We define the functional causal flow (FCF) from $x_j$ to $y_i$ as the Fisher z-transform of the reconstruction accuracy $F_{ij} = z[\rho(x_j|y_i)]$ (see Methods). In our conventions, a column of the FCF represents the afferent unit, whose activity is being reconstructed, given the activity of an efferent unit in a row-wise element. As explained above, the FCF was estimated using a cross-validation procedure to avoid overfitting. We established statistical significance by comparing the FCF estimated from the empirical data with that estimated from surrogate datasets carefully designed to preserve the temporal statistics of the network activity while destroying its causal structure (see Fig. S1 and Methods for details). Unlike the usual pairwise correlation $r_{ij}$, which is a symmetric quantity, the FCF is a directed measure of causality. By comparing the value and significance of $F_{ij}$ with $F_{ji}$, we can establish the directionalitiy of the functional relationship between $y_i$ and $x_j$, uncovering several qualitatively different cases which we proceed to illustrate (Table 1).

In the example above, the reconstruction accuracy of $x_j$ given $y_i$ was significant and large, while that of $y_i$ given $x_j$ was not significant. In other words, while one can significantly reconstruct $x_j$ with high accuracy from $y_i$, because the latter receives information from the former, the opposite is not possible, matching predictions based on the simulated network. We refer to $x_j$ as being causally upstream to $y_i$ in the network functional causal flow.

### Table 1. Different cases of functional causal flow.

<table>
<thead>
<tr>
<th>FCF</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream</td>
<td>$F_{ij} &gt; 0 &amp; \text{ sig}; F_{ji} \text{ non-sig}$</td>
</tr>
<tr>
<td>Downstream</td>
<td>$F_{ij} \text{ non-sig}; F_{ji} &gt; 0 &amp; \text{ sig}$</td>
</tr>
<tr>
<td>Reciprocal</td>
<td>$F_{ij} \sim F_{ji} &amp; \text{ both sig}$</td>
</tr>
<tr>
<td>Independent</td>
<td>$F_{ij}, F_{ji} \text{ both non-sig}$</td>
</tr>
</tbody>
</table>

#### 2.2 Hierarchical structure of functional causal flow

The notion of being causally upstream or downstream is an entirely functional relation and a priori different from the underlying structural/anatomical coupling between units. We illustrate here two more examples from the network in Fig. 2 to reveal the variety of the relationships encoded in the FCF. We considered the FCF between $x_1(t)$ and $x_3(t)$ within...
Figure 2. Functional causal flow. A) Left: Schematic of network architecture Z: two subnetworks X (blue nodes) and Y (pink nodes) comprising strong and weak recurrent couplings, respectively, are connected via feedforward couplings from X to Y (thickness of black arrows represents the strength of directed structural couplings). Center: Activity of units \( y_4(t) \) (orange, bottom) and \( x_1(t) \) (in blue, top) are mapped to the delay coordinate space \( X_1 = [x_1(t), x_1(t-\tau), ..., x_1(t-(d-1)\tau)] \) and \( Y_4 \) (right). Reconstruction accuracy increases with delay vector dimension \( d \) before plateauing. The reconstruction accuracy \( \rho(x_1|y_4) \) of upstream unit \( x_1 \) given the downstream unit \( y_4 \) is significant and larger than the reconstruction accuracy \( \rho(y_4|x_1) \) of \( y_4 \) given \( x_1 \) (non-significant). The FCF value \( F_{41} \) reveals a strong and significant functional connectivity from upstream node \( x_1 \) to downstream node \( y_4 \). B) The significant FCF between two units \( x_1 \) and \( x_3 \) within the strongly coupled subnetwork X reveal strong and significant causal flow between them, but no preferred directionality of causal flow. C) The non-significant FCF between two units \( y_4 \) and \( y_5 \) in the weakly coupled subnetwork Y suggests the absence of a causal relationship. D) Summary of the FCF cases in panels A, B, C (see Table 3). E) The FCF between 10 representative units sparsely sampled from the network (columns and rows represent afferents and efferent units, respectively; columns are sorted from functionally upstream to downstream units). F) The functional hierarchy in the network structure in encoded in the causal vectors (Left: PCA of columns of the FCF matrix \( F_{ij} \), see Methods; Right: Gini coefficient of causal vectors).
the subnetwork X, whose units are part of a Rossler attractor, a well studied dynamical system (see Fig. 2B and Methods). Because the X subnetwork does not receive inputs from other network units in Y, it is causally isolated (i.e., its activity is conditionally independent from Y). Hence one can reconstruct the activity of one \( x_i \) unit from another with high accuracy, yielding large and significant values for both \( \rho(x_1|x_3) \) and \( \rho(x_3|x_1) \). This is a classic demonstration of the embedding theorem (Takens, 1981), ensuring accurate bidirectional reconstruction of variables mapping a chaotic attractor. The large and significant \( F_{13} \) and \( F_{31} \) reveal that the unit pair has a strong functional coupling, and the two units lie at the same level of the functional hierarchy. This is unlike the case of pairs \( x_i, y_j \) described above, where a significant \( F_{ij} \) but a non-significant \( F_{ji} \) showed a strong directional coupling and a functional hierarchy (Stark et al., 1997). As another qualitatively different pair, we considered two units \( y_4 \) and \( y_5 \) within the subnetwork Y, whose units are only sparsely recurrently coupled. The FCFs were not significant for this pair ((Fig. 2C), suggesting that the two units are functionally independent, namely, their activities do not influence each other significantly. The taxonomy of causal flows are summarized in Table 1 and Fig. 2D, and the FCF matrix \( F \) for sparsely sampled units from both X and Y is shown in Fig. 2E.

The variety of FCF features discussed so far suggests that, even if the FCF is a measure of pairwise causal interactions, it may reveal a network’s global causal structure. We thus analyzed the \( N \)-dimensional causal vectors \( \mathbf{f}^{(i)} = [F_{ki}]_{k=1}^N \), representing the (z-tranform of the) reconstruction accuracy of unit \( i \) given the activity of each one of the efferents \( k \). The causal vector \( \mathbf{f}^{(i)} \) encodes the FCF from unit \( i \) to the rest of the network. For example, a significant positive entry \( k \) of the causal vector implies that the afferent unit \( i \) has a strong functional coupling with efferent \( k \). A Principal Component analysis of the causal vectors from a sparse subsample of the network units (10 out of 103) revealed a clear hierarchical structure present in the network dynamics showing two separate clusters corresponding to the subnetworks X and Y (Fig. 2F). Thus, causal vectors revealed the global network functional hierarchy from sparse recordings of the activity.

We further quantified the hierarchical functional structure of causal vectors, measured by their Gini coefficients (Fig. 3E). In the absence of hierarchies, one would expect all efferents from a given afferent unit to have comparable values, namely, yielding a low Gini coefficient. Alternatively, heterogeneity of FCFs across efferents for a given afferent would suggest a network hierarchy with a gradient of functional connectivities, yielding a large Gini coefficient. For our simulated network, we found a large heterogeneity in the distribution of causal vectors Gini coefficients, capturing the functional hierarchy in the network. For comparison, when restricting the causal vectors to afferents in either X or Y (green and brown bars in Fig. 2E, respectively), we found a clear separation with larger Gini coefficients for X afferents and lower Gini coefficients for Y afferents. This result shows that the feedforward structural couplings from X to Y introduce a hierarchy in the full network \( Z \), encoded in the network causal vectors. Importantly, inferring this structure does not require observing the full network and can be achieved by recording from a small subset of the network units.
Figure 3. Robustness of functional causal flow inference (FCF). FCF is robust to both private noise (panel A, i.i.d. realizations of noise injected in each unit) or shared noise (panel B, a scalar noise source modulates all neuron equally). Same network as in Fig. 2. C) FCF inferred from the noiseless simulations (FCF∞) is similar to the FCF inferred from simulations with varying SNR ratio (SNR, defined as $10 \log_{10} \frac{\sigma(\text{signal})}{\sigma(\text{noise})}$, where $\sigma =$standard deviation, measure in dB) for private noise (top) and shared noise (bottom).

2.3 Robustness of functional causal flow estimation

Neural circuits in vivo are characterized by several sources of noise including both private (e.g., Poisson variability in spike times) and shared variability (e.g. low-rank co-fluctuations across the neural ensemble (Kanashiro et al., 2017, Rabinowitz et al., 2015)), where the latter may correlate to the animal’s internal state such as attention or arousal (Dadarlat and Stryker, 2017, Engel et al., 2016, Huang et al., 2019, Ruff and Cohen, 2014). Based on previous theoretical work, we expected our delay embedding framework to be reasonably resilient against noise (Casdagli et al., 1991).

To quantify the robustness of inferred FCFs, we tested their changes as a function of the strength of a noise source injected in subnetwork Y. When driving the network with either private noise (i.i.d. for each neuron, Fig. 3A) or shared noise (same noise realizations across all neurons, Fig. 3B), we found that FCF inference degraded only when the signal-to-noise ratio (SNR) dropped below 0 dB (Fig. 3C, SNR is measured in logarithmic scale). The change was more precipitous for shared than private noise as expected. However, for a wide range of SNRs, the FCF inference maintained its accuracy. The degradation caused by private noise did not remove the informativeness of FCFs for the tested range of SNRs down to -10 dB, and shared noise became irrecoverably detrimental only for SNRs below -5.
We thus conclude that causal flow estimates are robust to both private and shared sources of neural variability.

We also explored another source of variability common in the experimental data: changes in the arousal state of an animal that can influence the dynamics of neural activity. We performed multiple simulations of the same network where each simulation varied in regard to initial conditions, and thereby the sequence of recorded neural activity. We found that FCF was indistinguishable across the simulated sessions with different initial conditions (not shown).

Our validation results thus demonstrate that the data-driven discovery of functional causal flow is robust to noise. Another source of variability is the presence of unobserved units in the network, which we will address below in Section 2.5.

### 2.4 Inferred causal flow predicts the effects of perturbation

Can we predict the effects of perturbations on network activity from the causal flow inferred in the unperturbed system? We hypothesized that the effects of stimulating a specific node on the rest of the network can be predicted by the causal flow inferred during the resting state.

We simulated a perturbation protocol where we artificially imposed an external input on one afferent network unit for a brief duration, mimicking electrical or optical stimulation protocols to cortical circuits. We estimated the stimulation effect on each efferent unit, by comparing the distribution of binned activity in each efferent in intervals preceding the stimulation onset and following its offset (Fig. 4B). We found that stimulation exerted complex spatiotemporal patterns of response across efferent units, which we captured in the perturbation vector: $I^{(4)} = \{I_{ki}\}_{k=1}^{N}$, where $I_{ik}$ is the interventional connectivity matrix (Fig. 4B). Stimulation effects across efferents $k$ strongly depended on the afferent unit $i$ that was stimulated. Perturbation effects increased with stimulation strength for afferent-efferent pairs in $X \rightarrow X$, $X \rightarrow Y$ and $Y \rightarrow Y$, but did not depend on stimulation strengths for pairs $Y \rightarrow X$, consistent with the underlying structural connectivity lacking feedback couplings $Y \rightarrow X$ (Fig. 4C). Can one predict the complex spatiotemporal effects of stimulation solely based on the FCF inferred during resting state activity?

We hypothesized that, when manipulating afferent unit $i$, its effect on efferent unit $k$ could be predicted by the FCF estimated in the absence of perturbation (Fig. 4D). Specifically, we tested whether stimulation of afferent unit $i$ would exert effects only on those efferent units $k$ that have significant FCFs, $F_{ki}$; but no effects on units whose FCFs were not significant. We found a strong correlation between FCF and perturbation effects (Fig. 4D). More specifically, we confirmed the three hypotheses above, namely, we found that the perturbation effects on the efferent units were localized on units with significant FCFs (red dots in Fig. 4D and Fig. 4E)); no effects were detected on upstream or unengaged units. In particular, we found that pairs where the stimulated afferent was in $Y$ and the efferent in $X$ did not show any significant effects of perturbations (black dots in Fig. 4D); this was expected given the absence of feedback couplings $Y \rightarrow X$. Two crucial features of the FCF, underlying its predictive power, were its directed structure and its causal properties, which are not present in alternative measures of functional connectivity such as
Figure 4. Causal flow predicts perturbation effects. A) Perturbation protocol: single nodes are stimulated with a pulse of strength $S$ lasting for 100ms (representative trials with stimulation of units $x_3$ and $y_8$, top and bottom, respectively). B) Perturbation effects on efferent units are estimated by comparing the activity immediately preceding onset and following offset of the perturbation (Kolmogorov-Smirnov test statistics, black dot represents significant effect, $p < 0.05$). The effects of stimulating one afferent $i$ on all efferents $k$ is encoded in the perturbation vector $I(i)$. C) Perturbation effects increase with the stimulation strength $S$ for afferent-efferent pairs in populations $X \rightarrow X$, $Y \rightarrow Y$, and $X \rightarrow Y$, but not $Y \rightarrow X$, reflecting the absence of feedback structural couplings from $Y$ to $X$. D) For each afferent, its causal vector (column of the resting state FCF matrix representing unit $y_4$) is compared with the perturbation vector (columns of the interventional connectivity matrix), revealing that FCF predicts perturbation effects (linear regression of causal vectors vs. interventional vectors, $R^2 = 0.50, p < 10^{-5}$; red and gray dots represent significant and non-significant FCF pairs, respectively). E) Efferent units with significant resting state FCF (red and gray dots in the scatterplot of panel C) had a larger response to perturbation, compared to pairs with non-significant FCF ($t$-test, $*** = p < 10^{-6}$).
We thus conclude that the causal effect of perturbations on network units can be reliably and robustly predicted by the FCF inferred during the resting state (i.e., in the absence of the perturbation). Moreover, the specific features of the FCF predict the effects of perturbation at the fine grained level of pairs of units.

2.5 Causal flow from sparse recordings in spiking circuits

To apply our predictive framework to cortical circuits in behaving animals, we aimed at extending the method outlined above to encompass the following additional issues. First, while the network of Figs. 2-4 comprised real-value continuous rate units, neurons in cortical circuits exhibit spiking activity. Second, cortical circuits are characterized by strong recurrent connectivity (Binzegger et al., 2004, Braitenberg and Schüz, 2013, Lefort et al., 2009, Thomson and Lamy, 2007) obeying Dale’s law, with cell-type specific connectivity of excitatory (E) and inhibitory (I) neurons. Third, spike trains recorded with commonly-used multi-channel electrode arrays typically yield extremely sparse recordings of the underlying circuit activity: the number of active contacts in these electrodes (tens to hundreds) captures activity from only a small fraction of neurons in a circuit (<1%). Crucially, each electrode records the aggregate spiking activity of a neural cluster, namely, a small number of neurons in a cortical column surrounding the electrode, some of which can be isolated as single units. We thus sought to extend our methods to address these critical issues, by performing a series of simulated experiments on a spiking neural network. Can we reliably infer functional causal flow between recorded neurons using sparse recordings of spiking activity at the level of neural clusters?

We inferred the FCF from sparse recordings of spiking activity in a large simulated cortical circuit (Fig. 5). In this model E and I spiking neurons were arranged in clusters, consistent with experimental evidence supporting the existence of functional clusters in cortex (Kiani et al., 2015, Lee et al., 2016, Perin et al., 2011, Song et al., 2005). In the model, E/I pairs of neurons belonging to the same cluster have potentiated synaptic couplings, compared to weaker couplings between pairs of neurons belonging to different clusters. Resting state activity in the clustered network displayed rich spatiotemporal dynamics in the absence of external stimulation, whereby different subsets of clusters activated at different times (with a typical cluster activation lifetime of a few hundred ms, Fig. 5A-B). These metastable dynamics were previously shown to capture physiological properties of resting state activity in cortical circuits (Litwin-Kumar and Doiron, 2012, Mazzucato et al., 2015, 2016, 2019, Rostami et al., 2020, Wyrick and Mazzucato, 2020).

We estimated the FCF from short periods of resting state activity (8 simulated seconds) from sparse recordings of E neurons (Fig. 5C, 10 neurons per cluster, 3% of total neurons in the network, only neurons with firing rates above 5 spks/s on average were retained for further analyses). Visual inspection of the sparse FCF in Fig. 5C suggested the presence of two causal functional hierarchies in the circuit: the first hierarchy between strong intra-cluster functional couplings and weaker inter-cluster couplings; and the second hierarchy between different clusters. We confirmed the first, large hierarchy and found that the distributions of FCFs for pairs of neurons belonging to the same cluster, was significantly
larger than the distribution of FCFs for the pairs belonging to different clusters (Fig. 5C, t-test, $p < 10^{-20}$).

In primate recordings from multi-electrode arrays, each electrode typically records the aggregated spiking activity of a neural cluster surrounding the electrode. To model this scenario, we then examined the properties of the FCF between neural clusters in our simulated network. We investigated whether any hierarchy was present in the causal functional connectivity between different clusters. Close inspection of the FCF for pairs of neurons belonging to different clusters revealed the existence of clear off-diagonal blocks, suggesting the presence of a structure in the FCF between different clusters (Fig. 5C) at the mesoscopic level, namely, at the level of neural populations rather than single neurons.

We sought to quantify this mesoscopic structure by testing whether FCF $F_{ij}$ between pairs of neurons $i \in A$ and $j \in B$ encoded the identity of the efferent cluster $A$ and afferent cluster $B$ that the neurons were sampled from. We thus sampled small "ensemble FCF" matrices, obtained from subgroups of neurons, each consisting of one randomly sampled excitatory neuron per cluster (Fig. 5D, six neural clusters were considered). We hypothesized that, if the ensemble FCF captured the identity of the clusters from which neurons were recorded, then the causal vectors $\mathbf{f}^{(i)} = \{F_{ki}\}^{N}_{k=1}$ (i.e., the columns of the ensemble FCF matrix, $N = 6$ in Fig. 5D) corresponding to afferent neurons $i$ in the same cluster would be highly correlated, thereby allowing us to infer the network connectivity from sparsely recorded neurons. However, a naive dimensionality reduction on the columns of the FCF matrix would have trivially led to the emergence of groups simply due to the fact that the diagonal entries of the FCF (self-reconstructability of the afferents) were much larger than the off-diagonal ones $F_{ii} >> F_{ij}|j \neq i$. This fact reflected the strong hierarchy in the intra-vs. inter-cluster FCF discussed above because we had sampled one neuron per cluster. In order to control for this diagonal effect and examine the smaller inter-cluster structure effects, we removed the diagonal from the $N \times N$ ensemble FCF matrices, and considered $N - 1$-dimensional "between-cluster" causal vectors $\mathbf{f}^{(i)}_{\text{betw}} = \{F_{ki}\}_{k \neq i}$ (Fig. 5E). We found that the between-cluster causal vectors grouped in Principal Component space according to the cluster membership of their afferents (Fig. 5E). We further confirmed the existence of this mesoscopic structure by showing that the correlation between between-cluster causal vectors from afferents belonging to the same cluster was much larger than the one obtained from afferents in different clusters (from Fig. 5E). These results show that FCF is a property shared by all neurons within the same neural cluster.

Building on this insight, we thus introduced the mesoscopic FCF as the coarse-grained causal flow between neural clusters, defined as the average FCF of the neurons in that cluster (block-average of FCF, see Fig. 5F). Between-cluster causal vectors from the mesoscopic FCF stand at the center of each group of causal vectors from the between-cluster ensemble FCF (Fig. 5E), thus recapitulating the causal properties of each neural cluster. This mesoscopic causal flow is an emergent property of the clustered network dynamics and arises from the only source of quenched heterogeneity in the network, namely, the Erdos-Renyi sparse connectivity in the structural couplings.

Together, these results uncovered a nested hierarchy of causal flow in a biologically plausible model of recurrent cortical circuits based on functional clusters. The first hierarchy
separates large within- from small between-cluster FCF; the second hierarchy reveals the mesoscopic functional organization between neural clusters. Crucially, the mesoscopic FCF suggests that our theory can be reliably applied to aggregate spiking activity of neural clusters from micro-electrode arrays in primate.

2.6 Predicting perturbation effects from causal flow in spiking circuits

Is resting state FCF predictive of perturbation effects in the case of a sparsely recorded spiking network? To investigate this question, we devised a stimulation protocol whereby we briefly stimulated single neural clusters and examined the effect of stimulation on the activity of efferent ensemble neurons (Fig. 6). This stimulation protocol was designed to model perturbation experiments in alert monkeys (see below), where a brief electrical microstimulation of a single electrode on a multi-electrode array directly perturbs the cortical column surrounding the electrode, represented in our model by a neural cluster. Perturbation effects in the model were estimated by comparing the network activity immediately following the offset and preceding the onset of the stimulation (see Methods and Fig. 6A, representative clusters 2 and 3 were stimulated). The effects of stimulating a specific afferent neural cluster were encoded in the perturbation vector $I_k^{(i)}$, estimated for each afferent neuron $i$ in the stimulated cluster, and for the sparsely recorded efferent neurons $k$. The entries in the perturbation vector represent the Kolmogorov-Smirnov test statistics between pre- and post-stimulation spiking activity aggregated over several stimulation trials of the same neural cluster (Fig. 6B).

We found that perturbations exerted an afferent-specific effect on network activity, whereby stimulating neurons in different clusters led to differential patterns of responses across the clusters (Fig. 6B). We tested whether FCF was predictive of these perturbation effects. We had found above that the FCF between pairs of neurons belonging to the same cluster was much stronger than between pairs belonging to different clusters (Fig. 5C). We found the same hierarchy in the perturbation vectors, whereby the perturbation effects for efferents belonging to the same stimulated cluster were much larger than for efferents in different clusters (Fig. 6B). This hierarchy of perturbation effects closely matched the hierarchy present in the structural connectivity (Fig. 5A) and found in the resting state FCF (Fig. 5C). Overall, we found a strong correlation between resting state FCF and perturbation effects (Fig. 6D).

A crucial feature of the FCF was that it captured the fine-grained mesoscopic structure of causal flow between different clusters, encoded in the between-cluster FCF (Fig. 5). We thus set out to test whether the FCF could predict the effect of perturbations on efferent neurons belonging to different clusters from the stimulated one. For this analysis, we consider "between-cluster" causal vectors and perturbation vectors, obtained by masking all efferents belonging to the stimulated cluster, thus retaining only the efferents belonging to the other, non-stimulated clusters (Fig. 6C). We found a strong correlation for "between-cluster" causal vectors and perturbation vectors (Fig. 6D). We then performed a more fine-grained analysis of the predictive relation between resting state FCF and perturbation vectors, by separating the efferent neurons into those with significant FCF ("functionally connected") and non-significant FCF ("unconnected") to each stimulated afferent. Our
Figure 5. Mesoscopic causal flow in a sparsely recorded spiking circuit. A) Left: Schematics of the spiking network architecture with E and I neural clusters (inset: membrane potential trace from representative E cell), defined by potentiated within-assembly synaptic weights (right: blue and red represent positive and negative weights, respectively). B) Raster plots from a representative trial showing the entire network activity during the resting state (blue and red marks represent E and I cells action potentials, respectively; neurons arranged according to cluster membership). C) Left: Functional causal flow (FCF) between sparsely recorded activity (10 E cells per cluster were recorded, only six clusters firing above 5 spks/s on average were recorded; grey arrows in panel B). Right: A large hierarchy of FCF values reveals the separation between pairs of neurons belonging to the same cluster (green) and different clusters (orange), reflecting the underlying anatomical connectivity (mean±SD, t-test, ***=p<10^{-20}). D) Ensemble FCFs inferred from two different recorded ensembles (one E cell were recorded from each of six clusters). E) Top: The between-cluster causal vectors (i.e., the columns of the off-diagonal ensemble FCF matrices) reveal the existence of a cluster-wise structure and group according to the cluster membership of their afferent neurons (left: Principal Component Analysis of between-cluster causal vectors: circles and rhomboids represent, respectively, between-cluster ensemble and mesoscopic vectors; right: Pearson correlations between vectors whose afferents belong to the same cluster, left, or different clusters, right; t-test ***=p<10^{-20}).

theory predicted that perturbation effects would be much stronger for functionally connected efferents, compared to the other efferents. We confirmed this prediction for the
between-cluster afferent-efferent pairs, thus demonstrating that causal flow was predictive of perturbation effects even in the sparse recordings regime (Fig. 6D).

These combined set of results show that in a cortical circuit model based on functional clusters, the effects of perturbations can be robustly captured at the mesoscopic level of neural clusters. The causal flow between clusters inferred during the resting state reliably predicted the effect of stimulation in a biologically plausible model of a cortical circuit. These results were obtained in the sparse recording regime, typical of cortical recordings in experimental protocols, which we investigate next.
2.7 Inferring the causal flow from resting state activity in alert monkeys

To test our theory, we performed an experiment comprising simultaneous recording and stimulation of spiking activity in alert monkey prefrontal cortex (pre-arcuate gyrus, area 8Ar) during a period of quiet wakefulness (resting state) while the animal was sitting awake in the dark. The experiment had two phases (Fig. 1 and 7). In the first phase, we recorded population neural activity from a multi-electrode array (96-channel Utah array, with roughly one electrode in each cortical column in a $4 \times 4 \text{mm}^2$ area of the cortex) during the resting state, and we estimated the FCF between pairs of neural clusters (multunit activities collected by each recording electrode). In the second phase, we perturbed cortical responses by a train of biphasic microstimulating pulses (15 $\mu A$, 200 Hz) to a cluster for a brief period (120ms) and the recorded population neural activity across the array before and following each pulse train.

We first examined whether causal flow could be estimated reliably for the recorded population, which constituted a small fraction of neurons in the circuit. Our modeling study suggested that FCF can be defined at the mesoscopic level as a property of functional assemblies or neural clusters: FCF inferred from different neurons recorded from the same cluster yielded consistent results (Fig. 5). Following previous experimental evidence supporting the existence of assemblies in monkey pre-arcuate gyrus (Kiani et al., 2015), we reasoned that the activity of neural clusters around each electrode may represent sparse samples from a local cortical assembly. This experimental setup thus provided a similar scenario to the one validated in our modeling study (Figs. 5).

We found that FCF was characterized by a complex set of spatiotemporal features (Fig. 7A, for the full $96 \times 96$-dimensional FCF matrix see Fig. S2). In Fig. 7A we show four representative 96-dimensional causal vectors representing the FCF for each of four different afferents clusters recorded in two different sessions (channels 14 and 56 from session 1 and channels 42 and 29 from session 2). We overlaid the causal vectors onto the array geometry (location of recording electrodes in the array) for illustration (each array-geometry causal vectors in Fig. 7A corresponds to a specific column of the full FCF matrix in Fig. S2).

Comparison of the causal vectors across afferents revealed remarkable features about the structure of the functional connectivity. First, FCF is channel-specific, namely, it depends on the afferent clusters whose activity is being reconstructed. Second, each causal vector shows a hierarchical structure, with significant FCF in a subset of downstream efferents, while most efferents cannot reconstruct the afferent activity (Fig. 7A). This result is qualitatively consistent with the FCF obtained from our models (Fig. 3F and 6), supporting the hypothesis of functional hierarchies embedded within prefrontal cortical circuits (Kiani et al., 2015).

Given an afferent cluster, is FCF of efferent clusters uniformly distributed across the array, or is there a preferential spatial footprint of FCF? We found a spatial gradient whereby FCF was largest in the efferent clusters immediately surrounding the afferent cluster, while FCF for distant efferents typically plateaued at low but nonzero values (Fig. 7C). We thus concluded that FCF inferred during the resting state was cluster-specific and revealed a hierarchy of functional connectivity where functionally downstream neural
clusters are spatially localized around the afferent cluster. These results extend previous correlation analyses of spatial clusters in alert monkeys (Kiani et al., 2015) highlighting a spatial gradient of directed functional couplings at the mesoscale level.

2.8 Perturbation effects on cortical circuits in alert monkeys

We next proceeded to examine the effect of microstimulation on the cortical activity in alert monkeys. We estimated perturbation effects by comparing the activity of neural clusters in the intervals preceding the onset and following the offset of the stimulation of the afferent, for each pair of stimulated afferent and recorded efferent (see Fig. 7B). Perturbation effects were quantified via a Kolmogorov-Smirnov test statistics aggregated over all stimulations of a specific neural cluster (comparison between the pre- and post-perturbation distributions of activity, see Methods).

We first examined the spatiotemporal features of stimulation effects. We found that perturbations exerted a strong effect on ensemble activity, and that these effects where specific to which afferent channel was stimulated (Fig. 7B; perturbation effects for each stimulated afferent i are visualized as a perturbation vector I(i) overlaid on the array geometry). By comparing the effects of perturbing a single cluster across all efferents, we found a hierarchical structure with strong effects elicited in specific subsets of efferent clusters. The identity of strongly modulated efferents was specific to the stimulated channel. Remarkably, we found that the hierarchical structure of perturbation effects had a clear spatial gradient, where strongly perturbed efferents were most likely located close to the stimulated cluster, while distant efferents were less affected by perturbation, though the effects were nonzero even far away from the stimulated afferent (Fig. 7D). Strikingly, this spatial gradient closely aligned to the spatial gradient we found in the hierarchy of resting state FCF (Fig. 7C).

2.9 Predicting perturbation effects from resting state activity in alert monkeys

Our theory posits that the effects of stimulation of afferent cluster i on the other efferent neural clusters can be predicted by the corresponding causal vector f(i) inferred at rest (i.e., a column of the FCF matrix; four representative causal vectors are overlaid on the array geometry in Fig. 7A). Specifically, our theory predicts that perturbing an afferent cluster exerts a strong effect on those efferent clusters which have a strong functional connectivity to the afferent, identified by a significant resting state FCF as read out from the afferent causal vector. Moreover, perturbation effects on efferents with significant FCF should be stronger compared to efferents with non-significant FCF. Visual inspection of the resting state FCF causal vectors (Fig. 7A) and comparison to the map of perturbation effects (Fig. 7B, perturbation vectors) suggest that the FCF and perturbations f0 are strikingly similar for a given afferent. We confirmed this intuition quantitatively and found that the FCF inferred at rest was indeed predictive of perturbation effects at the level of single stimulated afferent (Fig. 7E, Pearson correlations between causal vectors and perturbation vectors). In particular, we found that for all stimulated clusters, the effect of a perturbation was significantly stronger on efferents with strong functional connectivity to the stimulated cluster compared to efferents with weak functional connectivity, as predicted by our theory.
The recorded population in area 8Ar is not task driven and task independent. Finally, we projected the objectively identified groupings of neurons back onto the arrays to determine homogenous and can be divided into smaller subnetworks. The prearcuate subnetworks may reflect novel areal boundaries (see Discussion). Our new approach will be valuable for detecting boundaries of both kinds as large-scale array and optical recordings become increasingly common in the future. The prearcuate gyrus is traditionally divided into the arcuate sulcus, and area 8Ar, located between the arcuate sulcus and the posterior tip of principal sulcus (Gerbella et al., 2007; Schall, 1997; Stanton et al., 1989). Area 8Ar offers a convenient target for dense multielectrode arrays because it is relatively large and the cortical or divides further into smaller subregions. Moreover, electrical signals in a variety of behavioral tasks (Constantinidis and Goldholm, 2002; Hussar and Pasternak, 2010; Kim and Shadlen, 1999). The prearcuate subnetworks may reflect novel areal boundaries (see Discussion). Our new approach will be valuable for detecting boundaries of both kinds as large-scale array and optical recordings become increasingly common in the future.

**Figure 7.** Causal flow predicts perturbation effects in alert monkeys. A) Left: Ensemble spiking activity in representative session from multi-electrode array activity in the pre-arcuate gyrus during quiet wakefulness (black tick marks are spikes from each neural cluster, defined as the aggregated spiking activity around each recording electrode). Right: FCF inferred from resting state activity for four representative afferent clusters (clusters 15 and 56 from session 1 and clusters 42 and 29 from session 2; yellow squares represent the reconstructed afferent cluster for each causal vector; full FCF matrix in Fig. S2). FCF causal vectors for each afferent are overlaid to the array geometry (black dots represent significant FCF values, established by comparison with surrogate datasets, \( p < 0.05 \), see Fig. S1 and Methods). B) Left: The perturbation effect from electrical microstimulation of cluster 15 (120ms stimulation train, blue shaded area) was estimated by comparing the activity in the 200ms intervals immediately preceding and following the perturbation (grey shaded areas). Right: Perturbation effects from four stimulated clusters (same clusters as in A) overlaid on the array geometry (Kolmogorov-Smirnov test statistics between post- vs. pre-perturbation activity distribution; black dots represent a significant difference, \( p < 0.05 \)). C) The spatial footprint of resting state FCF decays with increasing distance of the efferent from the afferent cluster (mean±s.e.m. across 96 clusters in two sessions). D) Spatial footprint of perturbation effects for the four stimulated clusters decays with increasing distance from the stimulated cluster (mean±s.e.m. across four stimulated afferents). E) Resting state FCF predicts perturbation effects. For each stimulated afferent, the perturbation effects on all efferent clusters are shown (Kolmogorov-Smirnov test statistics between post- and pre-stimulation activity) as functions of the corresponding resting state FCF (gray and red dots represent efferents with non-significant and significant FCF, respectively, \( p < 0.05 \); black line: linear regression, \( R^2 \) and p-value reported). F) For each stimulated afferent in panel E, aggregated perturbation effects are larger over efferents with significant resting state FCF vs. efferents with non-significant FCF (mean±s.e.m. across gray and red-circled dots from panel E; t-test, *, **, *** = \( p < 0.05, 0.01, 0.001 \)).
The predictive power of FCF held at the level of single stimulated afferents, thus achieving a high level of granularity in prediction. Because both the FCF and perturbations displayed a characteristic decay proportional to the distance from the afferent electrode, we tested whether the predictive relation between them still held after controlling for this potential confound. Remarkably, after removing the spatial dependence the predictive relation between FCF and perturbation still held for the residuals (Fig. S3).

These results demonstrate that the causal flow estimated from sparse recordings during the resting state accurately predicts the effects of perturbation on the neural ensemble with extreme precision, at the single channel level, thus establishing the validity of our theory in cortical circuits of alert primates.

3 Discussion

Predicting the effect of targeted manipulations on the activity of cortical circuits is a daunting task but it could be achieved by capturing the causal functional interactions in the circuit. A central challenge using common multi-electrode arrays in monkeys and humans is the extremely sparse recording regime, where the activity of only a small fraction of neurons in a circuit is observed. In this regime, traditional methods fail due to unobserved neurons and common inputs to the circuit.

Here, we demonstrated a new methods for inferring causal functional interactions within a circuit from sparse recordings of spiking activity: the functional causal flow (FCF). We validated the method on ground truth data showing that FCF captures the structural, functional, and perturbational connectivity in a biologically plausible model of a cortical circuit, even when recording only a small fraction of the network’s neurons. Using FCF inferred during the resting state in the network, we predicted the effect of perturbing a neural cluster on the rest of the recorded neurons, revealing the set of efferent neurons with directed functional couplings to a given afferent. Remarkably, when applying FCF to spiking activity from ensemble recordings in alert monkeys, we were able to reconstruct the causal functional connectivity between the recording electrodes using resting state activity. The resting state FCF predicted the effect of single-electrode microstimulation on efferent electrodes which were classified as functionally coupled to the afferent. Our results establish a new avenue for predicting the effect of stimulation on a neural circuit solely based on sparse recordings of its resting state activity. They also provide a new framework for discovering the rules that enable generalization of resting state causal interactions to more complex behavioral states, paving the way toward targeted circuit manipulations in future brain-machine interfaces.

3.1 The role of resting state activity

In traditional neurophysiological studies, resting state activity is defined as a pre-stimulus background activity, immediately preceding stimulus presentation, and it is regarded as random noise or baseline, devoid of useful information (Heggelund and Albus, 1978, Vogels et al., 1989, Werner and Mountcastle, 1963). However, recent results have challenged this
widely held picture, producing evidence that resting state activity may encode fundamental information regarding the functional architecture of neural circuits.

Studies investigating the dependence of neural responses on the background activity, quantified with local field potentials (Fontanini and Katz, 2008, Gervasoni et al., 2004), single neuron membrane potentials (McGinley et al., 2015), or population spiking activity (Engel et al., 2016), found that it encodes information about the animal’s behavioral state, including even fine grained movements (Musall et al., 2019, Salkoff et al., 2020, Stringer et al., 2019). Moreover, resting state activity immediately preceding stimulus onset predicts the trial-to-trial variability in stimulus evoked response, potentially explaining the observed dependence of sensory responses on the underlying state of the network (Arieli et al., 1996, Super et al., 2003).

Recent studies have suggested that resting state activity is finely structured, containing information on the functional architecture of the neural circuits (Kenet et al., 2003, Kiani et al., 2015, Tsodyks et al., 1999) and providing a repertoire of network patterns of activation (Luczak et al., 2007, 2009, Mazzucato et al., 2015), potentially linked to developmental plasticity (Berkes et al., 2011, Fiser et al., 2004). The population coupling of single neurons estimated during the resting state in vivo is correlated with the synaptic input connection probability measured in vitro from the same cortical circuit (Okun et al., 2015). Also, in neuronal cultures, the causal functional connectivity inferred from ongoing activity is predictive of the structural connectivity estimated from electrical stimulation: functionally downstream neurons have faster response latency to stimulation compared to functionally upstream neurons (Tajima et al., 2017).

### 3.2 Circuit models of resting state activity

We validated our theoretical framework for causal inference using two classes of models: a continuous rate network and a network model of resting state activity in a cortical circuit. The latter is a biologically plausible model based on a recurrent spiking network where excitatory and inhibitory neurons were arranged in functional assemblies (Litwin-Kumar and Doiron, 2012, Mazzucato et al., 2015, Rostami et al., 2020, Wyrick and Mazzucato, 2020). Experimental evidence including multielectrode recordings in behaving monkeys (Kiani et al., 2015) strongly supports the existence of functional assemblies in cortex (Lee et al., 2016, Perin et al., 2011, Song et al., 2005, Wong et al., 2016). Clustered spiking networks capture complex physiological properties of cortical dynamics during resting and stimulus-evoked activity due to the metastable dynamics of cluster activations. Such physiological properties include context- and state-dependent changes in neural activity and variability (Deco and Hugues, 2012, Litwin-Kumar and Doiron, 2012, Mazzucato et al., 2015, 2016, Rostami et al., 2020, Schaub et al., 2015); as well as neural correlates of behavior and cognitive function such as expectation, arousal, locomotion, and attention (Mazzucato et al., 2019, Rostami et al., 2020, Wyrick and Mazzucato, 2020).

### 3.3 Estimating functional connectivity

Estimating the underlying connectivity is a formidable task, especially susceptible to errors in the presence of strong recurrent couplings and unobserved common inputs ubiquitous in
cortical circuits. Even when unlimited data are available, sophisticated methods typically fail in the presence of strong correlations between unconnected neurons (Das and Fiete, 2020).

We define functional interactions as the causal interaction of cortical neurons or task-relevant regions. Existing methods for estimating functional interactions between multidimensional time series include linear regression (Semedo et al., 2019), Granger causality (Bressler and Seth, 2011), and inter-areal coherence (Bastos and Schoffelen, 2015, Sun et al., 2004). While correlation-based methods are problematic for weak correlations, entropy-based methods such as transfer entropy (Schreiber, 2000) are extremely data hungry. Detecting a clear causal relationship by transfer entropy (Schreiber, 2000) or Granger causality (Dhamala et al., 2008, Faes et al., 2011, Geweke, 1982, Granger, 1969) is not straightforward unless the system’s dynamical properties are well known, due to the confounding effects of phase delay (Vakorin et al., 2013), self-predictability in deterministic dynamics (Sugihara et al., 2012) or common inputs (Brinkman et al., 2018, Vidne et al., 2012).

Alternatives such as inverse methods based on Ising models utilize time-consuming learning schemes (Tkacik et al., 2006) though recently faster algorithms have been proposed (Cocco et al., 2009, Maoz et al., 2020). Other approaches applicable to spike trains include generalized linear models (Pillow et al., 2008) or spike train cross-correlograms (English et al., 2017). Remarkably, the latter method was successfully validated using optogenetic perturbations in vivo.

Inferring causal functional connectivity from extremely sparse recordings of neural activity is a long standing problem. Here, we proposed a new method to estimate causal functional connectivity (“functional causal flow” or FCF) from observing spiking activity in the absence of perturbations. Our method relies on delay embedding techniques used for reconstructing nonlinear dynamical systems from their time series data with convergent cross-mapping (Sugihara et al., 2012). Crucially, convergent cross-mapping was designed to work precisely in the sparse recording regime (Sauer et al., 1991, Takens, 1981), where other methods fail. While this powerful framework has been successfully applied in ecology (Sugihara et al., 2012), and previously applied to EcoG data (Tajima et al., 2015) and in vitro spiking data (Tajima et al., 2017), here we pioneered its use for estimating causal functional connectivity from spiking activity of a neural population in awake monkeys. Using synthetic ground truth data from recurrent spiking networks, we showed that FCF can be reliably estimated using extremely sparse recordings and very short samples of neural activity (tens of seconds, Fig. 5); and that FCF is robust to private and shared sources of noise typically encountered in cortical circuits (Fig. 3).

### 3.4 Hierarchical structures in cortical circuits

Previous studies strongly support the existence of a hierarchical structure in brain architecture both at the whole-brain level (Felleman and Van, 1991, Harris et al., 2019) as well as locally within single cortical areas (Arieli et al., 1996, Okun et al., 2015). In the latter case, ensemble neurons were ranked based on the degree to which their activity correlated with the average population activity (i.e., soloist and choristers). Here, we took a step beyond correlational analysis and revealed the hierarchical structure of causal interactions using
resting state data. For each afferent channels, we were able to classify its efferents as functionally "upstream" or "downstream" within the network’s causal flow. When the ground truth structural connectivity is known, as in our simulated networks, we showed that the causal hierarchy may reflect structural couplings and the existence of neural assemblies. Surprisingly, we found that causal hierarchies within a local circuit may naturally emerge from heterogeneities in recurrent couplings between neural assemblies, even in the absence of a feedforward structure.

In cases where the structural connectivity is not accessible, as in alert primate recordings, we showed that the causal hierarchy inferred from resting state predicts the effect of perturbations via electrical microstimulation. Specifically, perturbation of an afferent electrode affects more strongly efferent electrodes which are functionally coupled to the afferent compared to those that are not functionally connected. Remarkably, we uncovered a strong spatial gradient in the structure of directed functional interactions, consistent with previous results in alert monkeys (Kiani et al., 2015).

3.5 Microstimulation effects on neural activity in primates

Microstimulation experiments have played a crucial role for our understanding of the organization and function of neural circuits in the primate brain. Among many successful examples are microstimulation of motion-selective middle temporal (MT) neurons to alter choice (Salzman et al., 1990), reaction time (Ditterich et al., 2003), or confidence (Fetsch et al., 2014) of monkeys performing a direction discrimination task. However, outside of sensory or motor bottlenecks of the brain, the use of microstimulation (or other perturbation techniques) is fraught with challenges. In many regions of the primate associate cortex, neurons have complex and task-dependent selectivities. Identifying these selectivities is often time-consuming and may not be always possible. Further, perturbation of the activity of these neurons does not necessarily lead to behavioral changes commensurate with their empirically defined selectivities, partly because selectivities in one task condition may not generalize to others and partly due to network effects of perturbations beyond the directly manipulated neurons.

3.6 Model-based approach to perturbation experiments in primates

Our approach to quantify FCF based on the activity of a large neural population spread out in multiple neighboring cortical columns provides an easily implementable solution with many advantages. First, we directly assess the network effects of the activity of each neuron, and thereby generate predictions about the impact that perturbing the activity of one cluster of neurons will have on the rest of the population. Second, population activity has proven quite powerful in revealing the neural computations that underlie behavior, with features that are robust to the exact identity of the recorded neurons and their complex selectivities (Kiani et al., 2014, Mante et al., 2013, Pandarinath et al., 2018, Trautmann et al., 2019). We suggest that characterizing FCF during a task and using our model-based approach to predict the impact of a variety of perturbations on the population level representations offer an attractive alternative to the traditional trial-and-error approaches where different neural clusters are manipulated in search for a desirable behavioral effect.
We speculate that our model-based approach may lead to crucial advances in brain-machine interfaces if one can use FCF inferred from resting state activity to predict perturbation effects during a task – a direction we will actively pursue in the future.

Two key challenges in interpretation of typical microstimulation experiments are: (i) indirect activation of distant neurons through the activation of the neural cluster around the stimulating electrode, and (ii) effects on fibers of passage that could cause direct activation of neurons distant to the stimulating electrode (Histed et al., 2013). Our approach directly addresses the first challenge by mapping the FCF based on the ensemble activity. The second effect acts as noise in our approach because the FCF is quantified based only on the activity of the neurons recorded by the electrodes. The success of our approach (Fig. 7) suggests that this noise is not overwhelming. The robustness of our approach likely stems from the synergy of our delay embedding methods with our focus on the population neural responses and the large number of simultaneously recorded neural clusters in our experiments, which effectively capture key features of the intrinsic connectivity in the circuit (Fig. 2) (Kiani et al., 2015, Litwin-Kumar and Doiron, 2012, Mazzucato et al., 2015, 2019, Rostami et al., 2020).

Current methods for establishing site efficacy for perturbation experiments are labor intensive, time consuming, and often unable to generalize beyond the limited task set they are optimized for. Here, we demonstrated a new statistical method capable of predicting the impacts and efficacy of a targeted microstimulation site using only the resting state activity. Crucially, our method can directly be applied to monkeys and humans, where commonly used “large-scale” recording technologies often permit sampling from only a small fraction of neurons in a circuit (typically < 1%). Our method is thus likely to improve the safety and duration of the procedure, a key step toward targeted circuit manipulations for ameliorating cognitive dysfunction in the human brain, as well as development of future brain-machine interfaces.

4 Methods and Materials

4.1 Network models

4.1.1 Rate network

The network consists of 100+3 nodes, 3 of which belong to the subnetwork X following Rossler dynamics described by the equations below:

\[
\begin{align*}
\frac{dx_1}{dt} &= -x_2 - x_3 \\
\frac{dx_2}{dt} &= x_1 + \alpha x_2 \\
\frac{dx_3}{dt} &= \beta + x_3(x_1 - \gamma)
\end{align*}
\]

Other nodes in subnetwork Y evolve according the following dynamics:

\[
\frac{dy}{dt} = -\lambda y + 10 \tanh(J_{YX} x + J_{YY} y) + I
\]

As observed from the above equations nodes in X are uni-directionally projecting to nodes in Y. The weight matrix \( J_{YX} \) connecting X to Y is the product of a scalar \( g_i \) (connection
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_r$</td>
<td>Strength of the recurrent weights</td>
<td>4</td>
</tr>
<tr>
<td>$g_i$</td>
<td>Strength of $X$ to $Y$ weights</td>
<td>0.1</td>
</tr>
<tr>
<td>$p$</td>
<td>Connection probability from $X$ to $Y$</td>
<td>1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Rossler parameter</td>
<td>0.2</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Rossler parameter</td>
<td>0.2</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Rossler parameter</td>
<td>5.7</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Recurrent time constant</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Parameters for the rate network.

strength) and a binary matrix where the elements are sampled from $\text{Bernoulli}(p)$. The recurrent weight matrix $J_{YY}$ is drawn from $\mathcal{N}(0, g_r)$. It is shown that increasing $g_r$ will transition the network into a chaotic regime. See Table 2 for a description of the model parameters and their values.

### 4.1.2 Spiking network

We modeled the cortical circuit as a network of $N = 2000$ excitatory (E) and inhibitory (I) spiking neurons ($n_E = 80\%$ and $n_I = 20\%$ relative fractions). Connectivity was Erdos-Renyi with connection probabilities given by $p_{EE} = 0.2$ and $p_{EI} = p_{IE} = p_{II} = 0.5$. When a synaptic weight from pre-synaptic neuron $j$ to post-synaptic neuron $i$ was nonzero, its value was set to $J_{ij} = j_{ij}/\sqrt{N}$, with $j_{ij}$ sampled from a gaussian distribution with mean $j_{\alpha\beta}$, for $\alpha, \beta = E, I$, and variance $\delta^2$. E and I neurons were arranged in $p = 10$ clusters of equal size. Pairs of neurons belonging to the same cluster had potentiated synaptic weights by a ratio factor $J_{\alpha\beta}^+$, for $\alpha, \beta = E, I$. Network parameters were chosen to generate spontaneous metastable dynamics with a physiologically realistic cluster activation lifetime, consistent with previous studies (Jones et al., 2007, Mazzucato et al., 2015, 2019, Wyrick and Mazzucato, 2020). Parameter values are in Table 3.

We used leaky-integrate-and-fire (LIF) neurons whose membrane potential $V$ evolved according to the dynamical equation

$$\frac{dV}{dt} = -\frac{V}{\tau_m} + I_{\text{rec}} + I_{\text{ext}},$$

where $\tau_m$ is the membrane time. When $V$ hits threshold $V_{\alpha}^{\text{thr}}$ (for $\alpha = E, I$), the neuron emits a spike and $V$ is held at reset $V_{\text{reset}}$ for a refractory period $\tau_{\text{refr}}$. Thresholds were chosen so that the homogeneous network (i.e., where all $J_{\alpha\beta}^+ = 1$) was in a balanced state with rates $(r_E, r_I) = (2, 5)$ spks/s (Amit and Brunel, 1997, Mazzucato et al., 2019, Wyrick and Mazzucato, 2020). Input currents contained a contribution $I_{\text{rec}}$ from the recurrent connections and an external current $I_{\text{ext}} = I_0 + I_{\text{pert}}(t)$ (units of mV s$^{-1}$). The first term $I_0$ is a constant term representing input to the E or I neuron from other brain areas. For each neuron, $I_0$ it is drawn from a uniform distribution in the interval $[I_{0\alpha}(1 - a_0), I_{0\alpha}(1 + a_0)]$, where $I_{0\alpha} = N_{\text{ext}}J_{\alpha0}\tau_{\text{ext}}$ (for $\alpha = E, I$), $N_{\text{ext}} = n_ENp_{EE}$, and $a_0 = 2.5\%$. $I_{\text{pert}}(t)$
represents the time-varying afferent perturbation (see below). The recurrent term evolved according to

\[
\tau_{\text{syn}} \frac{dI_{\text{rec}}}{dt} = -I_{\text{rec}} + \sum_{j=1}^{N} J_{ij} \sum_{k} \delta(t - t_k),
\]

where \(\tau_{\text{s}}\) is the synaptic time, \(J_{ij}\) are the appropriate recurrent couplings and \(t_k\) represents the time of the k-th spike from the j-th presynaptic neuron. Parameter values are in Table 3.

We modeled the effect of perturbations as a 100ms-long constant step input increase to the external current \(I_{\text{pert}}\). Simulations were performed using custom software written in Python. Simulations in the resting state comprised 80s. Each network was initialized with random synaptic weights and simulated with random initial conditions in each trial. Python code to simulate the model during resting state and perturbations is located at https://github.com/amin-nejat/CCM.

Table 3. Parameters for the spiking network in Fig. 5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(J_{EE})</td>
<td>mean E-to-E synaptic weights (\times \sqrt{N})</td>
<td>0.24</td>
</tr>
<tr>
<td>(J_{IE})</td>
<td>mean E-to-I synaptic weights (\times \sqrt{N})</td>
<td>0.45</td>
</tr>
<tr>
<td>(J_{EI})</td>
<td>mean I-to-E synaptic weights (\times \sqrt{N})</td>
<td>3.07</td>
</tr>
<tr>
<td>(J_{II})</td>
<td>mean I-to-I synaptic weights (\times \sqrt{N})</td>
<td>-0.15</td>
</tr>
<tr>
<td>(J_{E0})</td>
<td>mean external input weights to E neurons (\times \sqrt{N})</td>
<td>0.058</td>
</tr>
<tr>
<td>(J_{I0})</td>
<td>mean external input weights to I neurons (\times \sqrt{N})</td>
<td>0.052</td>
</tr>
<tr>
<td>(J_{E}^{+})</td>
<td>E-to-E within-cluster weight potentiation factor</td>
<td>31.5</td>
</tr>
<tr>
<td>(J_{IE}^{+})</td>
<td>mean E-to-I synaptic weights between clusters</td>
<td>9.3</td>
</tr>
<tr>
<td>(J_{EI}^{+})</td>
<td>mean I-to-E synaptic weights between clusters</td>
<td>8.6</td>
</tr>
<tr>
<td>(J_{II}^{+})</td>
<td>mean I-to-I synaptic weights between clusters</td>
<td>6.2</td>
</tr>
<tr>
<td>(p_{EE})</td>
<td>mean E-to-E connection probability within clusters</td>
<td>.2</td>
</tr>
<tr>
<td>(p_{IE})</td>
<td>mean E-to-I connection probability within clusters</td>
<td>.5</td>
</tr>
<tr>
<td>(p_{EI})</td>
<td>mean I-to-E connection probability within clusters</td>
<td>.5</td>
</tr>
<tr>
<td>(p_{II})</td>
<td>mean E-to-E connection probability within clusters</td>
<td>.5</td>
</tr>
<tr>
<td>(r_{\text{ext}})</td>
<td>Average baseline afferent rate to E and I neurons</td>
<td>5 spks/s</td>
</tr>
<tr>
<td>(V_{\text{thr}}^{E})</td>
<td>E threshold potential</td>
<td>1.43 mV</td>
</tr>
<tr>
<td>(V_{\text{thr}}^{I})</td>
<td>I threshold potential</td>
<td>0.74 mV</td>
</tr>
<tr>
<td>(V_{\text{reset}})</td>
<td>E and I reset potential</td>
<td>0 mV</td>
</tr>
<tr>
<td>(\tau_{m})</td>
<td>E and I membrane time constant</td>
<td>20 ms</td>
</tr>
<tr>
<td>(\tau_{\text{refr}})</td>
<td>E and I absolute refractory period</td>
<td>5 ms</td>
</tr>
<tr>
<td>(\tau_{s})</td>
<td>E and I synaptic time constant</td>
<td>5 ms</td>
</tr>
</tbody>
</table>
4.2 Functional causal flow estimation

The algorithm used for functional causal flow estimation was based on the convergence cross-mapping (CCM) method, proposed in ecosystem analysis (Sugihara et al., 2012) and only recently tested in a *in vitro* electrophysiology (Tajima et al., 2017).

In contrast to more traditional causality-detection algorithms based on information transfer, which test the prediction of a downstream time series through information from an upstream one, CCM operates through "nowdiction" (reconstruction of simultaneous time segments) of an upstream series through information from a downstream one. The functional causality relation in between any pair of units is then determined by comparing the accuracy of nowdiction in the two directions. As ensured by a powerful theorem (Sauer et al., 1991), nowdiction of the upstream channels tends toward zero error in the asymptotic limit of infinite data size.

Each time segment of data is encoded as a so-called delay vector, by choosing an embedding dimension $d$ and a delay time $\tau$ and constructing higher dimensional vectors

$$X^{(d)}(t) = [x(t), x(t - \tau), \ldots, x(t - d\tau + \tau)]$$

from the given time series $x(t)$ (Fig. 1). The high-dimensional time series constructed through embedding lives on a manifold diffeomorphic to the full attractor only as long as the embedding dimension $d$ is larger than twice the dimensionality of the attractor (Takens, 1981), a statement that generalizes to the box-counting dimension for fractal attractors (Sauer et al., 1991). This can be far smaller than the number of variables involved in processing, as routinely happens in brain activity during any given task. Two parameters are thus involved in the embedding procedure, the embedding dimension $d$ and the delay time $\tau$. The condition that $d$ be large enough is sufficient for an ideal setting, but how to select them for a given real dataset has been the topic of a vast literature (see (Thiel et al., 2006)). The choice of $\tau$ and $d$ depend on the specific dataset. For the spiking data from alert monkeys and network simulations, we estimated spike counts in $b = 60ms$ bins, used a delay time $\tau = b$ and an embedding dimension $d = 7$, although we confirmed that reconstruction results held robustly for a wide range of $d$ (not shown). We split the full multi-dimensional time series into two segments – a training period and a test period. Specifically we choose the latter from the end of the sample being studied, and took it to be $1/10$ of the full. Given that cross-validation serves as a guarantee against overfitting, it allows us to rely on a simple nearest neighbor algorithm to concretely perform reconstructions.

Given two time series $x(t)$ and $y(t)$, $d$-dimensional time series of delay vectors $X(t)$ and $Y(t)$ are constructed. To test the accuracy of reconstruction, the data are segmented into a library period and a test period. For each putative downstream vector $X(t)$ in the test sample, a reconstruction $\hat{Y}(t)$ is obtained by listing the $k$ time points $t_j[t]$ ($j = 1, \ldots, k$) corresponding to the delay vectors that are nearest neighbor to $X(t)$ according to the euclidean distance $\Delta_j(t) = ||X(t) - X(t_j[t])||$. For each neighbor, the corresponding weight is computed as a positive, decreasing function of its distance from $X(t)$, namely.
### Hyperparameters for spiking activity

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b)</td>
<td>bin size for spike counting</td>
<td>60 ms</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>ratio of recording used as test sample</td>
<td>0.1</td>
</tr>
<tr>
<td>(\tau)</td>
<td>delay time (in units of (b))</td>
<td>1</td>
</tr>
<tr>
<td>(d)</td>
<td>embedding dimension</td>
<td>7</td>
</tr>
<tr>
<td>(k)</td>
<td>number of nearest neighbors for reconstruction</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table 4.** Hyperparameters applied to estimate causal flow from resting state spiking activity in awake monkeys and network simulations.

### Metadata and settings for stimulation response analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_{\text{resting}})</td>
<td>duration of resting state recording</td>
<td>10 min</td>
</tr>
<tr>
<td>(T_{\text{pulse}})</td>
<td>duration of stimulus</td>
<td>~ 120 ms</td>
</tr>
<tr>
<td>(dT)</td>
<td>time step used for response detection</td>
<td>7 ms</td>
</tr>
<tr>
<td>(\Delta_{\text{pre}})</td>
<td>time cushion before onset for extracting pre-pulse distributions</td>
<td>10 ms</td>
</tr>
<tr>
<td>(\Delta_{\text{post}})</td>
<td>time cushion after onset for extracting post-pulse distributions</td>
<td>4 ms</td>
</tr>
<tr>
<td>(T_{\text{max}})</td>
<td>maximal time lapse considered after stimulus</td>
<td>500 ms</td>
</tr>
</tbody>
</table>

**Table 5.** Metadata and settings for response analysis.

\[ w_j(t) = f_j(\Delta_1(t), \ldots, \Delta_k(t)), \text{ normalized to yield the reconstruction} \]

\[
\hat{Y}(t) = \frac{\sum_{j=1}^{k} w_j(t)Y_{t_j[t]}}{\sum_{j=1}^{k} w_j(t)}
\]

In the limit of infinitely long datasets, any finite \(k\) and any function \(f\) will yield asymptotically the same reconstruction. For a finite dataset, a common choice which we adopted is a uniform weight associated to the "simplex dimension" \(k = d + 1\) (Sugihara and May, 1990). The major computational bottleneck lies in the extraction of the nearest neighbors. We used a ball tree data structure, which partitions data in a series of nesting hyper-spheres as suitable to the structure of the training data. Reconstruction for a single recording took a matter of minutes on a regular laptop.

Once reconstructions are obtained, their accuracy is estimated through the linear correlation coefficient between the test-period time series \(Y(t)\) and its reconstruction \(\hat{Y}(t)\). In the noiseless infinite-data limit such correlation saturates to one if a causal flow exists in the direction opposite to reconstruction. With finite sample size, we adopted significance of the correlation coefficient as a sufficient condition for various causal scenarios – unidirectional flow in either direction, recurrence, and independence (Fig 2). Notice that the chosen measurement of reconstruction accuracy is a random variable over the space of system trajectories but not necessarily a normal one – being a correlation coefficient it is in fact bounded between 0 and 1. This poses statistical problems to comparing different
reconstruction coefficients, and in particular coefficients in two converse directions ((Deyle et al., 2013, Wang et al., 2014)). Crucially, for this reason why define the FCF as the Fisher z-transform of the reconstruction coefficient, which can be relied upon to have near-normal distribution (Fisher, 1925).

4.2.1 Data preprocessing

While the creation of delay vectors directly from spikes has been explored in the literature (Sauer, 1995), we found it convenient to use spike count as continuous variables from whose time series to build delay vectors. Smoothing the spike counts is a delicate step that can introduce extraneous interference even if the linear filter is of a causal type. Specific denoising techniques (Hamilton et al., 2017) have been proposed to circumvent this problem for the preprocessing pipeline of delay-embedding analyses. We found that the least invasive approach was to rely entirely on a nearest neighbor method to perform the denoising.

Since the binning already performs a temporal coarse graining on the information available from recordings, we chose to pick the delay time step equal to one in units of the bin width \( b = 60 \text{ms} \). The bin width and all the other hyperparameters are listed in Table 4.

Properties studied by delay embedding are invariant under any differentiable change of variables, and in particular under linear transformations. However, because differences in scale between the activities of individual neurons can affect the calculation of nearest-neighbor weights, the firing rate time series of all channels were shifted and normalized to have zero mean and unit variance, thereby removing concerns about the scale dependence of the exponent in the nearest neighbor weights.

4.3 Significance of causal flow

To establish significance of estimated values of FCF, we adopted an approach to hypothesis-testing now widely used in nonlinear science that consists in generating "surrogate" data, i.e. artificially constructed time series that match the original dataset according to some statistical benchmarks but where the property being tested has been scrambled. The ranking of a discriminating statistic over the distribution of the same quantity calculated on the surrogate allows a significance test on the hypothesis. We chose a surrogate generation method, first proposed in (Thiel et al., 2006), that was designed to preserve all large-scale nonlinear properties of the system. Surrogate time series are produced in three stages. Firstly, we evaluated phase-space distances among Takens states constructed from each time series: nearest neighbors were defined as states within a certain maximum radius from each others. Secondly, an equivalence relationships is defined between states possessing the same set of neighbors (known as "twins"). Finally, surrogate trajectories are initialized randomly and generated by allowing each subsequent step to start with equal probability from the state it just reached or from one of its twins. Each set of twins is thus replaced by a probability superposition of them – macrostates that coarse-grain phase space by making trajectories stochastic. Each surrogate time series emerges thus as the instantiation of a Markov process whose transition matrix has diagonal elements \( p_{ii} = (n_i - 1)/n_i \), for \( n_i \) equal to the number of twins. This method has the advantage of preserving the temporal
statistics of the full system, at the price of introducing a hyperparameter, the neighborhood radius, chosen as the 10% quantile in the nearest-neighbor distances distributions of Takens states as the threshold for neighborhood to base the twinning upon.

The rational for choosing the twin surrogate method described above as opposed to surrogates based on random reshuffling of time points (which destroys all but the amplitude distribution) or isospectral surrogates (based on reshuffling the phases of the Fourier transform and anti-transforming with certain precautions about boundaries, thus preserving autocorrelation) is the following. The latter two methods destroy not just the causal links but rather any nonlinear property of the system (e.g. its density distribution in phase space and its entropy) and therefore pose a considerable risk for false positive. we thus adopted the choice of twin surrogates as a vastly more conservative one which preserves the nonlinear properties of the system while destroying the causal links (for details see (Thiel et al., 2006)).

4.3.1 Estimating perturbation effects

We estimated perturbation effects by comparing network activity in intervals of length $T_{max}$ ending $\Delta_{pre}$ before the onset and beginning $\Delta_{post}$ after the offset of each perturbation. Such cushion periods reflected the transient pause in recording in those short periods adjacent to each microstimulation (see below). The spiking activity of each efferent neural cluster was estimated in $dT$ bins covering the lapse interval $T_{max}$ and the distribution of spike counts was aggregated across all stimulation trials of the same afferent. The results were largely consistent for a variety of bin sizes and $T_{max}$; we chose values that maximized our analysis power without obscuring the dynamics of the effects. A Kolmogorov-Smirnov (KS) test between the pre- and post-stimulation aggregated spike count distributions was performed to assess a significant effect of a perturbation, whose effects were reported in the form of KS statistics and p-value (Fig. 6 and Fig. 7). All parameters are reported in Table 5.

4.4 Experimental data

We recorded and perturbed the activity of neurons in the pre-arcuate gyrus (area 8Ar) of macaque monkeys (macaca mulatta) using chronically implanted multi-electrode Utah arrays (96 electrodes; Blackrock Microsystems). All experimental procedures conformed to the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the New York University Animal Welfare Committee.

During the experiments, monkeys sat in a primate chair, with their heads fixed using a titanium head post. The room was mildly lit and quiet. Monkeys did not perform any task nor receive reward. We monitored the monkey’s eye and limb movements using infra-red camera systems (Eylink for eye tracking, 1 KHz sampling rate). The monkey remained awake (open eyes) and rarely moved limbs during these resting blocks, which were typically 10-20 min long. We started a session with a resting state recording block that we used to quantify functional causal flows and predict the perturbation effects. This block was followed with a recording and microstimulation block that we used for testing the predictions.
The electrodes of the Utah array were 1mm long with 400 µm spacing between adjacent electrodes, permitting simultaneous recordings from neighboring columns in a 4 mm × 4 mm region of cortex. Raw voltage signals were filtered and thresholded in real time to identify spikes. Spike waveforms and raw voltage were saved at 30 KHz sampling frequency for offline processing.

Electrical microstimulation was delivered through individual electrodes of the Utah array. Microstimulation pulse trains consisted of low current (15 µA) biphasic pulses (Afraz et al., 2006, Fetsch et al., 2014, Salzman et al., 1992), each 0.2 ms long, delivered at 200 Hz. Pulse trains were 120 ms long and occurred once in any 5 s period. The exact time of the microstimulation with the 5s periods varied randomly. Electrophysiological recording was done in between the microstimulation trains; it resumed with a short latency (≤5 ms) at the end of each pulse train and continued until the beginning of the subsequent train. Microstimulation of the prearcuate gyrus with currents >50 µA could trigger saccadic eye movements (Bruce et al., 1985). Our low current microstimulation was chosen well below this motor threshold and never triggered saccades in our experiments.

4.5 Spatial dependence of FCF and perturbation

Both the FCF and the perturbation effects decayed with the distance from the afferent electrode. In order to control for this effect, we performed a partial correlation analysis by detrending the spatial dependence of FCF and the perturbation effects (KS) using a linear regression, and then reevaluating the Pearson correlation between the their residuals (Fig. S3). In particular, fixing an afferent j and given three measurements for each efferent i, namely $FCF_i$ (functional causal flow), $KS_i$ (interventional connectivity, and $d_i$ (physical distance between electrodes i and j) we fit two linear regression models:

$$FCF_i = \beta_0^{FCF} + \beta_1^{FCF} d_i + \epsilon_i^{FCF}$$

$$KS_i = \beta_0^{KS} + \beta_1^{KS} d_i + \epsilon_i^{KS}$$

The partial correlation between FCF and KS controlling for physical distance is then given by: $\rho(\epsilon_i^{FCF}, \epsilon_i^{KS})$. This quantity allows us to measure the unique contribution of FCF in predicting KS by removing their linear spatial dependence. We further repeated this experiment nonparametrically by subtracting the median curve shown in Fig. 7 and computing the correlation between the residuals. These results confirm our observation that the relationship between FCF and KS is not simply a confound of the physical distance between the electrodes.
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Figure S1. Surrogate data generation. A) Significance of functional causal flow (FCF) is established by comparison to surrogate datasets designed to preserve all large-scale nonlinear properties of the system. Surrogates are produced in three stages: top, phase-space distance is evaluated among Takens states constructed from each time series, and nearest neighbors are identified; center, states in the trajectory are coarse-grained by collapsing states with the same set of neighbors (in the example, the blue and purple clusters merge but the orange and green ones do not); bottom, surrogate trajectories are generated from random initial conditions by regarding twin-sets as retentive states in a Markov process (retention is represented by self-loop and has probability $p = (n - 1)/n$ where $n$ is the number of twins. B) Example trajectory depicted over the matrix of phase-space distances for the multi dimensional time series shown along both axes. Whereas the main diagonal corresponds to the flow of the recorded time series, at each step the surrogate time series can either move forward as in the recording or depart from the main diagonal (vertical orange lines) to pick one of the low-distance states in its own twin set, and perform from there a forward step mimicking the recording (purple broken lines). Notice that, as in the example, motion can be both forward and backward in time.
Figure S2. Full resting state FCF. Full resting state FCF matrix inferred from ensemble spiking activity in two sessions from multi-electrode array recordings in the pre-arcuate gyrus during quiet wakefulness (same sessions as in Fig. 7).
Figure S3. Controlling for spatial dependence of FCF and perturbation effects. The residuals FCF (A) and perturbation (B) effects from Fig. 7A-B after removing the dependence on distance from the afferent electrode. C) Partial correlation between FCF and perturbation effects (KS) after controlling for spatial dependence. D) For each stimulated afferent in panel B, after removing the spatial distance, the residual aggregated perturbation effects are larger over efferents with significant residual resting state FCF vs. efferents with non-significant residual FCF (mean±s.e.m. across gray and red-circled dots from panel E; t-test, *, **, *** = p < 0.05, 0.01, 0.001).