Predicting which genes will respond to perturbations of a TF:
TF-independent properties of genes are major determinants of their responsiveness
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ABSTRACT

Background: The ability to predict which genes will respond to perturbation of a TF’s activity serves as a benchmark for our systems-level understanding of transcriptional regulatory networks. In previous work, machine learning models have been trained to predict static gene expression levels in a given sample by using data from the same or similar conditions, including data on TF binding locations, histone marks, or DNA sequence. We report on a different challenge – training machine learning models that can predict which genes will respond to perturbation of a TF without using any data from the perturbed cells.

Results: Existing TF location data (ChIP-Seq) from human K562 cells have no detectable utility for predicting which genes will respond to perturbation of the TF, but data obtained by newer methods in yeast cells are useful. TF-independent features of genes, including their pre-perturbation expression level and expression variation, are very useful for predicting responses to TF perturbations. This shows that some genes are poised to respond to TF perturbations and others are resistant, shedding significant light on why it has been so difficult to predict responses from binding locations. Certain histone marks (HMs), including H3K4me1 and H3K4me3, have some predictive power, especially when downstream of the transcription start site. In human, the predictive power of HMs is much less than that of gene expression level and variation. Code is available at https://github.com/yiming-kang/TFPertRespExplainer.

Conclusions: Sequence-based or epigenetic properties of genes strongly influence their tendency to respond to direct TF perturbations, partially explaining the oft-noted difficulty of predicting responsiveness from TF binding location data. These molecular features are largely reflected in and summarized by the gene’s expression level and expression variation.
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INTRODUCTION
Understanding the function of a genome requires knowing which transcription factors (TFs) directly regulate each gene. A systems-level understanding should also enable us to predict which genes will change in expression level in response to direct perturbations of TFs. It was hoped that determining where in the genome each TF binds by chromatin-immunoprecipitation (ChIP) would go a long way toward solving these problems, but several studies have shown that the set of genes whose promoters are bound by a TF and the set of genes that respond to perturbations of that TF do not overlap much (Gitter et al. 2009; Lenstra and Holstege 2012; Cusanovich et al. 2014; Kang et al. 2020). Genes that are responsive but not bound may be indirect targets of the TF. The genes that are not responsive despite the fact that their regulatory DNA is bound by the perturbed TF constitute a greater mystery. Currently, we cannot predict which bound genes will respond to a perturbation and which will not. In this paper, we take on the challenge of predicting whether a gene will respond to perturbation of a TF by using data on where the TF binds along with a variety of TF-independent features of each gene, including histone marks (HMs), chromatin accessibility, dinucleotide frequencies, and the gene’s pre-perturbation expression level and expression variation.

A number of studies have shown success in predicting the expression levels of genes by using TF binding signals (Middendorf et al. 2004; Ouyang et al. 2009; Schmidt et al. 2017) or HMs in each gene’s regulatory region (Karlić et al. 2010; Cheng et al. 2011; Dong et al. 2012; McLeay et al. 2012; Singh et al. 2016; Read et al. 2019). All these models predict expression level in a given sample by using data from the same cell type and similar growth conditions. As result, the epigenetic features used for prediction could be causes, consequences, or merely correlates of gene expression level (Henikoff and Shilatifard 2011). Recently, deep neural networks have been used to predict the expression level of a gene from the DNA sequence flanking it (Kelley et al. 2018; Zhou et al. 2018; Washburn et al. 2019; Agarwal and Shendure 2020). Models have also been trained to predict the variability of gene expression within or across cell types (Ouyang et al. 2009; Zhou et al. 2014; González et al. 2015; Crow et al. 2019; Sigalova et al. 2020). In addition to the above genomic features, combining the binding signals of RNA-binding proteins and microRNA at gene bodies with TFBS at promoters was also found to be predictive (Tasaki et al. 2020).

We have taken on a different challenge – training machine learning models that can predict which genes will respond to perturbation of a TF without using any data from perturbed cells. Because the predictive features are measured in unperturbed cells, they cannot be consequences of the perturbation or the response. The overall accuracy of the models serves as a benchmark for our understanding of global regulatory networks. Perhaps more important, analysis of the trained models can provide insight into the factors that determine which genes respond to a TF perturbation. Many methods have been developed to explain how specific features and feature values influence a complex model’s predictions (Molnar 2019; Breiman 2001; Zeiler and Fergus 2012; Zhou and Troyanskaya 2015; Fisher et al. 2019). In this paper we rely on SHAP values (Lundberg and Lee 2017). A SHAP value represents the influence of one feature on one prediction. The SHAP value for a given prediction is based on a locally
weighted linear regression model that approximates a non-linear model in the region of feature space near that prediction. A positive SHAP value for a feature of a prediction indicates that that feature pushes the model to predict a higher response. Conversely, a negative SHAP value indicates that the feature value pushes the model to predict a lower response. The magnitude of the SHAP value of a feature of a prediction indicates how much that feature influences that prediction.

Summary calculations make it possible to draw conclusions about features that apply to all predictions or to a specific subset of prediction. Separately summing the positive and negative SHAP values for a feature over a set of predictions reveals the relative strength of the positive and negative influences of the feature. This can be especially useful when looking at just the positive predictions, just the negative predictions, predictions which are predicted accurately or inaccurately. Summing positive and negative SHAP values of a feature together provides a sense of the feature’s overall direction of influence, which we refer to as its net influence. Summing the absolute values of the SHAP values for a set of predictions shows how important the feature is in determining the model’s predictions, regardless of direction. We refer to the sum of absolute SHAP values over a set of predictions as global feature importance.

SHAP analysis, complemented by analyses of model accuracy, provides several surprising biological and methodological insights.

1. Existing genome-scale data on TF binding locations, including ENCODE data on human K562 cells, are not useful for predicting which genes will respond to perturbation of a TF. However, yeast data obtained by newer methods (transposon calling cards or ChIP-exo) are.
2. A few HMs have value for predicting perturbation responses, primarily when they occur in the gene body downstream of the transcription start site (TSS).
3. For both yeast and human, pre-perturbation gene expression level and gene expression variation (GEX features) were surprisingly useful for predicting whether a gene would respond to perturbation of any TF or other regulatory protein; for human cells, they were far and away the most useful features. When these features are available, HMs provide no additional information that is useful for predicting perturbation responses in human K562 cells.

In summary, properties of the gene itself have a major influence on its tendency to respond to regulatory perturbations. The extent to which this tendency is determined by the gene’s epigenetic state or its inherent properties remains to be seen.

RESULTS

Modeling frameworks, features, and datasets
We took a two-step approach to understanding the determinants of transcriptional responses to TF perturbations: (1) train machine learning models to predict whether each gene will respond to a perturbation of a particular TF and (2) analyze the trained models to identify which genomic features they used to make their predictions. We provided the models with three types of genomic features (Fig. 1A). First, data on the binding locations of the perturbed TF (location features). Second, data on the median and variance of each gene’s expression levels in unperturbed samples (GEX features).
Third, data on each gene’s epigenomic context, including DNA accessibility, selected histone modifications, and dinucleotide frequencies (epigenetic features). We focused on eight histone marks that were previously shown to be most useful for predicting gene expression level (Karlić et al. 2010; Zhou et al. 2014; González et al. 2015; Singh et al. 2016; Roadmap Epigenomics Consortium et al. 2015) (Table S1). Neither GEX features nor epigenetic features are tied to any specific TF – if they predict a gene’s responsiveness to perturbation of one TF, they should also predict its responsiveness to perturbation of other TFs.

Figure 1. Model and performance. (A) Features for predicting transcriptional responses to TF perturbation. (B) Framework for predicting responses, evaluating model performance, and estimating local feature influences. (C) Model accuracy on yeast TFs using all binding location data. (D) Model accuracy on eight yeast TFs with binding location data from both ChIP-exo and calling cards assays. (E) Model accuracy on human K562 cells using two methods of aggregating data from enhancers associated with each gene.
To generate a feature matrix, we defined cis-regulatory regions for each gene and mapped genomic data to them. For yeast genes, we assumed a regulatory region ranging from 1000 bp upstream of the transcription start site (TSS) to 500 bp downstream. Although most studies assume the yeast promoter is smaller than this, we expected that the models would learn which parts of this region are most predictive. For human genes, we included both proximal promoters (4 kb centered on the 5'-end TSS) and distal enhancers (taken from Fishilevich et al. 2017; see Methods). 47% of alternative TSS's fell within 4 kb region around the 5' TSS. The 5' TSS and others within 2 kb of it account for the vast majority of transcription (Supplemental Fig. S1). Alternative promoters outside of this region were treated as enhancers (Andersson and Sandelin 2020). To test whether certain locations within a regulatory region are more important than others, we divided the promoter regions into 100 bp subregions, each with its own features. Within each 100 bp subregion, signals from assays for TF binding location, DNA accessibility, or histone marks were aggregated and discretized. For yeast, we used TF binding location data generated by two in vivo assays: transposon calling cards (Wang et al. 2011; Shively et al. 2019; Kang et al. 2020) and ChIP-exo (Bergenholm et al. 2018; Rossi et al. 2018). We showed previously that these datasets predict perturbation responses much better than older ChIP-chip data (Kang et al. 2020). We used data on yeast histone marks from ref. (Weiner et al. 2015) and chromatin accessibility from ref. (Schep et al. 2015), both assayed in steady-state growth conditions. For human models, we used data from the K562 cell line because the it has the most TFs that were ChIPped and perturbed in the ENCODE Project (Dunham et al. 2012; Davis et al. 2018; Abascal et al. 2020). Histone marks, DNA accessibility, and perturbation-response data were also from ENCODE (see Methods). For both yeast and human, preperturbation expression variance was adjusted to make it independent of expression level (Methods; Supplemental Fig. S2).

We trained the models to predict whether a gene will respond to a TF perturbation (Fig. 1B). For yeast, responsiveness was determined by using data from ref. (Hackett et al. 2020), who measured transcriptional responses shortly after chemically inducing overexpression of each TF. We focused on the responses at 15 minutes after the induction (see Methods). For human, responsiveness was determined by using ENCODE RNA-Seq data measured after TF knockdown or knockout. Our datasets included 25 yeast TFs and 56 human TFs with both binding and perturbation-response data. The average number of genes that responded to each perturbation was ~6.7% in yeast (median: 2.7%, sd: 9.4%) and ~6.4% in human (median: 2.5%, sd: 8.3%).

We trained and tested two ensemble classifiers for each perturbed TF—random forests and a gradient boosting implementation called XGBoost (Chen and Guestrin 2016) – by using ten-fold cross-validation on genes. Below, we analyze how the features influence the prediction for each gene using the model that was not trained on that gene. We used precision recall curves for accuracy evaluation and the area under the curve (AUPRC) as a summary statistic. This approach is appropriate because only a small fraction of genes is responsive to each perturbation, creating large class imbalances.
First, we tested the two classifiers using yeast TF binding-location data from either transposon calling cards or ChIP-exo, keeping all other features constant. The best combination of classifier and binding data was XGBoost on calling cards data (Fig. 1C). However, calling cards and ChIP-exo data assayed different sets of TFs. To make a direct comparison, we trained and tested XGBoost models for the eight TFs assayed by both methods. The calling cards data again yielded greater prediction accuracy (Fig. 1D). We also tried replacing binding location data with TF binding potentials obtained by scanning a binding specificity model for the perturbed TF (Spivak and Stormo 2012; Grant et al. 2011) over promoter sequences. Binding potential was least useful, even when data on chromatin accessibility was also included in the model (Fig. 1D). Going forward, we use the XGBoost models. For yeast, we focused on TFs that had either calling cards or ChIP-exo data; for those that had both, we used the data that yielded the best prediction accuracy.

Using XGBoost on the K562 ENCODE data, we investigated two ways of incorporating binding and epigenetic features from enhancers. The two methods divide the region around the promoter into subregions in different ways and sum the signals from enhancers within each subregion to form a single feature value. The first method (\textit{bin enhan}) sums signals over enhancers within subregions whose widths increase exponentially with their distance from the TSS (Supplemental Fig. S3). The second approach (\textit{agg enhan}) sums signals from all enhancers upstream of the TSS to create one feature and all enhancers downstream of the TSS to create another. Models trained using the two strategies of enhancer-feature mapping show no significant difference in accuracy ($P = 0.63$, paired t-test; Fig. 1E), so we used less numerous aggregated enhancer features in the remainder of the study.

The prediction accuracy varied quite a bit from one TF to another (Supplemental Fig. S4). In general, accuracy was lower for TFs that had fewer responsive targets than for those that had many (Supplemental Fig. S5A,B). This is likely the result of extreme class imbalance, which is known to hinder classification algorithms (Japkowicz and Stephen 2002) and the lack of enough positive examples to learn from. In the ENCODE data, another major factor was the effectiveness of the TF perturbation. The larger the absolute log fold change of the TF in the perturbed sample relative to the unperturbed, the better the TF model performed (Supplemental Fig. S5D). There was no such trend in the yeast data because the induced TFs were highly over-expressed (typically at least 16-fold, Supplemental Fig. S5C).

\textbf{SHAP analysis shows that the TF binding signal is useful for prediction in yeast}

The next step in our analysis was to determine what XGBoost learned about genomic features and how it used them. The model interpretation approach we used is based on SHAP values (Lundberg and Lee 2017; Lundberg et al. 2018). SHAP values explain why the prediction for one particular test example – one TF-gene pair – differs from the average prediction for all genes in response to perturbation of that TF. Of course, explaining what an algorithm learned is only interesting if it learned something significant, as indicated by its prediction accuracy. Thus, we analyzed only models with
a median cross-validation AUPRC greater than 0.1, yielding models for 17 yeast TFs (Supplemental Table S2) and 30 human TFs (Supplemental Table S3).

Taking the XGBoost model for yeast TF Lys14 as an example, Figure 2A illustrated the SHAP values calculated for each feature of LYS9, a responsive gene, and ECM23, a non-responsive gene. The primary factors that caused the model to predict that LYS9 would be responsive are (1) the Lys14 binding signal in the 500 bp upstream of the TSS and (2) LYS9's pre-perturbation expression level (Fig. 2A, left, red). For ECM23, these positive influences were absent (Fig. 2A, right). Furthermore, ECM23’s pre-perturbation expression level and, to a lesser extent, its pre-perturbation expression variation, pushed the model to predict that it would not respond to Lys14 perturbation (blue). To aggregate these influences across promoter regions, we separately summed all positive SHAP values for each feature, which are plotted in red to the right of the heatmaps, and all negative SHAP values for each feature, which are plotted in blue. If a feature has a positive influence in some regions of the promoter but negative in others, it is shown with both a red bar (to the right of the centerline) and a blue bar (to the left of the centerline). For LYS14 and ECM23, most features have only positive or only negative SHAP values, so only one bar is visible.
Figure 2. Quantification of feature influences. (A) An example of decomposing the predicted score using SHAP values. Lys9 is a responsive target of yeast TF Lys14 with predicted response probability 0.83 and Ecm23 is an unresponsive gene with predicted response probability 0.01. The top panel shows the features that are independent of genomic coordinates; the bottom panel shows the features that depend on genomic coordinates. The right horizontal bars show the respective sums of SHAP values that are positive (red) and negative (blue), regardless of their genomic coordinates. (B) Left: For yeast TF Lys14, the positive (red) or negative (blue) SHAP values for each feature, summed over genomic positions relative to each gene and averaged over genes that respond to Lys14 perturbation. Right: The same analysis for genes that do not respond to Lys14 perturbation. (C) Distribution across TFs of the “net influence” of each feature on predictions, averaged over responsive targets. Net influence is the sum of all SHAP values for a feature, regardless of sign or genomic position. (D) Comparison of yeast model accuracy using four types of input features: the model described previously (Full model), the model trained without TF binding features, the model without gene expression features, and the model without histone marks (HMs). (E) Same as (C) except for human K562 TF perturbations. (F) Human model accuracy as in (D), with the addition of a model trained only on gene expression features (GEX only). (G) Comparison of net influences of features on predictions for responsive human genes. Models were
trained with gene expression features (Full model) or without. (H) Comparison of model accuracy using four types of input features: the model described previously (Full model), the model excluding enhancer features (Promo only), the model excluding enhancer features and features mapped upstream of the TSS (Gene body 2Kb), and the model using only pre-perturbation gene expression features (GEX only).

To get a sense of how feature values affected the model’s predictions for all genes, we first divided genes into responsive and non-responsive. Within each group, for each feature, we separately summed its positive SHAP values from all promoter regions of all genes and its negative SHAP values (Fig. 2B). For Lys14-responsive genes (Fig 2B, left), Lys14 binding data in the gene’s promoter tends to have a much bigger effect on predictions when it pushes the predicted probability of response up (red bar) than when it pushes the predicted probability of response down (blue bar). Comparing the red and blue bars for other features reveals net positive effects from pre-perturbation gene expression level and variation. Histone marks H3K79me1 and H3K4me3 have smaller positive influences and they have negative influences that are almost as large as the positive ones, on average. Thus, depending on the promoter position, the value of the histone mark feature, and the gene, these features can either increase the predicted probability of a gene’s responding or decrease it. For genes that do not respond to the Lys14 perturbation, the net influences of all features are close to zero (Fig. 2B, right), indicating that they do not push predictions for non-responsive genes very far from the average prediction for all genes. This average is low – 6.8% probability of being responsive – since the vast majority of genes do not respond to perturbation of Lys14.

To generalize from Lys14 to all TFs, we calculated the net influences of features on predictions for genes that respond to perturbation of each TF and plotted the distributions (Fig. 2C). This showed that the findings for Lys14 generalize well to the other TFs. The biggest net influence was the binding signal from the perturbed TF, followed by gene expression level, gene expression variation, and histone marks H3K79me1 and H3K4me3. Supplemental Figure S6 shows the positive and negative influences of each feature on both responsive and non-responsive genes.

Complementary analysis of the effects of dropping feature classes from the model confirmed that TF binding features contribute most to the accuracy of the full model, followed by gene expression features (Fig. 2D). Dropping histone marks had a marginally significant but very small effect (the mean AUC dropped 0.01, $P<0.04$). This was due to an effect on a minority of TFs, since the median AUC actually increased by 0.006.

**In human cells, ChIP-seq peaks and epigenetic marks have relatively little value for response prediction**

Next, we summarized SHAP values for each human TF model, focusing first on genes that respond to perturbation of the TF. Strikingly, ChIP-seq peaks for a TF, which reflect its binding location, had essentially no net influence on predictions for genes that are in fact responsive (Fig. 2E). This is consistent with earlier studies (Gitter et al. 2009; Lenstra and Holstege 2012; Cusanovich et al. 2014; Kang et al. 2020). Gene expression level in unperturbed control samples was the most influential factor, followed by expression variation in the control samples. H3K4me1 and dinucleotide frequencies in the cis-regulatory DNA had very small influences on the predictions for some TF
models, but the effects of the other histone marks and of chromatin accessibility were negligible. Analysis of non-responsive genes yielded similar conclusions (Supplemental Fig. S6B). Analysis of predictive accuracy supported these conclusions: Dropping the TF binding locations or the HM features had negligible impact on prediction accuracy, whereas dropping the gene expression features greatly reduced accuracy (Fig. 2F). In fact, a model using only the gene expression features was almost as accurate as the full model.

We hypothesized that HMs may lack influence in the model because the gene expression features summarize any useful information provided by HMs, as well as other aspects of a gene’s epigenetic state. To test this, we trained a model without the gene expression features and analyzed the influence of the remaining features on predictions for genes that are in fact responsive (Fig. 2G). Removing the gene expression features from the model did increase the influence of H3K4me3 and H3K4me1, supporting our hypothesis. However, the model without gene expression features has low accuracy (median AUPRC 0.11), so the predictive value of HMs is small.

These findings drove us to investigate the utility of features mapped to various regions of the cis-regulatory DNA associated with each gene. When we dropped the TF binding signal, histone modifications, dinucleotide frequencies, and chromatin accessibility from the enhancer regions associated with each gene, the effect on prediction accuracy was negligible (mean AUPRC decreased by 0.009, Fig. 2H). We then tried dropping all features from both the enhancers and the promoter regions upstream of the TSS, leaving only the first 2 kb of the gene body. Again, the effect on accuracy was negligible (median AUPRC increased by 0.002 relative to the full model while the mean decreased by 0.007). Dropping these genomic features entirely, leaving only GEX features, also had little effect (mean AUPRC decreased by 0.035, or 14% of the full model’s AUPRC). While the TF binding signal and epigenetic features significantly enhanced prediction accuracy in yeast, they had little predictive value in the human data. What predictive value they did have was entirely due to features mapped to the 2 kb downstream of the TSS.

In yeast cells, TF binding locations and strengths discriminate between bound genes that are responsive and those that are not

The most common use of in vivo binding location data is to classify genes into those whose regulatory DNA is or is not bound by the TF. However, this typically yields a large set of genes that are bound by the TF at a statistically significant level but are not responsive to perturbation of that TF (Gitter et al. 2009; Lenstra and Holstege 2012; Cusanovich et al. 2014; Kang et al. 2020). Thus, we investigated whether the model could use the strength and location of the binding signal to better predict which bound genes would be responsive. In Figure 3A, each row shows SHAP values of the TF binding signal in each promoter bin, averaged across the genes that were significantly bound by the perturbed TF. For all but three TFs, the binding signal in the 600 bp upstream of a gene’s TSS influenced the model toward predicting (correctly) that the gene would respond to the perturbation. The Calling Cards and ChIP-exo technologies...
showed a general concordance on the relative utilities of various positions, but the influence of ChIP-exo was even more localized to 300 bp upstream (Supplemental Fig. S7). Using Leu3 calling cards data as a typical example, stronger binding signals were more influential than weaker ones and signals of the same strength were more influential in the region 100-200 bp upstream of the TSS than in the region 400-500 bp upstream (Fig. 3B). For Leu3, SHAP values in five promoter bins were significantly higher among the bound and responsive group than in the bound but unresponsive group (Fig. 3C). For most TFs, a similar pattern was found in one or more promoter bins (Fig. 3D, Supplemental Fig. S8). Thus, the strength and location of the binding signal are meaningful predictors of whether significantly bound genes will respond to the perturbation, consistent with our earlier findings (Kang et al. 2020).

**Figure 3.** TF binding features in yeast models. (A) Heatmap of the influence of yeast TF binding signals along regulatory DNA. Each pixel is the mean signed SHAP value over all target genes that were bound by the perturbed TFs. (B) Comparison of two upstream bins ([−500, −400] and [−200, −100]) of yeast TF Leu3. Among the genes that are bound by Leu3, the responsive genes are more clearly distinguished from the unresponsive one in the [−200, −100] bin. This shows that even within 500 bp of the TSS, Leu3 binding near the TSS is more likely to be functional than Leu3 binding further away. (C) Comparison of feature influences on responsive and unresponsive targets that were bound by Leu3. P < 0.05 (*), p <...
0.01 (**), \(P < 0.001(***)\), Wilcoxon rank-sum test. The significant differences all show that responsive genes are bound more strongly than unresponsive genes. Furthermore, all significant effects of binding strength are within 600 bp upstream of the TSS. (D) Number of 100 bp promoter bins in which the bound and responsive genes have significantly higher SHAP values for TF binding \( (P < 0.05)\) than the bound but non-responsive genes. Blue bars: calling cards; Green bars: ChIP-exo.

**Highly expressed genes and genes with high expression variation are more likely to be responsive**

Given the predictive power of gene expression level and variation, we investigated how the model used these features. Starting with yeast TF Lys14, we noted a monotonic relationship in which the more highly a gene was expressed before the perturbation, the more the model expected it to respond (Fig. 4A). We also noted that, the more a gene’s expression varied from one pre-perturbation sample to another, the more the model expected it to respond (Fig. 4B). This was not due to the relationship between expression level and expression variation, which we removed by fitting a model that predicts expression variation from expression level and using the residuals from that model as our variation feature (Supplemental Fig. S2). For most yeast TFs, both expression level and expression variation are positively correlated with SHAP value – higher expression level and expression variation push the model to predict a higher probability of response (Fig. 4C). The same pattern holds for human TFs (Fig. 4D). The two yeast TFs (Rgt1 and Zap1) and one human TF (ZC3H8) that have negative correlations were those for with the lowest model accuracies, which suggests that either (1) the data on these TFs are not particularly accurate or (2) the model’s feature utilization may not reflect the true patterns in the data.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Gene-specific features. (A) Relationship between feature input and SHAP values of gene expression level for Lys14 model. Red curve is a fitted sigmoid function. The model predicts that more
highly expressed genes are more likely to be responsive to Lys14 perturbation. (B) Relationship between feature input and SHAP values of gene expression variation for the same model. The model predicts that genes whose expression levels are more variable, after correction for their average expression level, are more likely to be responsive to Lys14 perturbation. (C) The distribution of the correlations between input and SHAP values for the two expression-related features in yeast cells. For most TFs, both expression level and expression variation are positively correlated with response to a perturbation. On average, expression level is more positively correlated than expression variation. All correlations are statistically significant. (D) Same as (C) for human K562 cells. All correlations are statistically significant.

Histone marks downstream of the TSS are more predictive of responsiveness than upstream histone marks

We showed above that for human TFs, models trained using coordinate-dependent features in enhancers, the 2 kb upstream of the 5'-end TSS, and the 2 kb downstream of the 5' TSS were no more accurate than those that used only the downstream features (Fig. 2H). For both yeast and human, the downstream histone marks had a much greater influence on the predictions than the upstream marks (Fig. 5A). This was quantified for each TF by the mean absolute SHAP values across all genes. Among the six histone marks we analyzed in yeast, downstream H3K79me1 had the biggest influence on predictions, followed by downstream H3K4me3 and downstream H3K4me1. For these three marks, the differences between their importance when they occur downstream of the TSS compared to upstream of the TSS are statistically significant (Fig. 5A, left). For human cells we did not have data on H3K79me1. Downstream H3K4me3 and H3K4me1 are the two most influential marks, followed by downstream H3K27ac (Fig. 5A, right). The differences between the importance of these marks when they occur downstream of the TSS compared to upstream are statistically significant.
Figure 5. Epigenetic features. (A) Comparison of the global importance of histone mark features in the regions upstream or downstream of the TSS. The distribution across TFs is shown. For each TF, the global importance of each feature is the absolute SHAP value for that feature averaged across all genes and all promoter bins upstream or downstream of the TSS. Marks showing a significant difference are more influential when they occur downstream of the TSS than when they occur upstream. * P<0.05, ** P<0.01, *** P<0.001, Wilcoxon signed-rank test. (B) Correlation of histone modification signals and their corresponding SHAP values at bin [0, 100] (first 100 bp downstream of the TSS). Both the yeast and human models predict that genes with stronger H3K4me1 signal immediately downstream of the TSS are more likely to be responsive to TF perturbations. Genes with stronger H3K4me3 signal, by contrast, are less likely to be responsive. (C) Average input-SHAP correlations along the genomic coordinates in yeast and human cells. In both organisms, H3K4me1 was the strongest and most consistent predictor of responsiveness while H3K4me3 was the strongest predictor of unresponsiveness.

Focusing in on the direction of influence in the 100 bp downstream of the TSS, H3K4me3 signal was negatively correlated with SHAP value for most yeast TFs, indicating that the presence of this mark pushes the model to predict a lower probability of response (Fig. 5B). H3K27ac was also negatively correlated with SHAP value for most yeast TFs, while H3K79me1 was positively correlated. For H3K4me3 and H3K4me1, the sign of correlation was generally consistent between yeast and human, but some TFs are exceptions to this generalization. Looking at different positions relative to the TSS in yeast (Fig. 5C, top), we see that the influences of H3K4me3 and...
H3K27ac presence are most consistently negative when they occur immediately downstream of the TSS, whereas the influences of H3K79me1, H3K4me1, and H3K36me3 presence downstream of the TSS are consistently positive. In human, the influences of H3K4m1, H3K4me3, and H3K36m3 peak slightly downstream of the TSS (Fig. 5C, bottom). However, one should not read too much into this, as the inclusion of these features in the model has a very small effect on prediction accuracy.

Responses to any genetic perturbation are partially explained by TF-independent factors
Above, we reported that TF binding signals at cis-regulatory regions have little value for modeling responses to TF perturbations in ENCODE data on human K562 cells. This drove us to investigate whether the features that are independent of any particular TF can predict a gene’s predisposition to respond to perturbations of TFs or other regulators. We therefore calculated the response frequency of each gene – the number of perturbations to which each gene responds divided by the total number of perturbations. Next, we trained an XGBoost regression model to predict each gene’s response frequency using only the TF-independent features and tested it by 10-fold cross-validation on genes. The median variance explained is 45% for yeast and 37% for human (Fig. 6A). Since training on this task does not require DNA binding location data, we also tried it on a larger set of regulator perturbations in K562 cells, including perturbations of TFs for which no binding data is available and of regulators that are not DNA-binding proteins. This model was even better, explaining 56% of variance in the frequency of response to regulator perturbations. These results clearly demonstrate that some genes are poised to respond to perturbations and others are resistant. In this task, H3K79me1 and H3K4me3 are the most influential features in yeast cells – more influential even than gene expression level and variation (Fig. 6B). In human cells, gene expression level and variation are by far the most influential features (Fig. 6C,D). These expression features are likely read-outs of some as-yet-identified molecular features that make genes sensitive to perturbations.

Figure 6. TF-independent prediction of each gene’s tendency to respond to genetic perturbations. (A) The variance explained for predicting response frequency in yeast TF perturbations (n=194), human TF perturbations for which binding data are available (n=56), and all ENCODE genetic perturbations of K562 cells (n=355). Bar height indicates the median, across genes, of the variance explained (R²) based on cross validation using held-out genes. (B) The mean absolute influence of each TF-independent feature
on predicted response frequency, across all yeast genes. Asterisks indicate missing data. (C) Same as B for TF perturbations in human cells. (D) Same as B for all genetic perturbations in human cells.

DISCUSSION

Determining which genes are regulated by each TF in an organism is a fundamental goal of regulatory systems biology. Furthermore, the ability to predict which genes will respond to perturbation of a TF serves as a benchmark of how well we understand the TF network. There is a body of work focused on predicting gene expression level (Middendorf et al. 2004; Ouyang et al. 2009; Schmidt et al. 2017; Tasaki et al. 2020; Karlić et al. 2010; Cheng et al. 2011; Dong et al. 2012; McLeay et al. 2012; Singh et al. 2016; Read et al. 2019; Kelley et al. 2018; Zhou et al. 2018; Washburn et al. 2019; Agarwal and Shendure 2020; Zhou et al. 2014; González et al. 2015; Crow et al. 2019; Sigalova et al. 2020), but this is a very different task from predicting the response of expression level to perturbations by using only data from unperturbed cells.

Data on where in the genome each TF binds were expected to be of great value in determining its targets, but multiple studies have shown that, in the available large ChIP-chip and ChIP-seq datasets, the genes in whose regulatory DNA a TF binds do not correspond well to those that respond to perturbation of the TF (Gitter et al. 2009; Lenstra and Holstege 2012; Cusanovich et al. 2014; Kang et al. 2020). We followed up on these observations by training machine learning models to predict which genes would respond to perturbation of a TF, given data on the TF’s binding locations and several features reflecting the gene’s epigenetic context. We found that data on yeast TF binding locations obtained by the calling cards method (Wang et al. 2011; Shively et al. 2019; Kang et al. 2020) and, to a lesser extent, the ChIP-exo method (Bergenholm et al. 2018; Holland et al. 2019), are useful for predicting which genes will respond to a perturbation of the TF. In fact, binding location was the most influential and valuable among the features we provided (Fig. 2A-D). Since earlier ChIP-chip data on yeast are known to correspond poorly to perturbation response, we conclude that the newer technologies are yielding better results. Binding signals influenced predictions mainly in the 500 bp upstream of the TSS, suggesting that this is the extent of functional yeast promoter regions (Fig. 3A-B). Even among genes with significant binding signal for a TF in their promoter, the strength and location of the signal helped to differentiate between functional and non-functional binding (Fig 3C-D). In ENCODE data on human K562 cells, however, the situation was strikingly different. The models did not identify any patterns in ChIP-seq data on the perturbed TF that were useful for predicting which genes would respond to the perturbation (Fig. 2E-F).

We also investigated the predictive value of selected histone marks and chromatin accessibility features. In yeast, these features had predictive value that was less than that of TF binding locations, but was not negligible (Fig. 2A-D). In human, however, these features were not useful in models that included pre-perturbation gene expression level and variation (GEX features). HM features had a larger (though still small) impact in models that did not include GEX features (discussed below). Among HMs for which we had data in both yeast and human, H3K4me1 and H3K4me3 were most influential. H3K4me1 increased the predicted probability of a gene’s response to perturbations
while H3K4me3 decreased it (Fig. 5). Both marks were most influential when they occurred downstream of the TSS, in the gene body. In fact, dropping all features that mapped to the enhancers and the promoter region upstream of the TSS had only a small impact on predictive accuracy in K562 cells. This surprising observation likely reflects both the low utility of the existing ChIP-seq data and incomplete knowledge of enhancer locations and enhancer-gene associations. Future datasets on TF binding locations and enhancer-gene associations will likely reveal at least some predictive power for enhancer features.

Pre-perturbation gene expression level and variation were surprisingly good predictors of which genes would respond to a perturbation. In fact, a model using only these two features predicted responses in K562 cells almost as well as the full model, which includes TF ChIP-seq, histone marks, chromatin accessibility, and dinucleotide frequencies (Fig. 2F). Genes that were expressed at a higher level and genes that showed more variability in their expression level were more likely to respond to perturbations (Fig. 4). We hypothesize that these features are readouts of molecular features of each gene’s sequence context and / or epigenetic state which have limited predictive power individually, but much greater predictive power when aggregated by their effects on gene expression level and variation. This hypothesis is supported by the observation that the influence of several histone marks increases when GEX features are omitted from the model, though these influences are still small compared to the impact of GEX features (Fig. 2G). However, the epigenetic state that is reflected in the GEX features is not as simple open chromatin versus closed chromatin, since chromatin accessibility has little influence even in the absence of GEX features. Previous studies suggest that several sequence features, including the presence of a TATA box in the promoter (Blake et al. 2006; Ravarani et al. 2016; Sigalova et al. 2020) and the GC content of the promoter (Morgan and Marioni 2018; Sigalova et al. 2020) influence expression variation. Identifying additional sequence elements or epigenetic states that are reflected in GEX features and showing that they can predict perturbation response is an important direction for future research.

The predictive power of features that are independent of the TF perturbed -- GEX features, HMs, chromatin accessibility, and dinucleotide sequence -- shows that some genes are poised to respond to perturbations while others are not. To confirm this, we trained models to predict how many TF perturbations a gene would respond to by using only these features of the target gene (not TF binding locations). This model proved quite accurate (Fig. 6A). The yeast model relied most on histone marks, followed by GEX features (Fig. 6B), whereas the human model relied almost exclusively on GEX features (Fig. 6C-D). This was a significant finding -- if you want to predict which genes will respond to perturbation of a TF, it is not enough to know where the TF binds -- you must also know whether the gene is predisposed to respond to perturbations. An important direction for future research is to discover the extent to which a gene’s predisposition to respond to perturbations is an epigenetic feature that depends on cell type and conditions or an inherent feature of the gene.
Neither the yeast nor the human model is able to predict which genes will respond to a TF perturbation reliably, even when provided with the binding locations of the perturbed TF and a host of epigenetic features. This is not simply a consequence of discretizing perturbation responsiveness, as models trained to predict the quantitative response yielded similar results (not shown). One possible route to improving accuracy would be to provide binding location features for other TFs that interact in some way with the perturbed TF. For example, some genes may respond to perturbation of TF that does not bind in their regulatory DNA because the perturbed TF regulates another TF that does bind in their regulatory DNA. In principle, a learning algorithm given the binding locations of all TFs might be able to discover such network effects itself, but in practice the number of features is likely to be too large compared to the number of training examples for responses to perturbation of a single TF. An alternative would be to map the TF network externally, using NetProphet 2, Inferelator, or other network inference algorithms (Kang et al. 2018; Greenfield et al. 2013; Roy et al. 2013; Huynh-Thu et al. 2010). The response prediction algorithm could then be provided with binding location data on TFs that the perturbed TF regulates. With those data, it could learn that genes respond to perturbation of a given TF if they are bound by another TF. Expanding to other types of TF-TF interactions, binding data might also be for TFs that interact physically with the perturbed TF, according to protein-protein interaction maps (Szkłarczyk et al. 2019; Oughtred et al. 2019).

For human cells, the inability to predict responsiveness may also reflect limitations of the technologies used for measuring TF binding locations and perturbing TFs, as well as limited knowledge of enhancer locations and enhancer-gene associations. It may also be possible to improve on the way enhancer-associated features were coded, enabling models to better utilize histone marks and chromatin accessibility for determining which enhancers are active in a given sample of cells (Fullwood and Ruan 2009; Mumbach et al. 2016, 2017; Fulco et al. 2016; Klann et al. 2017; Simeonov et al. 2017; Lonsdale et al. 2013; Aguet et al. 2017). Other types of data, such as levels of enhancer-associated transcription, may also help (Core et al. 2014; Mahat et al. 2016; Tome et al. 2018; Azofeifa et al. 2018). For yeast, however, these explanations are less applicable. Obtaining the right genomic data and developing the right models for predicting which yeast genes will respond to perturbation of a TF remains a major challenge. Progress in overcoming this challenge will serve as a benchmark for our understanding of regulatory systems biology.

METHODS
Code is available at https://github.com/yiming-kang/TFPertRespExplainer. All data and code will be archived on a Zenodo page that is under construction. Additional details are provided in Supplemental Methods.

TF-perturbation response data
We downloaded yeast microarray data taken 15 minutes after inducing overexpression of 194 TFs from https://idea.research.calicolabs.com/data (Hackett et al. 2020). Column log2_shrunken_timecourses from file “Raw & processed gene expression data” was used. Since these values were already shrunk towards zero, any gene with a non-
zero value was defined as responsive. For human K562 cells, we used all RNA-seq expression profiles after gene perturbation in K562 cells from the ENCODE Project database (Dunham et al. 2012; Davis et al. 2018; Abascal et al. 2020). Perturbations include disabling mutations introduced by CRISPR, CRISPR inference, small-interfering RNA, and small-hairpin RNA. We downloaded RSEM expected counts of experimental and control profiles. For each of the 355 experiments, we ran DESeq2 (V1.10.1) (Love et al. 2014) to identify differentially expressed genes by comparing the experimental replicates to the corresponding control replicates. Genes with adjusted $P < 0.05$ and absolute log2 fold-change > 0.5 were considered responsive.

**Pre-perturbation gene expression features**
The pre-perturbation expression level feature of a gene is its median expression level across all samples measured prior to the TF perturbation. For human genes (RNA-Seq data) we averaged the log TPM levels of all control replicates. For yeast (microarray data) we used log fluorescence levels of the red (experimental) channel measured at time 0 (before TF induction). To construct a gene expression variation feature that is independent of the expression level, we used the method of (Sigalova et al. 2020).

**TF binding location features**
All coordinate-dependent features were mapped to yeast genome build sacCer3 and human build GRCh38. Yeast binding location data were generated using transposon calling cards (16 TFs) (Wang et al. 2011; Shively et al. 2019; Kang et al. 2020) or ChIP-exo (20 TFs) (Bergenholm et al. 2018; Holland et al. 2019). ChIP-exo were obtained directly from the authors of ref. (Bergenholm et al. 2018; Holland et al. 2019). Following ref. (Kang et al. 2020), we focused on the ChIP-exo data from glucose limited chemostats. Peak locations reported for strain CEN.PK were transferred to SacCer3 coordinates (strain S288C) as described in Supplemental Methods. We downloaded ChIP-seq peaks for human 54 TFs in K562 cells from ENCODE. K562 had far more TFs that were both ChIPped and perturbed than any other cell type. We consider a gene to be a TF only if it has a well-defined DNA-binding domain (Lambert et al. 2018). We used the “conservative” peaks, which have Irreproducible Discovery Rate $\leq 2\%$. The log10 q-value reported for each peak was used as the binding signal feature.

**Histone modifications and chromatin accessibility data**
For yeast, we used histone modification data at timepoint 0 (in YPD batch cultures prior to addition of a diamide stress) from ref. (Weiner et al. 2015), which was produced using MNase-ChIP-Seq (GEO accession GSE61888, https://www.ncbi.nlm.nih.gov/geo/). We used chromatin accessibility data at timepoint 0 (prior to addition of osmotic stress) from ref. (Schep et al. 2015) (GSE66386). For human K562 cells, we downloaded the coverage data (fold change over control) for histone modifications and chromatin accessibility from ENCODE.

**Mapping genome-wide features to cis-regulatory regions**
We defined yeast promoter regions as 1,000 bp upstream to 500 bp downstream from the transcription start site (TSS). TSS coordinates were obtained from ref. (de Boer et al. 2020). Inputs for each genome-wide feature were mapped relative to the TSS and
summed within each of 15 100 bp bins to create 15 features. Human TSS coordinates were downloaded from Ensembl Release 92 (Cunningham et al. 2019). For each gene, we defined the 5’ promoter to be 4 Kb centered on the 5’-end TSS. We define alternative promoters to be 4 Kb regions centered at any TSS that is more than 2 Kb from the 5’-end TSS and enhancers to be enhancers that are linked to the gene in GeneHancer V4.8 (Fishilevich et al. 2017). We used only “double elite” enhancers, whose existence and linkage to the target gene are both supported by at least two types of evidence.

Each gene must have an equal number of features to create a rectangular feature matrix, even though genes differ in how many alternative TSSs and enhancers they have. For TSSs, we primarily focused on 5’-end (see Supplemental Methods for rationale). Alternative TSSs within 2 Kb of the 5’ end were deemed to be included in the 5’ promoter and those further than 2 Kb were treated as enhancers, since enhancers and promoters share most properties and functions (Andersson and Sandelin 2020). Signals located in enhancers were aggregated into features in two ways. The first method (Prom + bin enhan; Fig. S3, blue) sums signals within each of 45 bins upstream of the 5’ end promoter region and another 45 bins downstream. The width of the bin closest to the TSS was 500 bp and each subsequent bin was larger by 500 bp (500 bp, 1 Kb, 1.5 Kb, etc.). Together with the 5’ promoter, these bins 500 Kb on either side of the 5’ TSS. The second method (Prom + agg enhan, Fig. S3, green) sums enhancer signals 500 Kb upstream or downstream of the promoter into two features. Only signals within defined enhancers were used.

**Training and Testing Machine Learning Algorithms**

For each TF perturbation, we trained and tested a model for predicting whether a gene will respond by using 10-fold cross-validation. The genes in each fold were selected at random subject to the constraint that all folds have the same proportion of responsive genes. We tried two ensemble classification algorithms—random forests implemented in scikit-learn library (V0.22.1) (Pedregosa et al. 2011), and gradient boosted trees implemented in XGBoost library (V 0.90) (Chen and Guestrin 2016). For both methods, 500 trees were used. For XGBoost, learning rate of 0.01 was used for the “gbtree” booster. All other parameters were default. See Supplemental Methods for details.

**Using SHAP to quantify the influences of features on predictions**

We employed the SHAP (SHapley Additive exPlanations) framework (V0.35.0) (Lundberg and Lee 2017) to quantify the influence of each feature on each prediction (TreeExplainer function). SHAP uses a linear model to approximate the predictions for artificially constructed instances in the neighborhood of each actual instance. SHAP values explain why one particular prediction – one TF-gene pair – differs from the average prediction for all genes in response to perturbation of that TF. To characterize the effect of a particular feature for a set of genes, we separately summed its positive and negative SHAP values over genomic bins for each gene. We then averaged the positive sums over all genes and, separately, the negative sums.

**Modeling and interpreting generic responses in any genetic perturbation**
We used an XGBoost regressor to predict the fraction of genetic perturbations to which each gene would respond, in absence of perturbation-specific information. Three data sets consisted of all TF induction samples in yeast (n=194), all TF perturbation samples in K562 cells (n=56), and all genetic perturbations in K562 (n=355). Performance was evaluated by cross validation as described above.
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