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Abstract

Sensory deprivation has long been known to cause hallucinations or “phantom”
sensations, the most common of which is tinnitus induced by hearing loss, affecting
10–20% of the population. An observable hearing loss, causing auditory sensory
deprivation over a band of frequencies, is present in over 90% of people with tinnitus.
Existing plasticity-based computational models for tinnitus are usually driven by
homeostasis mechanisms, modeled to fit phenomenological findings. Here, we use an
objective-driven learning algorithm to model an early auditory processing neuronal
network, e.g., in the dorsal cochlear nucleus. The learning algorithm maximizes the
network’s output entropy by learning the feed-forward and recurrent interactions in the
model. We show that the connectivity patterns and responses learned by the model
display several hallmarks of early auditory neuronal networks. We further demonstrate
that attenuation of peripheral inputs drives the recurrent network towards its critical
point and transition into a tinnitus-like state. In this state, the network activity
resembles responses to genuine inputs even in the absence of external stimulation,
namely, it “hallucinates” auditory responses. These findings demonstrate how
objective-driven plasticity mechanisms that normally act to optimize the network’s
input representation can also elicit pathologies such as tinnitus as a result of sensory
deprivation.

Author summary

Tinnitus or “ringing in the ears” is a common pathology. It may result from mechanical
damage in the inner ear, as well as from certain drugs such as salicylate (aspirin). A
common approach toward a computational model for tinnitus is to use a neural network
model with inherent plasticity applied to early auditory processing, where the input
layer models the auditory nerve and the output layer models a nucleus in the brain
stem. However, most of the existing computational models are phenomenological in
nature, driven by a homeostatic principle. Here, we use an objective-driven learning
algorithm based on information theory to learn the feed-forward interactions between
the layers, as well as the recurrent interactions within the output layer. Through
numerical simulations of the learning process, we show that attenuation of peripheral
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inputs drives the network into a tinnitus-like state, where the network activity resembles
responses to genuine inputs even in the absence of external stimulation; namely, it
“hallucinates” auditory responses. These findings demonstrate how plasticity
mechanisms that normally act to optimize network performance can also lead to
undesired outcomes, such as tinnitus, as a result of reduced peripheral hearing.

Introduction 1

Tinnitus is a common form of auditory hallucinations, affecting the quality of life of 2

many people (≈10–20% of the population, [1–6]). It can manifest as “ringing” in a 3

narrow frequency band, but also as noise over a wide frequency range. An observable 4

hearing loss, causing sensory deprivation over a band of frequencies, is present in >90% 5

of people with tinnitus [1–4], and the remaining people with tinnitus are believed to 6

suffer some damage in higher auditory processing pathways [5, 7] or have some cochlear 7

damage that does not affect the audiogram [8]. 8

From a neural processing point of view, hallucinations correspond to brain activity 9

in sensory networks, which occurs in the absence of an objective external input. 10

Hallucinations can occur in all sensory modalities, and can be induced by drugs, certain 11

brain disorders, and sensory deprivation. For example, it is well known that visual 12

deprivation (e.g., being in darkness for an extended period) elicits visual hallucinations, 13

and, similarly, auditory deprivation elicits auditory hallucinations [9–11]. 14

Although the causes of tinnitus can sometimes be mechanical (“objective 15

tinnitus” [2, 12]), this is not the case in >95% of patients [6, 12]. This so-called 16

“subjective tinnitus” is commonly associated with plasticity of feedback and recurrent 17

neuronal circuits [2, 5, 8, 13–16]. 18

The dorsal cochlear nucleus (DCN) is known to display tinnitus-related plastic 19

reorganization following cochlear damage [17–20], and is thought to be a key player in 20

the generation of tinnitus [21–24]. It is stimulated directly by the auditory nerve with a 21

tonotopic mapping. Each output unit, composed of a group of different cells, receives 22

inputs from a small number of input fibers and inhibits units of similar tuning [25,26]. 23

This connectivity pattern results in a sharp detection of specific notches [26]. As the 24

DCN is the earliest candidate along the auditory path displaying tinnitus-related 25

activity [17, 18], it is the most common candidate for the generation of tinnitus [21–24]. 26

This choice is also supported by DCN hyperactivity following artificial induction of 27

tinnitus [19,20]. Interestingly, this induced hyperactivity persists even if the DCN is 28

later isolated from inputs other than the auditory nerve [27]. This suggests that 29

tinnitus-related hyperactivity in the DCN is intrinsic and not caused by feedback from 30

higher order auditory networks. 31

While existing computational models successfully account for some of the 32

characteristics of tinnitus [28], many of them are based on lateral inhibition [29–31] or 33

gain adaptation [32], and do not take into account long-term neural plasticity. 34

Plasticity-based models for tinnitus are usually phenomenological models, where 35

plasticity is described as a homeostatic process [33–39] or an amplification of central 36

noise [40], rather than as a process which serves a computational goal. Another 37

computational model for tinnitus is based on stochastic resonance and suggests that 38

tinnitus arises from an adaptive optimal noise level, but it is focused on a single 39

auditory frequency and has yet to be further explored [41]. 40

In this work, we try to gain new insights into tinnitus by using information 41

theoretic-driven plasticity. We implemented the entropy maximization (EM) approach 42

in a recurrent neural network [42] to model the connection between the raw sensory 43

input and its downstream representation. This approach was previously applied to 44

model the feed-forward connectivity in the primary visual cortex, giving rise to 45
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orientation-selective Gabor-like receptive fields [43]. A later generalization of the 46

algorithm to learning recurrent connectivity [42] was used to show that EM drives 47

recurrent visual neural networks toward critical behavior [44]. Furthermore, the evolved 48

recurrent connectivity profile has a Mexican-hat shape; namely, neurons with similar 49

preferred orientations tend to excite one another, while neurons with distant preferred 50

orientations tend to inhibit one another. While the aforementioned studies focused on 51

the normal function of the visual system, EM-based neural networks were barely used to 52

model any abnormalities or to study the effect of changes in input statistics [45]. The 53

relationship between EM-based adaptation and the emergence of tinnitus from sensory 54

deprivation was previously discussed in the context of single neurons [46], yet it was 55

never explored on a large-scale recurrent network. 56

Here, we trained a recurrent EM neural network to represent auditory stimuli, so it 57

can stand as a simplified model for early auditory processing. Subsequently, to test the 58

effect of sensory deprivation on the network’s output representation, we modified the 59

input statistics by attenuating a certain frequency band. Our findings show that 60

tinnitus-like hallucinations naturally arise in this model following sensory deprivation. 61

These findings suggest that hallucinations following sensory deprivation can stem from 62

general long-term plasticity mechanisms that act to optimize the representation of 63

sensory information. Furthermore, our analysis indicates that the trained network tends 64

to operate near a critical point on the verge of hallucinations, similar to previous 65

findings [44]. The increased gain of the recurrent interactions, which acts to compensate 66

for the attenuated input, may lead the network to cross the critical point into a regime 67

of hallucinations. 68

Results 69

To model the early stages of auditory processing (e.g., DCN), we used an entropy 70

maximization (EM) approach to train a recurrent neural network (see Methods). The 71

neurons obey first-order rate dynamics, and it is assumed that the network reaches a 72

steady state following the presentation of each stimulus. The learning algorithm for the 73

feed-forward and recurrent connectivity was based on the gradient-descent algorithm 74

described in [42], with the addition of regularization. The network was trained in an 75

unsupervised manner to represent simulated auditory stimuli (see Methods for more 76

details). Figure 1 depicts the network’s architecture and a typical stimulus. 77

Fig 1. The neural network’s architecture and typical stimuli. A: The
architecture of an overcomplete recurrent neural network. B: A typical simulated
stimulus. C: The stimulus presented in B, after attenuation of high frequencies.
Attenuation was achieved by multiplying the original input vector by an inverted
sigmoidal function (see Methods).

In all simulations described here, we used a network of 40 input neurons and 400 78

output neurons (an overcomplete representation). Regularization was achieved using a 79

cost on the norm of the weights and was applied to both feed-forward (using `1 norm) 80

and recurrent (using `2 norm) sets of connections (see Methods). The coefficients of the 81

regularization terms were set to λW = 0.001 for the feed-forward connections and 82

λK = 0.183 for the recurrent connections (for details regarding these choices, see below 83

the subsection on the Regularization effect). 84
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Training using typical stimuli 85

First, we trained the network using typical auditory inputs, simulated as a combination 86

of multiple narrow Gaussians in the frequency domain with additional noise (see 87

Methods and Fig. 1B). After the convergence of the learning process, each output 88

neuron had a specific and unique preferred frequency (Fig. 2A). Furthermore, the 89

connectivity profiles converged to a “Mexican-hat” shape for both feed-forward and 90

recurrent connections (Fig. 2B,D). This profile of connectivity causes neurons with 91

adjacent frequencies to excite one another, while neurons with slightly more distant 92

frequencies inhibit each other. The significance of this profile lies in its ability to reduce 93

the width of the output response profile for a Gaussian input, thus, effectively reducing 94

the noise. Similarly shaped spectral receptive fields were observed in various primary 95

auditory networks [25,26,47,48] including the DCN, suggesting similar connectivity 96

patterns. 97

Fig 2. The network’s connectivity before and after sensory deprivation.
A,B: The feed-forward connectivity matrix and its average row profile. C,D: The
recurrent connectivity matrix and its average row profile before sensory deprivation.
E,F: The recurrent connectivity matrix and its average row profiles after sensory
deprivation, averaged separately for neurons in the deprived zone and the non-deprived
zone. Each row profile is obtained by aligning the presynaptic connections to every
neuron according to its preferred frequency and then averaging.

The network’s response to typical stimuli shows tonotopic responses, and the 98

response in the absence of external stimuli is near spontaneous activity (Fig. 3A–F). We 99

note that the initial feed-forward connectivity was manually tuned to produce a 100

tonotopic mapping (using weak Gaussian profiles with ordered centers). Although the 101

feed-forward connections do change throughout the learning process, the tonotopic 102

organization remains stable. The tonotopic mapping is a well-known property of all 103

auditory processing stages between the cochlea and the auditory cortex in various 104

species, including humans [49–53]. The preservation of the tonotopic organization 105

throughout the learning process is in agreement with biological observations, suggesting 106

that it is created in the embryonic stages of development and is preserved through 107

plasticity processes [54]. 108

Fig 3. The network’s response to different stimuli before and after sensory
deprivation. A,B: Typical stimuli. C: A silent stimulus (zero input). D–F: The
network’s response to the stimuli presented in A–C. G–I: The network’s response to the
stimuli presented in A–C after training on stimuli with attenuated high frequencies.
Note that the spontaneous activity of the neurons is 0.5.

We noticed that spatial connectivity profiles barely change throughout the learning, 109

while their scale changes dramatically. In light of this observation, we quantified several 110

global parameters of the network as a function of the scale of the recurrent connectivity 111

matrix (Fig. 4). We also used these measurements to gain insights into the effect of 112

regularization on our results. First, note that the regularization caused the network 113

learning process to converge to slightly down-scaled recurrent interactions compared to 114

the optimal scale in terms of the non-regularized objective function (Fig. 4A). This 115

specific scale seems to play a role in determining the proximity of the network dynamics 116

to the critical point. Specifically, the convergence time rises dramatically at this point, 117

reflecting the well-known phenomenon of “critical slowing down” [55–58]. In addition, 118

at this scale, the population vector’s magnitude rises sharply, reflecting the emergence 119

of non-uniform activity profiles in the absence of a structured input (see Methods and 120

December 28, 2020 4/16

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 11, 2021. ; https://doi.org/10.1101/2021.01.11.426188doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.11.426188
http://creativecommons.org/licenses/by/4.0/


Fig. 4B,C). All these results point to the same conclusion – without the regularization, 121

the recurrent connectivity should have been scaled by ≈1.3, such that the spectral 122

radius of the recurrent connectivity matrix would be ≈4. We note that the maximal 123

derivative of the chosen activation function 1/(1 + exp (−x)) is 1/4. Thus, having the 124

spectral radius of the recurrent connectivity matrix near 4 indicates proximity to the 125

critical point (see Methods). This means that the regularization keeps the recurrent 126

connectivity below its optimal scale (in terms of the entropy term alone), and the 127

network remains subcritical. We note that for different regularization coefficients, the 128

scale of the interactions could obtain different values. 129

Fig 4. Global parameters for different scaling of the recurrent connections.
A,D: The network’s objective function, without the regularization terms. B,E: The
convergence time of the dynamics using Euler’s method. C,F: The population vector
magnitude. All the above parameters are displayed for different scaling factors of the
recurrent connectivity matrix, as found by the training process. In A–C, we used the
recurrent connectivity matrix trained on typical stimuli, while in D–F, we used the
recurrent connectivity matrix obtained after sensory deprivation. The operating point is
at a scaling factor of 1, namely, the recurrent connectivity the learning process has
converged to. The marked critical point (≈1.32 in A–C and ≈1.06 in D–F) is the
scaling factor, for which the spectral radius of the recurrent connectivity matrix is 4.
For visualization purposes, the population vector magnitudes (C,F) are displayed on
different scales.

Sensory deprivation 130

After the learning was stabilized for normal stimuli, we attenuated the inputs in the 131

higher half of the frequency range (Fig. 1C), and let the network’s recurrent connections 132

adapt to the new input statistics. Consequently, the recurrent connectivity between the 133

deprived neurons was strengthened (Fig. 2E,F). The stronger recurrent connectivity in 134

the deprived region led to a phase transition, resulting in an inhomogeneous stationary 135

activity pattern independent of the given input (Fig. 3G–I). We interpret those results 136

as “hallucinations”, elicited by the sensory deprivation. Interestingly, the 137

“hallucinations” in our model develop only in the deprived region of the output layer, 138

consistent with certain types of tinnitus [3, 46,59,60]. 139

Following the induction of sensory deprivation, we evaluated the criticality measures 140

once again (Fig. 4D–F). The results remained qualitatively similar, but the optimal 141

scale moved much closer to 1 (≈1.06). Thus, the network converged to a point much 142

closer to its critical point, compared to its state before the induction of sensory 143

deprivation. We note that following sensory deprivation, the effect of learning on the 144

recurrent connections is not limited to scaling. Hence, the different measures exhibit 145

different patterns in the supercritical domain (above the scale of ≈1.06). 146

Regularization effect 147

As discussed above, to keep the dynamics from crossing into the supercritical domain, 148

we added regularization to the network’s weights. For each type of connectivity matrix 149

(feed-forward and recurrent), we tested regularization both by `1 and `2 norms of the 150

connections. Applying `1 regularization is known to lead to sparse connectivity [61]; 151

however, applying it to the recurrent connectivity matrix ended in nullifying all 152

connections but two, which were still strong enough to turn the dynamics into the 153

supercritical domain. These results are extremely non-biological (as recurrent 154

connectivity is present in most biological neural networks); thus, we focus only on 155
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simulations where the recurrent connections were regularized by their `2 norm. Using 156

either the `1 or `2 norm to regularize the feed-forward connectivity did not have a 157

dramatic effect on the results. Since using the `1 norm leads to a more biological sparse 158

connectivity, as found experimentally in the DCN [26], we chose to focus on this option. 159

The stability of the network’s fixed point is determined by the sign of the 160

eigenvalues of the matrix that controls the linearized dynamics. In this case, the 161

corresponding matrix is (I −GK), where K is the recurrent connectivity matrix and G 162

is a diagonal matrix containing the derivatives of the activation function for each output 163

neuron (see Methods). Since the maximal derivative of the chosen activation function 164

(1/(1 + exp (−x))) is 1/4, the critical point is characterized by having the spectral radius 165

of the recurrent connectivity matrix, K, near 4. We used this result as an efficient 166

surrogate to the actual critical point. 167

In our simulations, the spectral radius of the recurrent connectivity matrix K 168

decreased with the respective regularization coefficient λK , with a characteristic sharp 169

drop (Fig. 5). Generally, the value of λK where this drop occurs depends mainly on the 170

number of output neurons; however, in our simulations, sensory deprivation caused this 171

value to rise. This phenomenon created an interval of λK values, where sensory 172

deprivation drives the dynamics much closer to the critical point, thus, eliciting the 173

hallucination-like responses described before. To emphasize this effect, we used the 174

lower bound of this interval (λK=0.183) in all simulations previously displayed; for 175

larger values of λK , the system will be further away from the critical point. 176

Fig 5. Regularization effect on the spectral radius of the recurrent
connectivity matrix. The spectral radius of the recurrent connectivity matrix K
decreases with the regularization coefficient λK , before and after the induction of
sensory deprivation. Due to the chosen sigmoidal activation function, the sharp drop in
the spectral radius from ≈4 to ≈2 determines the border between near-critical and
subcritical dynamics. After the induction of sensory deprivation, this border moves to
higher values of the regularization coefficient, hence, creating an interval (from ≈0.183
to ≈0.228) of regularization coefficient values where sensory deprivation causes
“hallucinations”.

Discussion 177

In this work, we used an EM approach to train a recurrent neural network to represent 178

simulated auditory stimuli, and examined the effect of input statistics on the evolved 179

representation. For typical inputs, the network developed connectivity patterns and 180

exhibited output responses similar to biological findings regarding the auditory system 181

in general [62–65] and, more specifically, the DCN [25,26]. Interestingly, sensory 182

deprivation elicited tinnitus-like “hallucinations” in the network, resembling the 183

characteristics of certain types of tinnitus [3, 11, 46, 59, 60]. Although we focused here on 184

tinnitus, this qualitative phenomenon is independent of the input modality and can be 185

used to explain how other kinds of “phantom” sensations are caused by neural plasticity 186

and involve the specific region in the sensory input space, which was deprived of 187

input [66,67]. 188

Previous computational models relied on phenomenological homeostasis-driven 189

plasticity to demonstrate tinnitus elicited by sensory deprivation [33–38]. Here, we used 190

an objective-driven plasticity, namely, the main mechanism underlying the network’s 191

plasticity is optimizing an explicit computational goal. Specifically, the network 192

maximizes the entropy of its output, which corresponds to increasing input 193

sensitivity [44]. The general resemblance of our model to biological findings supports 194
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the hypothesis that EM serves as a computational objective for primary sensory 195

processing networks in the brain (e.g., [43, 44]). However, as described in the Methods 196

section, the vanilla EM learning rules drive the network into a phase transition. This 197

process leads the network away from a stable fixed point and into dynamical states with 198

poor information representation. Thus, some regularization should be used to keep the 199

network subcritical. To this end, we used a penalty on the `2 norm of the recurrent 200

connections as a regularization method, which can be thought of as a kind of 201

homeostatic mechanism [68–72]. In this model, the emergence of tinnitus depends on the 202

interplay between the computational objective and the homeostatic regularization, in 203

contrast to models driven by a single phenomenological homeostatic mechanism. Future 204

studies might employ different types of regularization methods (e.g., firing-rate-based 205

rather than weight-based) and examine their effect on the dynamics of the network. 206

While most of the hyper-parameters of the model can be chosen arbitrarily without 207

having any qualitative effect on the results, the regularization coefficient for the 208

recurrent connectivity, λK , is an exception; if it is too small, numerical instabilities 209

might accidentally drive the network into a supercritical domain, but if it is too large, 210

the network will always remain subcritical. In the first case, the output may no longer 211

be dependent on the input, while in the second case, the the input may have little effect 212

on the output – in both cases, moving away from the critical point leads to poor 213

sensitivity. In practice, there is a specific range of values which yields the qualitative 214

results demonstrated in this paper (see Fig. 5) and, according to our observations, it is 215

mainly dependent on the number of output neurons. Here, we used a grid search to find 216

the corresponding range, and the results were obtained using the minimal value within 217

it. This choice minimized the cost of regularization relative to the EM objective, while 218

keeping the evolved dynamics in the subcritical regime. Furthermore, this choice of λK 219

drives the network close to the critical point and emphasizes the effect of sensory 220

deprivation on the transition into the tinnitus-like domain and on the resulting 221

“hallucinations”. 222

These results are in line with a plethora of studies from recent years, suggesting 223

near-critical dynamics in biological neural networks across various scales, from neuronal 224

cultures to large-scale human brain activity [73–81]. In particular, it is proposed that 225

healthy neural dynamics are poised near a critical point, yet within the subcritical 226

domain [82]. Under these circumstances, changes in the input statistics can trigger the 227

network to transition into supercritical dynamics, which may manifest as hallucinations. 228

Our study portrays a concrete, albeit simplified, network model that leads to 229

near-critical dynamics and experiences a transition from healthy to pathological neural 230

dynamics as a consequence of inherent plasticity and sensory deprivation. We note that 231

the network dynamics here are too simplified to enable a direct comparison with the 232

rich dynamics observed in cortical networks and with common hallmarks of criticality 233

(e.g., [73]). 234

An illuminating perspective on the emergence of hallucinations, such as tinnitus, as 235

a consequence of sensory deprivation comes from the framework of Bayesian 236

inference [83–85]. According to this framework, sensory systems generate perception by 237

combining the incoming stimuli with prior expectations in a way that takes into account 238

the relative uncertainty of each. Under sensory deprivation, the uncertainty about the 239

input is very large; hence, the weight of the prior expectations become more dominant. 240

This process may eventually lead to a state in which prior expectations dominate 241

perception, which can be interpreted as a hallucination [86]. If this perception is 242

maintained long enough, it will turn into a strong prior by itself, thus, giving rise to a 243

chronic hallucination – namely, tinnitus [84]. Although our model does not use the 244

Bayesian framework explicitly, it does share a few characteristics with the Bayesian 245

approach. For example, according to the Bayesian framework, the profile of the 246
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“hallucination” is an amplified prior, so it should resemble typical inputs–much like our 247

results (see Fig. 3G–I). The advantage of the model described here lies in its 248

mechanistic nature, namely, that it is cast in the language of neuronal networks with 249

long-term plasticity. Thus, it can be more straightforward to interpret and compare to 250

experimental data. 251

To summarize, we have demonstrated how the EM approach can be used as a model 252

for early auditory processing and the phenomenon of tinnitus. Previous works have 253

demonstrated that EM-based neural networks can serve as models for early visual 254

processing [43,44] and the phenomenon of synaesthesia [45]. We believe that this 255

framework can be used for modeling other modalities and phenomena as well. It is also 256

important to extend this framework to more biologically plausible network models, 257

which could account for more detailed aspects of the underlying neural dynamics. 258

Methods 259

The model 260

We modeled an early auditory processing neural network (e.g., the DCN) using the 261

overcomplete recurrent EM neural network described in [42], with the addition of 262

regularization on strong connectivity. 263

Network architecture and dynamics 264

Our system is composed of M input neurons, x, and N output neurons, s. Each output 265

neuron’s activity through time is given by the dynamic equation: 266

τm
dsi
dt

= −si + g

 M∑
j=1

Wijxj +
N∑
k=1

Kiksk − Ti

 , (1)

where W is the feed-forward connectivity matrix, K is the recurrent connectivity 267

matrix, T are the output neurons’ thresholds, and g (x) = 1/(1 + exp (−x)) is the 268

activation function of the neurons. For overcomplete transformations, we assume 269

M < N (Fig. 1A). 270

The fixed points of Eq. 1 are given implicitly by: 271

si = g

 M∑
j=1

Wijxj +
N∑
k=1

Kiksk − Ti

 . (2)

These fixed points are stable iff all of the eigenvalues of the linearized dynamics matrix 272

(I −GK) have positive real parts [44] [G is a diagonal matrix defined by 273

Gij ≡ δijg′(
∑M
j=1Wijxj +

∑N
k=1Kiksk − Ti)]. Since the values of G are upper-bounded 274

by maxx g
′ (x) = 1/4, for a matrix K with eigenvalues <4, the fixed points are indeed 275

stable. In practice, when fixed points exist at all, there will usually only be one such 276

stable fixed point. 277

Numerically, the steady state can be found via integrating Eq. 1 using Euler’s 278

method for a long time-period until the activities stabilize; however, this method is 279

highly inefficient. In this work, we found the steady state by solving Eq. 2 directly using 280

the Newton-Raphson method. 281

When the eigenvalues of K are near 4, the eigenvalues of (I −GK) might get close 282

to zero. Crossing this point will result in instability of the fixed point and a phase 283

transition. Near this phase transition, the decrease in the eigenvalues of (I −GK) will 284

cause the effective time constant to rise – a phenomenon termed “critical slowing down”. 285

December 28, 2020 8/16

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 11, 2021. ; https://doi.org/10.1101/2021.01.11.426188doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.11.426188
http://creativecommons.org/licenses/by/4.0/


Furthermore, such a phase transition is expected to be characterized by a spontaneous 286

symmetry breaking [87], which can be measured by several metrics. Here, we used the 287

population vector for that purpose, calculated as 1
N

∑N
k=1 ske

iφk where φk ≡ 2πk/N . 288

Although in our case the boundary conditions are not periodic, we assume their effect to 289

be negligible since N � 1. 290

Learning rules 291

The goal of the network is to find the set {W ∗,K∗, T ∗} which maximizes the entropy 292

H(s) of the steady state outputs. To do so, we used the objective function described 293

in [42], with additional regularization terms on the `1 and `2 norms of W and K, 294

respectively: 295

ε ≡ −1

2

〈
log
(
χTχ

)〉
x

+ λW
∑
i,j

|Wij |+
λK
2

∑
i,k

K2
ik, (3)

where χij ≡ ∂si
∂xj

is the Jacobian of the transformation given by χ = φW , and 296

φ ≡ (I −GK)−1G [42]. 297

This objective function, without the regularization terms, would lead to an increase 298

in the singular values of χ. One way to achieve that goal is to decrease the eigenvalues 299

of (I −GK) to zero, which may lead one of them to turn slightly negative due to 300

numerical errors. This will result in instability of the fixed point and a phase transition, 301

as discussed above. The goal of the regularization terms is to prevent this phenomenon, 302

which is a general property of unregularized entropy maximization systems of 303

continuous variables [88]. 304

The learning rules were derived using the gradient descent method, as in [42]: 305

∆W ≡ −η ∂ε
∂W

= η
(〈
φT
((
χ+
)T

+ yxT
)〉

x
− λWS (W )

)
∆K ≡ −η ∂ε

∂K
= η

(〈
φT
(
χχ+ + ysT

)〉
x
− λKK

)
∆T ≡ −η ∂ε

∂T
= η

〈
−φTy

〉
x
,

(4)

where yl ≡ (χχ+φ)ll
g′′(hl)

(g′(hl))
3 , hl ≡

∑M
j=1Wljxj +

∑N
k=1Klksk − Tl, S (A) is defined by 306

(S (A))ij ≡ sign (Aij) and χ+ stands for the pseudo-inverse of χ (in the overcomplete 307

case used here, χ+ =
(
χTχ

)
χT ). 308

Auditory inputs 309

The input stimuli were chosen according to certain heuristics to emulate the system’s 310

response to tones of varying frequencies and amplitudes. Each input sample embodies 311

the reaction of the auditory hair cells to a combination of tones of certain frequencies. 312

The input profile for a pure tone is centered on the neuron that best matches that 313

frequency, and drops off to neighboring neurons to form a narrow Gaussian response 314

curve. The amplitude and the frequency were selected at random with a uniform 315

distribution on the permitted ranges. In addition to the input response, all neurons 316

feature some spontaneous activity that is irrespective of the inputs to model the neurons’ 317

reaction to background noises and non-stimulated motion of the hair cells (Fig. 1B). 318

The amplitudes of natural sounds are not uniformly distributed, loud sounds being 319

exponentially less common; however, the response of the inner hair cells is determined 320

not only by the absolute amplitude of the sound, but also by the reactivity of the 321

basilar membrane, as controlled by the outer hair cells. This serves as an automatic 322

gain control mechanism, giving the inner hair cells use of their full motion capacity for 323
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normal inputs. Therefore, we hold the uniform distribution to be a good approximation 324

to the output of the inner hair cells when presented with natural sounds [89,90] 325

To model sensory deprivation, we attenuated the higher half of the frequency domain 326

by applying a (monotonically decreasing) sigmoid envelope to all stimuli (Fig. 1C). The 327

choice of attenuating the higher frequencies was based on the most common type of 328

hearing loss [91,92], but attenuation could be applied to other frequency bands. 329
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14. Rauschecker JP, Leaver AM, Mühlau M. Tuning out the noise: Limbic-auditory
interactions in tinnitus. Neuron. 2010;66(6):819–826.
doi:10.1016/j.neuron.2010.04.032.

15. Wang H, Brozoski TJ, Caspary DM. Inhibitory neurotransmission in animal
models of tinnitus: Maladaptive plasticity. Hearing Research.
2011;279(1):111–117. doi:10.1016/j.heares.2011.04.004.

16. Henry JA, Roberts LE, Caspary DM, Theodoroff SM, Salvi RJ. Underlying
mechanisms of tinnitus: Review and clinical implications. Journal of the
American Academy of Audiology. 2014;25(01):5–22. doi:10.3766/jaaa.25.1.2.

17. Brozoski TJ, Bauer CA, Caspary DM. Elevated fusiform cell activity in the dorsal
cochlear nucleus of chinchillas with psychophysical evidence of tinnitus. Journal
of Neuroscience. 2002;22(6):2383–2390. doi:10.1523/jneurosci.22-06-02383.2002.

18. Brozoski TJ, Bauer CA. The effect of dorsal cochlear nucleus ablation on tinnitus
in rats. Hearing Research. 2005;206(1):227–236. doi:10.1016/j.heares.2004.12.013.

19. Wang H, Brozoski TJ, Turner JG, Ling L, Parrish JL, Hughes LF, et al.
Plasticity at glycinergic synapses in dorsal cochlear nucleus of rats with
behavioral evidence of tinnitus. Neuroscience. 2009;164(2):747–759.
doi:10.1016/j.neuroscience.2009.08.026.

20. Dehmel S, Pradhan S, Koehler S, Bledsoe S, Shore S. Noise overexposure alters
long-term somatosensory-auditory processing in the dorsal cochlear
nucleus—Possible basis for tinnitus-related hyperactivity? Journal of
Neuroscience. 2012;32(5):1660–1671. doi:10.1523/jneurosci.4608-11.2012.

21. Kaltenbach JA. The dorsal cochlear nucleus as a participant in the auditory,
attentional and emotional components of tinnitus. Hearing Research.
2006;216–217:224–234. doi:10.1016/j.heares.2006.01.002.

22. Kaltenbach JA, Godfrey DA. Dorsal cochlear nucleus hyperactivity and tinnitus:
Are they related? American Journal of Audiology. 2008;17(2):S148–S161.
doi:10.1044/1059-0889(2008/08-0004).

23. Tzounopoulos T. Mechanisms of synaptic plasticity in the dorsal cochlear nucleus:
Plasticity-induced changes that could underlie tinnitus. American Journal of
Audiology. 2008;17(2):S170–S175. doi:10.1044/1059-0889(2008/07-0030).

24. Baizer JS, Manohar S, Paolone NA, Weinstock N, Salvi RJ. Understanding
tinnitus: The dorsal cochlear nucleus, organization and plasticity. Brain Research.
2012;1485:40–53. doi:10.1016/j.brainres.2012.03.044.

25. Spirou GA, Davis KA, Nelken I, Young ED. Spectral integration by Type II
interneurons in dorsal cochlear nucleus. Journal of Neurophysiology.
1999;82(2):648–663. doi:10.1152/jn.1999.82.2.648.

26. Oertel D, Young ED. What’s a cerebellar circuit doing in the auditory system?
Trends in Neurosciences. 2004;27(2):104–110. doi:10.1016/j.tins.2003.12.001.

December 28, 2020 11/16

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 11, 2021. ; https://doi.org/10.1101/2021.01.11.426188doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.11.426188
http://creativecommons.org/licenses/by/4.0/


27. Zhang JS, Kaltenbach JA, Godfrey DA, Wang J. Origin of hyperactivity in the
hamster dorsal cochlear nucleus following intense sound exposure. Journal of
Neuroscience Research. 2006;84(4):819–831. doi:10.1002/jnr.20985.

28. Schaette R, Kempter R. Computational models of neurophysiological correlates
of tinnitus. Frontiers in Systems Neuroscience. 2012;6:34.
doi:10.3389/fnsys.2012.00034.

29. Gerken GM. Central tinnitus and lateral inhibition: An auditory brainstem
model. Hearing Research. 1996;97(1):75–83. doi:10.1016/S0378-5955(96)80009-8.

30. Kral A, Majernik V. On lateral inhibition in the auditory system. General
Physiology and Biophysics. 1996;15(2):109–127.

31. Bruce IC, Bajaj HS, Ko J. Lateral-inhibitory-network models of tinnitus. IFAC
Proceedings Volumes. 2003;36(15):359–363. doi:10.1016/S1474-6670(17)33529-2.

32. Parra LC, Pearlmutter BA. Illusory percepts from auditory adaptation. The
Journal of the Acoustical Society of America. 2007;121(3):1632–1641.
doi:10.1121/1.2431346.

33. Dominguez M, Becker S, Bruce I, Read H. A spiking neuron model of cortical
correlates of sensorineural hearing loss: Spontaneous firing, synchrony, and
tinnitus. Neural Computation. 2006;18(12):2942–2958.
doi:10.1162/neco.2006.18.12.2942.

34. Schaette R, Kempter R. Development of tinnitus-related neuronal hyperactivity
through homeostatic plasticity after hearing loss: a computational model.
European Journal of Neuroscience. 2006;23(11):3124–3138.
doi:10.1111/j.1460-9568.2006.04774.x.

35. Schaette R, Kempter R. Predicting tinnitus pitch from patients’ audiograms with
a computational model for the development of neuronal hyperactivity. Journal of
Neurophysiology. 2009;101(6):3042–3052. doi:10.1152/jn.91256.2008.

36. Schaette R, McAlpine D. Tinnitus with a normal audiogram: Physiological
evidence for hidden hearing loss and computational model. Journal of
Neuroscience. 2011;31(38):13452–13457. doi:10.1523/jneurosci.2156-11.2011.

37. Chrostowski M, Yang L, Wilson HR, Bruce IC, Becker S. Can homeostatic
plasticity in deafferented primary auditory cortex lead to travelling waves of
excitation? Journal of Computational Neuroscience. 2011;30(2):279–299.
doi:10.1007/s10827-010-0256-1.

38. Gault R, McGinnity TM, Coleman S. A computational model of thalamocortical
dysrhythmia in tinnitus sufferers. IEEE Transactions on Neural Systems and
Rehabilitation Engineering. 2018;doi:10.1109/tnsre.2018.2863740.

39. Gault R, McGinnity TM, Coleman S. Perceptual modeling of tinnitus pitch and
loudness. IEEE Transactions on Cognitive and Developmental Systems.
2020;12(2):332–343. doi:10.1109/tcds.2020.2964841.

40. Zeng FG. An active loudness model suggesting tinnitus as increased central noise
and hyperacusis as increased nonlinear gain. Hearing Research. 2013;295:172–179.
doi:10.1016/j.heares.2012.05.009.

December 28, 2020 12/16

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 11, 2021. ; https://doi.org/10.1101/2021.01.11.426188doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.11.426188
http://creativecommons.org/licenses/by/4.0/


41. Krauss P, Tziridis K, Metzner C, Schilling A, Hoppe U, Schulze H. Stochastic
resonance controlled upregulation of internal noise after hearing loss as a putative
cause of tinnitus-related neuronal hyperactivity. Frontiers in Neuroscience.
2016;10:597. doi:10.3389/fnins.2016.00597.

42. Shriki O, Sompolinsky H, Lee DD. An information maximization approach to
overcomplete and recurrent representations. In: Leen TK, Dietterich TG, Tresp
V, editors. Advances in Neural Information Processing Systems 13. MIT Press;
2001. p. 612–618.

43. Bell AJ, Sejnowski TJ. The “independent components” of natural scenes are edge
filters. Vision Research. 1997;37(23):3327–3338.
doi:10.1016/S0042-6989(97)00121-1.

44. Shriki O, Yellin D. Optimal information representation and criticality in an
adaptive sensory recurrent neuronal network. PLoS Comput Biol.
2016;12(2):e1004698. doi:10.1371/journal.pcbi.1004698.

45. Shriki O, Sadeh Y, Ward J. The emergence of synaesthesia in a neuronal network
model via changes in perceptual sensitivity and plasticity. PLoS Comput Biol.
2016;12(7):e1004959. doi:10.1371/journal.pcbi.1004959.

46. Noreña AJ. An integrative model of tinnitus based on a central gain controlling
neural sensitivity. Neuroscience & Biobehavioral Reviews. 2011;35(5):1089–1109.
doi:10.1016/j.neubiorev.2010.11.003.

47. Depireux DA, Simon JZ, Klein DJ, Shamma SA. Spectro-temporal response field
characterization with dynamic ripples in ferret primary auditory cortex. Journal
of Neurophysiology. 2001;85(3):1220–1234. doi:10.1152/jn.2001.85.3.1220.

48. Nagel KI, Doupe AJ. Organizing principles of spectro-temporal encoding in the
avian primary auditory area field L. Neuron. 2008;58(6):938–955.
doi:10.1016/j.neuron.2008.04.028.

49. Rubel E, Parks T. Organization and development of brain stem auditory nuclei
of the chicken: Tonotopic organization of n. magnocellularis and n. laminaris.
The Journal of Comparative Neurology. 1975;164(4):411–433.
doi:10.1002/cne.901640403.

50. Yu X, Sanes DH, Aristizabal O, Wadghiri YZ, Turnbull DH. Large-scale
reorganization of the tonotopic map in mouse auditory midbrain revealed by MRI.
Proceedings of the National Academy of Sciences. 2007;104(29):12193–12198.
doi:10.1073/pnas.0700960104.

51. Morel A, Garraghty PE, Kaas JH. Tonotopic organization, architectonic fields,
and connections of auditory cortex in macaque monkeys. J Comp Neurol.
1993;335(3):437–459. doi:10.1002/cne.903350312.

52. Romani GL, Williamson SJ, Kaufman L. Tonotopic organization of the human
auditory cortex. Science. 1982;216(4552):1339–1340. doi:10.1126/science.7079770.

53. Formisano E, Kim DS, Di Salle F, van de Moortele PF, Ugurbil K, Goebel R.
Mirror-symmetric tonotopic maps in human primary auditory cortex. Neuron.
2003;40(4):859–869. doi:10.1016/S0896-6273(03)00669-X.

54. Kandler K, Clause A, Noh J. Tonotopic reorganization of developing auditory
brainstem circuits. Nature Neuroscience. 2009;12(6):711–717.
doi:10.1038/nn.2332.

December 28, 2020 13/16

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 11, 2021. ; https://doi.org/10.1101/2021.01.11.426188doi: bioRxiv preprint 

https://doi.org/10.1101/2021.01.11.426188
http://creativecommons.org/licenses/by/4.0/


55. Hohenberg PC, Halperin BI. Theory of dynamic critical phenomena. Rev Mod
Phys. 1977;49:435–479. doi:10.1103/RevModPhys.49.435.

56. Strogatz SH. Nonlinear dynamics and chaos: with applications to physics,
biology, chemistry, and engineering. CRC Press; 2018.

57. Djurberg C, Svedlindh P, Nordblad P, Hansen MF, Bødker F, Mørup S.
Dynamics of an interacting particle system: Evidence of critical slowing down.
Phys Rev Lett. 1997;79:5154–5157. doi:10.1103/PhysRevLett.79.5154.

58. Dai L, Vorselen D, Korolev KS, Gore J. Generic indicators for loss of resilience
before a tipping point leading to population collapse. Science.
2012;336(6085):1175–1177. doi:10.1126/science.1219805.
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