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Arthropod vectors are responsible for the transmission of pathogens in humans and other species. The transmission rate depends on the size and activity of the vector population, factors which are in turn strongly affected by environmental conditions. Therefore, in order to develop realistic representations of vector population dynamics, it is necessary to properly account for the impact of a changing environment on the duration of life processes. Here, we use a pseudo-stage-structured population to model the accumulative process of development as a renewal process with a variable rate that depends on the environment. We incorporate this into sPop, formerly an age-structured population dynamics model. This framework allows the modeller to represent realistic life stage durations by choosing from three alternative probability schemes: an Erlang distribution, a Pascal distribution, or a fixed duration, while enabling the model to respond appropriately to variations in stage duration characteristics. Using this approach, we demonstrate that introducing random variation into the environmental conditions, which results in fluctuating development rates, on average decreases the time required for stage completion. An exception to this is an already optimum development rate being perturbed by noise towards a less efficient course. The proposed framework is suitable for performing inverse modelling with data collected from highly variable environmental conditions, the results of which can be used to develop realistic climate-driven population dynamics models.

Introduction

Mathematical models of structured populations have been used extensively in population ecology (1–3) and infectious disease epidemiology (4). Recently, they have been used to predict habitat suitability and vector abundance in response to climate and environmental change (5–7).

Population heterogeneity as a result of the variation in the rate of a biological process, such as development or infectious period, may introduce a substantial time delay and play an important role in the emerging dynamics of a population (8). Numerous methods have been proposed to represent developmental heterogeneity. According to the way they structure a population, two main categories emerge: age-structured (1, 8–10) and pseudo-stage-structured models (4, 8, 11, 12).

In an age-structured model, individuals are grouped into a set of non-overlapping contiguous age-classes, each with a well-defined time interval. Members of the same class are considered identical, and life processes, such as survival and development, apply to each class in an age-dependent manner. Examples of age-structured models include the matrix population model of Leslie (1, 13), the integro-differential equations approach of Hethcote and Tudor (9, 10, 14, 15), the age-within-stage model of Caswell \textit{et al.} (16), and the time-to-go formulation of Getz and Dougherty (17).
In certain age-structured models, the time spent in a particular life-stage (such as egg or larva in the case of modelling arthropods) is represented with a probability distribution (9, 10, 13–15, 17). These models invoke a survival function (or equivalently a hazard function) to determine the remaining time to stage completion. Here, we refer to this as the method of hazards. A major advantage of this method is its relative flexibility in representing various stage duration distributions.

In a pseudo-stage-structured model, individuals at various degrees of development are grouped into a set of sub-stages, which may or may not correspond to tangible life-stages. The former case, where the sub-stages are defined according to certain biological principles or discernible developmental features, is known as stage-structured modelling (2, 3). In comparison, the function of pseudo-stages is to accumulate an internal process, too complex to model or outright intangible, and thus control the time taken to develop all the way to the next life-stage (4, 8, 11). Here, we refer to this method as the method of accumulation.

Insects are poikilotherms, which are strongly affected by variations in environment, especially in temperature (18–23). It is important for the predictive models of insect population dynamics to incorporate realistic development time distributions, which behave reliably under variable environmental conditions. Numerous modelling frameworks have been implemented specifically to tackle the problem of predicting the impact of environmental variation on insect populations, including the degree-day approach (24–26), matrix population models (with environmental perturbations (3, 27, 28) and temperature forcing (6, 29)), and ordinary (30, 31), delay (32, 33), and partial differential equations (34). However, only a subset of these incorporate realistic development time distributions (6, 29, 31).

Despite their flexibility in incorporating development time distributions, age-structured models are limited in their ability to model a scenario in which the survival function is time-varying as a result of fluctuations in environmental conditions. Recently, Erguler et al. have developed a dynamic age-structured model, which allows the hazard function to change with the environment (13, 29, 35). The change is imposed upon the existing age-structure under an assumption that the survival function lacks memory; that at any given time, the survival function for an individual depends on its age and on the current environmental conditions, but not on the historical conditions. However, the biological implications of this approach have not been tested thoroughly.

Pseudo-stage-structured models can accommodate variations in the development time distribution to a certain extent. A common technique for developing pseudo-stage-structured models is to employ a series of identical sub-stages with exponentially-distributed dwell times to yield an ordinary differential equations (ODE) system with an Erlang-distributed time for development from one life-stage to the next (also known as the linear chain trick) (8, 12). This approach has been generalised for a broader set of development time distributions (12) and adapted for stochastic modelling (31, 36, 37). When using the linear chain trick, one can transform variations in the rate of transition through the sub-stages into variations in the Erlang distribution characteristics (8, 31). However, due to the fixed number of sub-stages, change in the ratio of the mean to standard deviation is not permitted.

Here, we develop an algorithm to implement accumulative development with a dynamic number of pseudo-stages. The framework we employ is a discrete-time matrix population model with a dynamic state vector and projection matrix. The approach allows for Erlang-distributed, Pascal-distributed, and fixed stage durations, and permits variation in both the number of pseudo-stages and stage transition rates. We incorporate this method into the sPop software package (13), and demonstrate that the method of hazards and the method of accumulation respond differently to environmental variation, with the latter yielding more realistic development times under variable environmental conditions. Using the method of accumulation, we investigate the impact of a fluctuating environment on development, and discuss its repercussions on assessing the impacts of climate change.
on vector-borne diseases.

Methods

To implement the method of accumulation, we consider a structured population where development is a renewal process (38) with a dynamic probability of event arrival. While each independent renewal event corresponds to a fraction of development, individuals with identical development fractions are grouped together.

In this population, the number of independent renewal events arriving at each iteration (time step) is the discrete random variable \( i \) with cumulative density function \( F(x, \theta) = \Pr(i \leq x) \), where \( \theta = \mathbb{E}(i)^{-1} \) is the interarrival time. By choosing an appropriate expression for \( F(x, \theta) \), it is possible to obtain Erlang- or Pascal-distributed development times or to simulate a deterministic fixed-duration development process.

The corresponding fraction of development achieved with each event is \( \kappa \), given by \( \kappa = 1/k \), the target number of events before development, so the rate of accumulation per time step is given by the product \( \kappa i \). Under the specific restrictions of invariable \( k \) and deterministic dynamics, this method is equivalent to a matrix population model, as we show in Supplementary Note A.

To expand from the matrix population framework, we define the development indicator, \( q \), such that initially \( q = 0 \) and at each time step \( q \) increments by \( \kappa i \), with development occurring when \( q \geq 1 \). The development indicator acts as the pseudo-stage label such that all individuals with the same value of \( q \) are considered identical with respect to development - they are in the same pseudo-stage.

The advantage of \( q \) over \( i \) as the development indicator is that \( q \) provides a standard measure and allows for both \( k \) and \( \theta \) to change. However, being a real-valued indicator between 0 and 1, \( q \) potentially, with a highly variable \( k \), leads to an infinite number of pseudo-stages. In the stochastic setting, individuals are randomly assigned to a specific pseudo-stage, so the number of non-empty pseudo-stages never exceeds the number of individuals in a population. In contrast, a population can be divided indefinitely in the deterministic setting to represent the expected fraction in each pseudo-stage, and thus, the number of non-empty pseudo-stages can grow without bound. Under such circumstances, an approximation may be imposed by limiting the precision of \( q \), which effectively limits the maximum number of pseudo-stages and groups individuals of almost identical progress together.

In order to facilitate dynamic handling of the pseudo-stages, allow for intrinsic stochasticity, and accomodate variable interarrival times, we developed Algorithm 1 (implemented in C and available in sPop v.2.0 under the GPL 3.0 license on the GitHub repository https://github.com/kerguler/sPop2). The algorithm simulates fixed or variable development times in either deterministic or stochastic settings. The user selects a distribution from fixed, Erlang, or Pascal for the development time distribution, and inputs the desired mean and standard deviation for each time step. The algorithm includes a scheme for selecting appropriate values of \( k, \theta \) at each time step to specify \( F(x, \theta) \) for suitably distributed development times.

The development time distribution referred to as fixed corresponds to the canonical degree-day approach (39), where stage completion and development occurs after a fixed duration without any variability, triggered by the accumulation of a precise number of degree-days. The rate of accumulation of degree-days is allowed to change depending on environmental drivers.

The fixed development scheme is a deterministic process with a target development time of \( k \) steps. This needs to be an integer value as it corresponds to the number of renewal events needed to complete the process. At each time step, precisely 1 renewal event accumulates (\( \theta = 1 \)). With each event, \( \kappa = 1/k \) of progress is added to the development indicator \( q \), and the particular stage completes when \( q \geq 1 \) as outlined above. If the conditions change during a simulation, and so does \( k \), the rate
of accumulation also changes. This leads to an intermediate development time between the initial and final $k$.

The Pascal development scheme, on the other hand, is an accumulative process designed to yield a Pascal-distributed development time, a special case of the negative binomial distribution with an integer-valued stopping parameter, $k$. This can be thought of as the distribution of the number of failures before $k$ successes in a series of identical Bernoulli trials with probability of success $p$. According to this, a success corresponds to a renewal event, a failure corresponds to 1 time step, and the number of failures, i.e. time steps, needed for the $k^{th}$ success, i.e. renewal event, is a Pascal-distributed random number, which corresponds to the development time. Since the number of successes before a failure, $i$, is geometrically distributed with $E(i) = 1/p$, we can identify the probability of success as $\theta$. As expected, $q$ increases by $i/k$ at each time step.

It is important to note that, as an indicator of time, at least one failure event is required to be the final outcome in the series of Bernoulli trials. For instance, the probability of accumulating $k$ successes in $\tau = 2$ time steps is equal to the probability of accumulating $r = 1$ failure before $k$ successes, where the second failure is a given. Therefore, $F(\tau, k, \theta) = F(r, k, \theta)$, where $F(\tau, k, \theta)$ is the cumulative density function of a Pascal distribution with shape $k$ and probability of success $p$, and $r = \tau - 1$.

In order to simulate this process, we write the probability of obtaining $x$ successes before 1 failure for each time step as

$$\Pr(i = x) = (1 - \theta)\theta^x$$  \hspace{1cm} (1)

and the cumulative density function as

$$\Pr(i \leq x) = F(x, \theta) = 1 - \theta^{x+1}.$$  \hspace{1cm} (2)

The final scheme we implemented is the Erlang, which yields Erlang-distributed development times, a special case of the gamma distribution where the shape parameter, $k$, is an integer. In this scheme, development time corresponds to the waiting time for the $k^{th}$ renewal event in a Poisson process where interarrival times are exponentially distributed with rate $\theta$.

Consequently, the number of events arriving in a single time step, $i$, is a Poisson-distributed random number with rate $1/\theta$. The cumulative density function for the arrival rate can then be written as

$$\Pr(i \leq x) = F(x, \theta) = \frac{\Gamma(x + 1, 1/\theta)}{x!},$$

where $\Gamma(x, \theta)$ is the upper incomplete gamma function. As in the above cases, for each time step, $q$ is incremented by $i/k$.

The selection of a scheme is followed by iterating through the existing pseudo-stages, i.e. the existing groups of individuals with distinct $q$ values. At first, all individuals have $q = 0$ so there is exactly one non-empty pseudo-stage representing a cohort. As time progresses, multiple values of $q$ may appear representing other possible pseudo-stages. The algorithm also accommodates a structured initial population comprising a set of $q$ values and associated sub-populations.

For the sub-population of individuals in pseudo-stage $q_0$, the random variable $i$ is iterated through all its possible values. For each value of $i$, $q$ is incremented accordingly, $q_i \rightarrow q_0 + i/k$, and an appropriate fraction of the sub-population is allocated to $q_i$ either deterministically, as the expected fraction of the population, or stochastically, by simulating a random fraction of the population, given the probability of $i$.

We exploited the hazard function, i.e. the probability of $x$ events arriving conditional on the absence of fewer events,

$$H(x, \theta) = \Pr(i = x \mid i > x - 1, \theta) = \frac{F(x, \theta) - F(x - 1, \theta)}{1 - F(x - 1, \theta)},$$  \hspace{1cm} (3)
where
\[ H(0, \theta) = F(0, \theta) \quad \text{and} \quad \lim_{x \to \infty} H(x, \theta) = 1, \] (4)

to accomplish the task of assigning a fraction of the population to each value of \( i \) in one pass.

Once the smallest value of \( i \) such that \( q_i \geq 1 \) is reached, the remaining individuals, \( m \), are flagged to complete development and the loop is terminated. As a result, for each \( q \) with an allocated population size of \( n \), the algorithm generates one or more pseudo-stages, \( q_i' \), among which the population is distributed accordingly, \( n_i' \).

It is important to note that the probability of \( i \) leading to \( q > 1 \) in a time step may become significant especially with a relatively large arrival rate. Overshooting of development, as we refer to such cases, will not prevent a population from completing development as required; however, may create bias should the process be followed by another stage of development. In such cases, the natural development process is interrupted by the aggregation of individuals with \( q > 1 \).

Overshooting can be minimised by extending the loop above \( q = 1 \) to maintain a record of all individuals with \( q > 1 \). In turn, the ones completing development form a structured population to be fed into the next stage of development. However, there may be cases where \( q > 2 \) in one step, which require multiple successive stages to utilise the accumulated development.

Consistent overshooting is a clear indication of a coarse time scale. However, due to the indirect time dependence of the renewal process, reducing the step size is not a trivial task. In the context of matrix population modelling, a time step is a unit based on which the survival and development processes are defined. Therefore, time scaling must involve a change in the desired duration and rate of these processes. For instance, daily survival probability, \( \lambda \), can be scaled according to the relation,

\[ \lambda' = \lambda^{1/\tau}, \] (5)

where the time interval is scaled down by a factor of \( \tau \). On the other hand, scaling the desired mean and standard deviation of an accumulative development process will render it appropriate for the new time scale,

\[ \mu' = \mu \tau \quad \text{and} \quad \sigma' = \sigma \tau. \] (6)

Time scaling results in a change in \( k \) with the fixed scheme, in \( \theta \) with the Erlang, and in both with the Pascal scheme. We note that a finer time scale may result in a deviation from the target probability distribution when using the Pascal scheme due to the change in the shape parameter, \( k \). Therefore, extra care must be taken when defining an accumulative process with the Pascal scheme.
Algorithm 1: The accumulative development algorithm with discrete time steps. $I$ is the indicator function, $\lfloor x \rfloor$ indicates the largest integer value smaller than $x$, and $\lceil x \rceil$ indicates rounding off to the nearest integer value.

**Input:** Desired mean, $\mu$, and standard deviation, $\sigma$, of development, initial fraction of development, $q$, and population size, $n$

**Output:** Returns the number of individuals completing development ($m$) and two arrays indicating the numbers of individuals ($n'$) at corresponding fractions of development ($q'$).

1. $k, \theta \leftarrow \begin{cases} k \leftarrow \lceil \mu \rceil & \theta \leftarrow 1 \quad \text{Fixed duration} \\ k \leftarrow \lceil \mu^2/(\sigma^2 - \mu) \rceil & \theta \leftarrow k/(\mu + k) \quad \text{Pascal distribution} \\ k \leftarrow \lceil \mu^2/\sigma^2 \rceil & \theta \leftarrow \mu/k \quad \text{Erlang distribution} \end{cases}$

2. $F(x, \theta) \leftarrow \begin{cases} I(x \geq \theta) \quad \text{Fixed duration} \\ 1 - \theta^{x+1} \quad \text{Pascal distribution} \\ \frac{\Gamma(x + 1, 1/\theta)}{x!} \quad \text{Erlang distribution} \end{cases}$

3. $m \leftarrow 0$
4. $q' \leftarrow \{\}$
5. $n' \leftarrow \{\}$
6. $i \leftarrow 0$

7. while $n_q > 0$ do
     8. $q'_i \leftarrow q + i/k$
     9. if $q'_i \geq 1$ then
           10. $m \leftarrow n$
           11. $n \leftarrow 0$
     12. else
          13. $p \leftarrow H(i, \theta)$
           if stochastic then
             15. $n'_i \leftarrow \text{Binom}(n, p)$
           else
             17. $n'_i \leftarrow np$
             18. $n \leftarrow n - n'_i$
          19. $i \leftarrow i + 1$
9. return $m, n', q'$
Results and discussion

We developed Algorithm 1 to simulate an accumulative process as a stochastic renewal process in both deterministic and stochastic settings under three probability schemes: (i) fixed-duration, (ii) Pascal-distributed, and (iii) Erlang-distributed dwell time. The algorithm allows for variable dwell time characteristics, and thus, is aimed at representing realistic development times for natural populations under variable environmental conditions.

To demonstrate, we first simulated the temporal dynamics of development in a hypothetical population under constant conditions while excluding birth, death, and other biological processes. We created a small population of 10 individuals and imposed 20 ± 10 steps of development time, a mean of 20 steps with a standard deviation of 10. The emerging dynamics together with the impact of added stochasticity can be seen in Figure 1. As a result, we observed that the algorithm is capable of accurately simulating all three schemes as expected.

![Figure 1. Three schemes for accumulative development.](image)

In (a), the fixed-duration scheme with 20 steps of development is shown. In (b), dwell time variability is incorporated in the form of a Pascal distribution with mean $\mu = 20$ and standard deviation $\sigma = 10$ (corresponding to $\theta = 0.2$ and $k = 5$). The same mean and standard deviation correspond to an Erlang distribution with $\theta = 5.0$ and $k = 4$ in (c). The stochastic simulations were repeated 1000 times, and 95% output ranges are displayed as shaded areas.

We demonstrated the dynamics under variable conditions by introducing a drastic shift in development time — both in the shape and scale of the distribution — when only half the process was completed. In a deterministic scenario, we allowed a population of 100 individuals to develop for 20 time steps under conditions imposing 40 ± 5 steps of development, which corresponds to an Erlang distribution with $k_0 = 64$ and $\theta_0 = 0.625$. Then, we switched the distribution to 20±5 steps, which requires $k_1 = 16$ and $\theta_1 = 1.25$.

We plotted the frequency diagram of the development indicator, $q$, for each time step in Figure 2(a). Note that the values of $q$ are capped at just less than 1, since individuals with $q \geq 1$ are removed from the population for development. Evidently, the switch affects the rate of change in $q$, but does not induce a shift in its position. Half the development was considered complete at the time of the switch as expected when employing the method of accumulation. Consequently, we observed a gradual stage transition with an overall development time of approximately 30±5 steps (Fig. 2(b), dark dots).

In contrast, with the method of hazards, we observed a sharp transition at $\tau = 20$ due to the strict age dependence (Fig. 2(b)). The switch at $\tau = 20$ resulted in the majority of individuals reaching their target development age immediately. Evidently, the internal biological processes leading to development were overlooked, and the dynamics of stage transition was represented as being shaped by an external process. We argue that both representations might have appropriate applications for certain life processes; however, the method of accumulation is better suited for development.

Variation in the environment, especially in temperature, may affect the rate of development in arthropod vectors. Several,
Fig. 2. **Response to change in development time.** In (a), the frequency distribution of the development indicator, \( q \), is shown for each time step. In (b), the number of developing individuals is shown as simulated by the accumulative development method (dark solid dots) and the age-dependent method of hazards (light solid dots). Solid gray lines mark the two target trajectories before and after the shift in development time.

Fig. 3. **Accumulative development under environmental variation.** In (a), relationship between environmental variation and average development time is shown. Solid lines indicate the frequency of noise and the average development time. In (b), the median (thick lines) and the 95% range (shaded areas) of development trajectories are shown for three variation scenarios. The thick black line indicates the case without environmental noise. The simulations were repeated 1000 times for each scenario.

mostly non-linear, relationships have been proposed to represent the temperature dependency of insect development (22). A common feature in such proposals is the presence of an optimum temperature at which development is most efficient. An approximately linear trend is otherwise proposed for a wide range of temperatures provided that a clear distance is maintained from the optimum and the extreme conditions. To assess the impact of temperature variation in development, we considered the two alternative relationships illustrated in Figure 3(a); namely, the linear response to varying temperatures (shown in blue) and the optimum development efficiency being disrupted by variations in temperature (shown in red).

We simulated a population of 100 individuals under three scenarios with reference to an Erlang-distributed development time of 30 ± 3 steps. In the first scenario, we assumed that the average development time, \( \mu \), varies linearly and independently for each time step in response to a Gaussian random number \( \rho \sim \mathcal{N}(0,8) \), and the standard deviation of the development time is proportional to the mean, \( \sigma = 0.1\mu \). We set the second scenario as identical to the first with the exception of a constant standard
deviation, \( \sigma = 3 \) steps. In the final scenario, we set \( \rho' = |\rho| \) and \( \sigma = 0.1\mu \) to test the impact of a non-linear response. We present indicative sets of development times for each scenario, in the form of corresponding Erlang distributions, in Figure S1, and the emerging development dynamics in Figure 3(b).

We note that in the second scenario, a different \( k \) is introduced with each step, thus the number of possible values of \( q \), i.e. the number of pseudo-stages, increases rapidly in the deterministic setting. Due to the limitations in computational resources, we imposed an approximation by setting the precision of \( q \) to the nearest \( 1000^{th} \) decimal point, which effectively limits the maximum number of pseudo-stages to 1000 (see Methods). We demonstrated in Figure S2 that the approximation had a negligible impact on accuracy.

We compared the three scenarios against the reference case of no environmental variation (Fig. 3) and observed that the impact strongly depended of the relationship between temperature and development as expected. When development is already at an optimum efficiency, variation in temperature acts as a disturbance rendering the process less efficient and longer to complete (red shade in Fig. 3(b)). When it is away from the optimum, development time is reduced in response to noise due to the increase in the frequency of exposure to faster development rates (blue and green shades in Fig. 3(b)). This is in agreement with the experimental study of Wu et al. (2015), concerning Megaselia scalaris, which demonstrated that the temperature fluctuations between day and night boosted the development rate of the fly (25).

We observed that the two forms of standard deviation (proportional and fixed respectively in the first and second scenarios) gave rise to distinct characteristics of variation in the dynamics. With fixed \( \mu/\sigma \), the number of pseudo-stages is fixed, and so is the shape, \( k \), of the development time probability distribution. Therefore, the variation observed in development time (blue and red shades in Fig. 3(b)) can be attributed to the variation in scale, \( \theta \), i.e. inverse of the rate of progress through each pseudo-stage.

On the other hand, with fixed \( \sigma \), the shape and scale change together keeping the ratio \( k/\theta \) constant, which leads to a shift between a steep (when \( k \) is high) and a gradual response (when \( k \) is low). When \( k \) is consistently high, development takes longer to complete, but the process terminates with a steep curve. In contrast, consistently low \( k \) leads to shorter development times but a gradual termination curve, while very low \( k \) leads to transient spikes in the number of individuals completing development. Consequently, in accumulative development, low \( k \) early in the process has a large and lasting impact, which gives rise to the observed variability in Figure 3(b) (green shade).

Flexibility in defining the dwell time probability distribution provides an advantage for model and parameter inference, in which the duration and/or variability of the process cannot be determined a priori. The capacity to incorporate change in development rates during simulation also provides an advantage, and facilitates developing climate-driven population dynamics models for many vector species (6, 29).

While numerous modelling approaches concerning infectious disease dynamics require age-structured populations and associated delay in stage durations, such as the duration of the lag or infectious periods, a variable environment may not directly affect dwell times (4, 8). Even in cases where process characteristics are predetermined and flexibility is not a requirement, the extended sPop package introduced here offers an additional reliable high-performance tool for modelling structured population dynamics.
Conclusions

Many species are exposed to large daily variations in temperature and rapid changes in microclimate as they grow and develop in their natural habitats. For many species, the rate of development is strongly associated with these drivers (40), and it is crucial to accurately represent the impact of these drivers in population dynamics models (41).

Here, we extended the age-structured population dynamics model sPop towards representing accumulative development with a dynamic pseudo-stage-structured population. The framework allows for the incorporation of realistic stage durations in population dynamics models while enabling to respond appropriately to variations in stage duration.

With the approach presented, the structure of a population is dynamically reconfigured into any number of sub-stages as needed to simulate two probability schemes — Erlang and Pascal distributions — and fixed duration. The number of sub-stages are limited only by the availability of computational resources. The algorithm allows for the distribution of development time (its mean, standard deviation, or type) to change during a simulation. As in the previous version of sPop, both deterministic and stochastic simulations are allowed.

Introduction of realistic stage durations in infectious disease models results in the increased complexity of transmission dynamics (8). We demonstrated that a variable stage duration further complicates the dynamics of a developing population by manifesting both the expected behaviour and the intrinsic stochastic variation. The effect must be accounted for in cases where stage duration is largely driven by environmental conditions, and especially when modelling climate-driven population dynamics of arthropod vectors.

The discrete-time matrix population framework possesses two main limitations, which may lead to numerical errors in simulation: (i) an integer value for $k$ and (ii) discrete time steps. A restriction is imposed on certain combinations of mean and standard deviation, which lead to non-integer $k$. In such cases, the distribution is approximated by the nearest integer value.

Future work will focus on relaxing this restriction and allowing for any non-integer value.

The numerical errors introduced by discrete time steps are largely subdued by the shortening of the steps, which can be informed by the expected duration of the process to be modelled. We argue that the loss in accuracy is minor in comparison to the ability to incorporate realistic dwell time distributions, flexibility in the number of sub-stages, and the performance gained.

Simulating realistic development times under varying environmental conditions is a vital requirement for developing predictive population dynamics models of disease vectors. The proposed approach is particularly appropriate for performing inverse modelling with data collected from highly variable environmental conditions.
**Supplementary Note A: The matrix population model**

The matrix population modelling approach involves matrix algebra to project the state of a population to the next time point (3). According to this, a population is structured into a set of stages and/or within-stage age classes, and a projection matrix is constructed to describe the expected change in each stage/class during a time step.

Here, we derive the projection matrix for a special case of accumulative development with the deterministic assumption. By fixing the number of pseudo-stages to $k$, we eliminate the need to employ the development indicator $q$, and structure the population into $k$ pseudo-stages, $n_0 \ldots n_{k-1}$, and 1 additional stage, $u$, to receive the individuals completing development. By doing so, we map the development stages onto the projection matrix, and proceed to account for transitions from one pseudo-stage to multiple others.

To calculate the expected number of pseudo-stages one individual accumulates in one step, we use the cumulative density function describing the probability of accumulating $i$ random renewal events in a single time step, $F(i) = F(i, \theta)$ (see Methods). For instance, an individual stays in a pseudo-stage with rate $F(0)$, progresses to the next with rate $F(1) - F(0)$, and skips one to reach the second pseudo-stage with rate $F(2) - F(1)$. Consequently, the projection matrix, $M(n, \tau)$, can be written as

\[
M(n, \tau) = \begin{bmatrix}
F(0) & F(1) - F(0) & F(2) - F(1) & \cdots & F(k - 1) - F(k - 2) & 1 - F(k - 1) \\
0 & F(0) & F(1) - F(0) & \cdots & F(k - 2) - F(k - 1) & 1 - F(k - 2) \\
0 & 0 & F(0) & \cdots & F(k - 3) - F(k - 2) & 1 - F(k - 3) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & F(0) & 1 - F(0) \\
0 & 0 & 0 & \cdots & 0 & 0
\end{bmatrix},
\]  

where $n = [n_0, n_1, \ldots, n_{k-1}, u]^T$, $n_i$ is the $i^{th}$ pseudo-stage, and $u$ is the subsequent development stage.
Supplementary Note B: Environmental variation

Fig. S1. Environmental variation. A series of $k$ (black) and $\theta$ (blue) are shown for the Erlang distributions corresponding to the development times sampled for three scenarios: (a) a linear change in $\mu$ with a proportional $\sigma$, (b) a linear change in $\mu$ with a constant $\sigma$, and (c) a non-linear change in $\mu$ with a proportional $\sigma$. See the main text for information on each scenario.
Supplementary Note C: The approximation

Fig. S2. Limiting the number of pseudo-stages. The medians of development trajectories are shown for the variable temperature scenario (the second scenario with linear variation in $\mu$ and constant $\sigma$) when the number of pseudo-stages (plotted in different colours) are limited by tuning the precision of the development indicator $q$ (see the main text).
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