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Abstract

Machine learning with artificial neural networks, also known as “deep learning”, accurately predicts biological phenomena such as disease diagnosis and protein structure. Despite the ability of deep learning to make accurate biological predictions, a challenge is model interpretation, which is especially challenging for recurrent neural network architectures due to the sequential input data. Here we train multi-output long short-term memory (LSTM) regression models to predict peptide binding affinity to five rhesus macaque major histocompatibility complex (MHC) I alleles. We adapt SHapely Additive exPlanations (SHAP) to generate positional model interpretations of which amino acids are important for peptide binding. These positional SHAP values reproduced known rhesus macaque MHC class I (Mamu-A1*001) peptide binding motifs and provided insights into inter-positional dependencies of peptide-MHC interactions. Positional SHAP should find widespread utility for interpreting a variety of models trained from biological sequences.
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INTRODUCTION

Sequences are ubiquitous throughout the biological world. Nucleic acids and proteins encode information as sequences of monomeric building blocks. Sequence order is extremely important; the primary amino acid sequence of a protein uniquely determines the set of 3D structures formed after folding. Decades of effort by thousands of scientists has focused on measuring protein structures and determining intermolecular binding. Significant efforts have been devoted to protein structure prediction. Recent advances in deep learning have achieved major milestones in protein structure prediction.

Deep learning is a type of machine learning that uses neural networks to learn complex relationships between pairs of input and output data. There are many types of neural network models that differ primarily in how neurons are connected. Each architecture is well suited for different types of input data. For example, convolutional neural networks (CNNs) are effective at using images as inputs, and recurrent neural networks (RNNs) are effective at using sequence data as input. RNNs have found extensive application to natural language processing, and by extension as a similar type of data, predictions from biological sequences such as peptides or nucleic acids. A specific type of RNN called a long short-term memory (LSTM) solves the vanishing gradient problem seen with backpropagation of standard RNNs, and thus LSTMs are widely used for sequence data.

One goal of building predictive models is to create an understandable and actionable relationship between the input and output data. Although deep learning with LSTM models is effective for making predictions from sequences, a challenge is interpreting how input data leads to specific outputs. For certain models, like CNNs, there are model specific interpretation strategies, such as layer-wise relevance propagation. Additionally, there are several strategies to enable interpretation of any arbitrary model type, such as permutation importance, and SHapley Additive exPlanations (SHAP). SHAP is an attractive option because, in addition to it working on any arbitrary model, SHAP can dissect interactions between inputs when they are correlated. However, SHAP does not directly enable sequence-dependent model interpretation, which is needed for understanding how RNN or LSTM models connect biological sequence inputs to specific predictions.

The major histocompatibility complex (MHC) is an array of closely related genes that encode cell surface proteins that form an essential part of the adaptive immune system. There are two main classes of MHC complexes, I and II. MHC class I molecules are expressed on the cell surface of all nucleated cells in vertebrates. MHC class I molecules present endogenous peptides that are recognized by the CD8 T cell receptors (TCR) on cytotoxic T cells. If the cytotoxic T cells recognize peptides that are non-self, such as from a viral infection or cancer, T cells will induce apoptosis in the abnormal cell.

Peptides bound by the MHC I complex are primarily generated by the proteasome from intracellular proteins. Not all peptides from proteasome degradation are bound into the MHC class I complex, nor are peptides bound with equal frequency. Peptides suitable for the MHC class I complex are generally between eight and ten amino acids in length, although longer peptides have been reported. The sequence of the peptide determines its binding affinity to each MHC class I complex allele. Given the polymorphism of MHC class I alleles in the human population, the abundance of potential binding peptides, and the low throughput of current binding assays, direct measurement of peptide-MHC binding for all possible peptides is infeasible. Therefore, the prediction of binding affinities through methods such as machine learning or molecular modelling could lead to improved development of vaccines against diseases like cancer.

Extensive efforts have focused on prediction of peptide-MHC interactions. Both classification and regression models are used to learn which peptides bind an MHC allele (for example, see O'Donnell et al., Zeng and Gifford, and Liu et al.). Further work is needed to interpret predictive models to understand general
patterns of amino acids that will bind a given MHC I allele. Here we demonstrate that LSTM models can easily learn to perform regression directly from a peptide sequence to that peptide’s affinity to various MHC I alleles (measured by Haj et al. 2020)\textsuperscript{27}. Our main contribution is a strategy to interpret such models that we term “positional SHAP”, which reveals how each amino acid contributes to binding specifically and generally across all peptide predictions. We extend the strategy to track inter-positional dependence of amino acids for binding. This work therefore describes a general and broadly applicable framework for understanding notoriously abstruse deep learning models trained on biological sequences.
METHODS

Data
Data used for training and testing the model was obtained from Haj et al. 2020, where all possible 8-, 9-, and 10-mer peptides from 82 simian immunodeficiency virus (SIV) and simian-human immunodeficiency virus (SHIV) strains were measured by fluorescent peptide array. The data provided consists of 61,066 entries containing the peptide sequence, the peptide length, and five intensity values from the fluorescence assay for each of the five Mamu alleles tested (A001, A002, A008, B008, and B017). These intensity values are a proxy for binding affinity between a peptide and the MHC I allele. From the methods of Haj et al., each intensity is the base 2 logarithm of the median intensity value of five replicates reported for each peptide as measured by an MS200 Scanner at a resolution of 2µm and a wavelength of 635nm. For training and testing of the model, the dataset was randomly split into three categories (Supplemental Figure 1). Because the dataset contains truncated forms of each core peptide sequence as 8-, 9-, and 10-mers, the data splitting grouped each core sequence into unique indexes and split based on those indexes. This core sequence-based splitting ensured that training and testing data would not have truncated versions of the same peptide. The training data had 43,923 entries (71.93% of all data). The validation data to assess overfitting during training had 10,973 entries (17.97% of all data). Test data consisted of 6,170 entries (10.10% of all data) and was used after hyperparameter optimization to assess the overall accuracy of the model.

Model architecture
The Keras (version 2.3.0-tf) interface for Tensorflow (version 2.2.0) was used to build and train the LSTM model (see detailed model architecture in Supplemental Figure 2). Peptide sequences were converted to integers ranging from 0 to 21 where each integer corresponds to an amino acid or the special token “END”, which is used to pad peptides with length 8 or 9 to have length 10. The embedding layer takes these ten integer inputs corresponding to each position of the peptide. Each input is transformed by the embedding layer learn a 10x50 dimensional representation that is sent to the first LSTM layer. The LSTM layer outputs a 50x128 dimensional tensor to a dropout layer where 44% of values are randomly set to 0 before passing to a second LSTM layer that outputs a tensor with length 128. A second dropout layer then randomly sets 20% of values to 0 before a dense layer with LeakyReLU activation reduces the data dimensionality to 64 before a final 5% dropout layer. The final dense layer produces five outputs, which are trained to predict the fluorescence intensity values for the five mamu alleles. The model is compiled with the Adam optimizer and uses mean squared error (MSE) loss.

Hyperparameter search
Dropout, batch size, and the number of epochs were optimized using the hyperas wrapper for hyperopt. The hyperparameter search allowed a uniform range between 0 and 0.6 for each of the three dropout layers. The search for epoch and batch size hyperparameters had binary choices. Epochs were either 1,000 or 2,000. Batch size was either 2,500 or 5,000. The hyperparameter search was run with the tree of parzen estimators algorithm allowing a maximum of 100 evaluations. The optimal parameters from this search are in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Optimal hyperparameters for deep learning model. Hyperopt was used to determine the ideal hyperparameters for the model using a tree of parzen estimators algorithm over 100 evaluations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dropout Layer 1 Rate</td>
</tr>
<tr>
<td>Dropout Layer 2 Rate</td>
</tr>
<tr>
<td>Dropout Layer 3 Rate</td>
</tr>
<tr>
<td>Batch Size</td>
</tr>
<tr>
<td>Epochs</td>
</tr>
</tbody>
</table>

Final Model Training
The final model was re-trained using the best hyperparameters from Table 1. Loss (as MSE) for training and validation data was plotted against the training epochs to monitor overfitting (Supplemental Figure 3).
Model Performance - Regression Metrics
Test peptides were input to the final trained model and the predicted intensities were compared with the experimental intensities. Correlations between true and predicted values were assessed by MSE, Spearman’s rank correlation coefficient (Spearman’s $\rho$), and the correlation p-value.

Positional SHAP
Shapely Additive Explanations (SHAP)\(^1\) were used to determine the contribution of each position on each peptide to the peptide’s overall predicted intensity. Training peptide sequence data was summarized as 100 weighted samples using the SHAP kmeans method. The summarized data, the test peptide sequence data, and the trained model were input into SHAP’s KernelExplainer method. The contribution of each amino acid at each position was stored in an array. The mean SHAP value of each amino acid at each position was calculated for each mamu allele. Exemplary plots of the top predicted peptides were generated using SHAP’s force_plot method indexed with peptides and position\(^1\). Dependence plots were generated using SHAP’s dependence_plot method and modified with MatPlotLib\(^3\).

Data and Code Availability
The data and code are available at [https://github.com/jessegmeyerlab/positional-SHAP](https://github.com/jessegmeyerlab/positional-SHAP).
RESULTS

Model Training and Prediction

Peptide array data from Haj et al.\textsuperscript{27} was composed of peptide sequences and their corresponding peptide array signal intensities, which are a proxy for MHC allele binding strength. Each peptide in the table had values for five Mamu MHC class I alleles: A001, A002, A008, B008, and B017 (Figure 1). Data was split into training, validation and test sets in a manner that ensures truncated versions of the same core peptide are in the same set (Supplemental Figure 1). The LSTM model used peptide sequences converted to integers as input to an embedding layer and learned to perform multi-output regression to outputs of the five Mamu MHC alleles as output (Figure 1, Supplemental Figure 2). Finally, the key contribution of this study is the concept of “positional SHAP” for sequence-dependent model interpretation.

![Peptide array](image)

**Figure 1**: Overview of data, modeling, and positional SHAP analysis for model interpretation. Data downloaded from Haj et al. 2020 was generated by an immunofluorescence peptide array assay where each peptide’s reported intensity is proportional to the amount of each MHC isoform that binds that peptide. The peptide sequence was numerically encoded and split to positional inputs, and a bidirectional Long Short-Term Memory (LSTM) model was trained to predict the five peptide array intensities, one for each MHC allele measured in the assay. The trained model was then used to make predictions on a separate test subset of the data. Finally, the model interpretation method SHAP was adapted to enable determination of each amino acid position’s contribution to the final prediction. This positional SHAP analysis was visualized by plotting the mean SHAP value of each amino acid at each position as a heatmap.

The LSTM model easily achieved excellent performance on this multi-output regression task. Training versus validation loss for the final model (Supplemental Figure 3) demonstrates some overfitting but not to the detriment of the model’s generalizability. Plots of true peptide intensity versus model predictions for the true held-out test set showed excellent performance for all the five alleles according to MSE values, spearman correlation analysis (Figure 2). All correlations between true and predicted values were significant with p-values less than 1.0E-16.
Positional SHAP

Positional SHAP analysis revealed that each of the five alleles had different amino acid preferences that induced high binding/intensity predictions (Figure 3). Mamu A001 generally prefers hydrophobic or hydroxyl-containing amino acids in the first position (F, I, L, V, or Y), with a strong preference for S, T, or P in the second position; S and T are very similar chemically, with small, polar side chains containing hydroxyl functional groups. The heatmap of positional SHAP values also showed that A001 preferred proline between positions two and six. The preference of Mamu A002 was similar to A001 in that n-terminal serine or threonine result in high binding, but the preference for proline was completely absent. The preference map of mamu A008 showed an opposite trend, where only the preference for early proline between positions one and four is readily apparent and the contribution of S or T is absent. B008 appears to be most selective for the amino acids near the N-terminus, with a strong preference for arginine or methionine and strong negative SHAP values for many amino acids. Finally, B017 showed a preference for L, M, or H followed by F near the N-terminus. The heatmap of SHAP values for B017 also showed a positive contribution to binding from tryptophan near the C-terminus, suggesting that the entire peptide length may play a bigger role in binding to the B017 MHC protein.

Positional SHAP analysis also reveals the amino acids at each position that decrease peptide binding. All MHC alleles except for A002, and most pronounced in B008, have a strong negative contribution to binding prediction if there is an acidic amino acid in position one or two (i.e. D or E). For all alleles except B017, histidine near the peptide N-terminus also predicts low binding affinity.
Figure 3: Heatmaps showing positional SHAP analysis to determine amino acid binding motifs from deep learning models. The mean SHAP values for each amino acid at each position across all peptides in the test set were arranged into a heatmap. The position in each peptide is along the y-axis and the amino acid is given along the x-axis. "End" is used in positions 9 and 10 to enable inputs of peptides with length 8, 9, or 10. For comparison, the SHAP force plot for the peptide with the highest binding prediction is shown for each allele.
Positional SHAP can further reveal the pooled binding contributions for arbitrary subsets of peptides. When the positional SHAP heatmap is filtered for the eight peptides with the highest binding predictions (top 0.013%), distinct patterns emerge (Supplemental Figure 4). The serine or threonine at position two remains important for the A001 and A002. Proline emerges as important for B008 while proline at position three hinders binding to B017.

**Inter-Positional Dependence**

For each Mamu allele, at least one amino acid contributes to high binding prediction across multiple peptide positions. For example, the heatmap for MHC A001 (Figure 3) showed that proline positively contributes to binding when present in a wide range of positions from two to nine. Threonine positively contributed to binding at all positions for MHC allele A002. This suggested that each MHC binding pocket may tolerate their preferred motif with different absolute positions in the peptide, which prompted further investigation of the inter-positional dependence of peptide binding.

The SHAP value of any position is dependent on the values of all other positions in the peptide. SHAP dependence plots show how the range and variability of a position’s SHAP value is reflective of the magnitude of its dependence on another position’s amino acid value (Figure 4). For the A001 allele, position one has the greatest range of SHAP dependence values ranging from about -1 to +2. The amino acids with the greatest positive range at position one, for example, are serine, threonine, leucine, and isoleucine (Figure 4A), reflecting the results on the heatmap in Figure 3. Values with negative ranges are also reflected in the heatmap, including aspartate, glutamate, glycine, histidine, asparagine, and proline.

By referencing one position in the peptide given another position, we can tease out the interactions between neighbor amino acids that determine high peptide binding. For Mamu A001, serine and threonine are only assigned a high SHAP value when the amino acid at position two is a proline (dark pink, Figure 4A). Similarly, when the first amino acid is phenylalanine, the subsequent amino acid must be either a proline (dark pink) or a serine (light gray) at position two, but when the first amino acid is a different hydrophobic amino acid, leucine, a threonine is instead required (dark gold). Additionally, a similar but more subtle pattern is apparent for tyrosine and isoleucine; higher values are predicted when tyrosine is followed by a proline, and higher values predicted for isoleucine when followed by a threonine. Interestingly, these same amino acids at position two that predict high binding when starting with aliphatic amino acids result in lower values when a peptide starts with aspartic acid, glutamic acid, glycine, histidine, asparagine and proline. Thus, inter-positional SHAP analysis reveals relationships that are not apparent from the bulk heatmap analysis.

Beyond position one, a similar pattern is seen in relation to serine and threonine. At positions two, three, and four, the highest predictions for serine and threonine only result when they are followed by a proline (Supplemental Figure 5). Proline also shows a large positive range of SHAP values from position two through position five. However, there is variability even given an amino acid pair represented by these plots. The proline at position two, for example, has the highest prediction when it is followed by a glutamic acid (Figure 4B). However, there is also a point representing a peptide with proline followed by glutamic acid near the bottom of the range. Additionally, proline followed by glutamic acid is not the top prediction for any of the following positions. Beyond this, no simple pattern is apparent for amino acids that follow proline. The only predictor of a high SHAP value for proline is a preceding serine or threonine (Supplemental Figure 6). These plots also reveal that phenylalanine and leucine only contribute to high binding affinity when at position one.
Although interactions of adjacent positions are easily apparent, interactions between more distant positions can also be studied with this method. Most notable is the range of the “end” value at positions nine and ten, representing a peptide of less than ten positions. The values range through both negative and positive contributions from roughly -0.25 to 0.25. The positive values of “end” at position nine or ten are linked to a proline at position two (Supplemental Figure 7).

Finally, given the results presented, it may be useful to compare the patterns observed with top predicted peptides (Figure 3). For the MHC allele A001, the top predicted peptide has a sequence of FSPPPAYVQQ. This matches the pattern displayed on the heatmap, with phenylalanine in position one, serine in position two, and three prolines spanning positions three to position five. The sequence also reflects the specificity noted from the interaction plots. Similar congruence between the top predicted peptides and the patterns displayed by the heatmap and interaction plots can be observed for the other four alleles (Figure 3, Supplemental Figure 5).
DISCUSSION

The main contribution of this work is the concept of positional SHAP analysis to interpret neural networks trained from biological sequences. We show how positional SHAP can reveal amino acid motifs that influence MHC I binding, and further describe how positional SHAP enables understanding of inter-positional dependence of amino acids that result in high affinity predictions. This work also contributes a method for accurate prediction of peptide-MHC I affinity using peptide array data enabled by novel application of a neural network that combines amino acid embedding and LSTM layers.

Although there is an abundance of effective neural network models for biological sequences, there are a dearth of methods to understand those models. Thus, positional SHAP fills a gap in the biological machine learning community. Prior studies have used sequence logos from the top predictions34, but this method does not ask the model what was learned and is instead sequence centric. One effective approach used by DeepLigand25 is to apply Sufficient Input Subset (SIS) analysis35, which attempts to reduce inputs to the minimal values required for prediction. Another recent report described the use of SHAP to interpret deep neural networks that predict the collisional cross section of peptides analyzed by ion mobility mass spectrometry36, but without reference to the position of each amino acid, the utility of SHAP to understand position-specific insights from the model are limited.

By using positional SHAP to identify the contribution of each amino acid at each position to the final model’s predictions, we can use the contributions to make hypotheses about the structure of the binding motif. For example, using SHAP independently, one would find that proline is an important amino acid to the prediction of a high binding affinity for A001. With positional SHAP, we can see that it is important for proline to be between positions two and five (Figure 3), suggesting that the complementary binding region of the MHC complex requires at least one additional amino acid at the N-terminal end to bind properly and that there is a limit to how far along towards the C-terminus of the peptide the proline must be to properly bind.

Furthermore, by analyzing the positional SHAP data with dependence plots, we can determine the interactions between amino acids and how their relationship affects the overall predicted binding. The results presented herein show how these reveal peptide motifs that are bound by the MHC complex. For example, using only the heatmap analysis of A001, the highest predicted peptides are those with a phenylalanine or a leucine at position one, followed with either a serine or threonine at position two, and a proline at position three (Supplemental Figure 4). The dependence plots for positions one compared to two reveal additional granularity (Figure 4A); the highest SHAP values for phenylalanine are reserved for the instances where it is followed by a serine and for leucine where it is followed by a threonine. A similar pattern is apparent for tyrosine and isoleucine followed by serine and threonine, respectively. Thus, high binding affinity is dependent on an aromatic amino acid followed by S, or an aliphatic amino acid followed by T, such that the ideal binding sequences contain a core motif of either F/Y-S-P-X or L/I-T-P-X.

As an external validation of our results, we compared the binding preference of MAMU A001 determined from positional SHAP to a prior publication that determined specificity experimentally with a library of peptides with single amino acid substitutions37. This previous study determined a preference for “…S or T in position 2, P in position 3, and hydrophobic or aromatic residues at the C terminus”. Our heatmap shows a similar preference (Figure 3), but we also note that F/I/L is preferred at position 1, and a proline at one of the positions between 2-5. The preference for a hydrophobic amino acid in position 1 was also seen using a substitution array in the original publication of the peptide array data used to train our models.27

Altogether the advances described herein are likely to find widespread use for both interpreting models trained from biological sequences, and for improving prediction performance using advanced model architectures.
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Supplemental Figure 1. Details of the data distributions and splitting. The data was split into three subsets. Training data made up 72% of the overall data and was used directly to train the model. Validation data made up 18% of the overall data and was used to monitor overfitting. Test data made up 10% of the total data and was used to test the final model’s performance. The intensity distributions for each data subset were plotted for each allele to ensure that each maintained the same distribution.
**Supplemental Figure 2: Summary of LSTM model architecture.** The architecture of the model consists of an embedding layer with 10 inputs with 21 dimensions each, representing each position of the peptide and each of the numeric representations of the possible amino acids and the end marker. This is followed by a pair of LSTM and dropout layers, with the dropout ratios determined by a hyperparameter search. Following the LSTM layers are a dense layer, a leaky ReLU activation layer, a final dropout layer, and a final dense layer with five outputs, each representing the intensity of the corresponding allele. The model was trained with a batch size of 5000 for 1000 epochs.

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>embedding (Embedding)</td>
<td>(None, 10, 50)</td>
<td>1050</td>
</tr>
<tr>
<td>lstm (LSTM)</td>
<td>(None, 10, 128)</td>
<td>91648</td>
</tr>
<tr>
<td>dropout (Dropout)</td>
<td>(None, 10, 128)</td>
<td>0</td>
</tr>
<tr>
<td>lstm_1 (LSTM)</td>
<td>(None, 128)</td>
<td>131584</td>
</tr>
<tr>
<td>dropout_1 (Dropout)</td>
<td>(None, 128)</td>
<td>0</td>
</tr>
<tr>
<td>dense (Dense)</td>
<td>(None, 64)</td>
<td>8256</td>
</tr>
<tr>
<td>leaky_relu (LeakyReLU)</td>
<td>(None, 64)</td>
<td>0</td>
</tr>
<tr>
<td>dropout_2 (Dropout)</td>
<td>(None, 64)</td>
<td>0</td>
</tr>
<tr>
<td>dense_1 (Dense)</td>
<td>(None, 5)</td>
<td>325</td>
</tr>
</tbody>
</table>

Total params: 232,863  
Trainable params: 232,863  
Non-trainable params: 0
Supplemental Figure 3. Mean squared error loss over training. The model was trained for 1000 epochs and the loss from mean squared error between predictions and true, known values was plotted for both the training data and the validation data. The validation loss diverges from the test loss around epoch 175, indicating some amount of overfitting, however, the MSE of both datasets continues to decrease as the model is trained over 1000 epochs.
Supplemental Figure 4. Pooled positional SHAP for arbitrary subsets of the data. The mean SHAP values for each amino acid at each position were calculated for the peptides with the top 0.013% predicted intensity (top 8 peptides). Due to the small sample size, most of the amino acid positions have a value of zero. The positions with high values however, illustrate important amino acids for high intensity prediction. Phenylalanine or leucine are important at the first position for both A001 and A008. A serine or threonine at position two is important for A001, A002, and A008. All alleles, other than B017, demonstrate the importance of a proline near the middle of the peptide.
Supplemental Figure 5. Dependence Plots of First Five Positions for Each Allele. SHAP dependence plots were created for A001 (A), A002 (B), A008 (C), B008 (D), and B017 (E), for the first five positions. The colors represent the following position, e.g., the plot for position one has position two represented as colors. Each column represents each of the alleles, while each row represents the position.
Supplemental Figure 6. Dependence Plots of End Positions. SHAP dependence plots were created for allele A001, for positions nine and ten, with the colors representing position two of the peptide sequence. For the END value, representing a peptide less than ten amino acids, the assigned SHAP value is only positive when position two is a proline (dark pink).
Supplemental Figure 7. Dependence Plots for Preceding Position. SHAP dependence plots were created for allele A001, for positions two, three, and four, with the colors representing the preceding position, one, two and three, respectively. For each of the positions, proline has among the greatest range of SHAP values contributing to the predicted intensity. The highest SHAP values are only assigned when the preceding amino acid is either a serine (light gray) or a threonine (dark gold).