Self-healing neural codes: Hebbian and homeostatic mechanisms can track evolving neural representations

M. E. Rule\textsuperscript{1,a} and T. O’Leary\textsuperscript{2,a}

\textsuperscript{1}ORCID iD 0000-0002-4196-774X; mer49@eng.cam.ac.uk \quad \textsuperscript{2}ORCID iD 0000-0002-1029-0158; tso24@cam.ac.uk

\textsuperscript{a}University of Cambridge, Engineering Department, Trumpington Street, Cambridge CB2 1PZ, United Kingdom

September 9, 2021

Recent studies have found that the tuning of neurons to behavioral variables “drifts” over time in many parts of the brain, even in the absence of measurable changes in behavior. This drift retains task information at the population level while allowing individual cells to change their tuning substantially. At the same time, other circuits exhibit long-term stability in tuning at the single cell level. How can unstable and stable neuronal populations interoperate reliably, and how might single cells maintain stable readout from a drifting population code? We explore how known plasticity mechanisms allow single neurons to retain learned representations without external error feedback. We find that interactions between Hebbian learning and single-cell homeostasis can exploit redundancy in a distributed population code to compensate for gradual changes in tuning. Recurrent feedback of partially stabilized readouts allows a pool of readout cells to further correct inconsistencies introduced by representational drift without an external learning signal. This shows how relatively simple, known mechanisms can stabilize neural tuning in the short term, and provides a plausible circuit architecture for long term maintenance of neural tuning. Our findings suggest a novel role for Hebbian plasticity in retaining existing memories as opposed to learning new associations.

The cellular and molecular components of the brain change continually. In addition to synaptic turnover (1), ongoing reconfiguration of the tuning properties of single neurons has been seen in parietal (2), frontal (3), visual (4, 5), and olfactory (6) cortices, and the hippocampus (7, 8). Remarkably, the “representational drift” (9) observed in these studies occurs without any obvious change in behavior or task performance. Reconciling dynamic reorganization of neural activity with stable circuit-level properties remains a major open challenge (9, 10). Furthermore, not all circuits in the brain show such prolific reconfiguration, including populations in primary sensory and motor cortices (11–13). How might populations with stable and drifting neural tuning communicate reliably? Put another way, how can an internally consistent ‘readout’ of neural representations survive changes in the tuning of individual cells?

These recent, widespread observations suggest that neural circuits can preserve learned associations at the population level while allowing the functional role of individual neurons to change (14–16). Such preservation is made possible by redundancy in population codes, because a distributed readout allows changes in the tuning of individual neurons to be offset by changes in others. However, this kind of stability is not automatic: changes in tuning must either be constrained in specific ways (e.g. 17, 18), or corrective plasticity needs to adapt the readout (19). Thus, while there are proposals for what might be required to maintain population codes dynamically, there are few suggestions as to how this might be implemented with known cellular mechanisms and without recourse to external reference signals that re-calibrate population activity to behavioral events and stimuli.

In this paper we show that neural tuning in a readout population can be made resilient to drift using well known plasticity mechanisms: Hebbian learning and homeostatic plasticity. Homeostasis is a feature of all biological systems, and examples of homeostatic plasticity in the nervous system are pervasive (e.g. 20, 21 for reviews). Broadly, homeostatic plasticity is a negative feedback process that maintains physiological properties such as average firing rates (e.g. 22), neuronal variability (e.g. 23), distributions of synaptic strengths (e.g. 24, 25), and population-level statistics (e.g. 26). Hebbian plasticity complements homeostatic plasticity by strengthening connectivity between cells that undergo correlated firing, further reinforcing correlations (27, 28). Pairwise correlations in a population provide local bases for a so-called task manifold in which task-related neural activity resides (29). We show that these two
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mechanisms can operate on a redundant neural representation to constrain drift and preserve the global structure of a population code.

We first illustrate how single-cell feedback regulation can stabilize the information-coding capacity of a population; We then show how population-level feedback allows learned representations to be read out from unstable neural populations. This implies that long-term stability of learned associations is consistent with substantial instability in the neural codes that drive these associations, through relatively simple, known mechanisms. This implies a previously unidentified role for Hebbian plasticity in maintaining associations, as opposed to learning new ones.

Background

We briefly review representational drift and the broader context of the ideas used in this manuscript. Representational drift refers to seemingly random changes in neural responses during a habitual task that are not associated with learning (9). For example, in Driscoll et al. (2) mice navigated to one of two endpoints in a T-shaped maze (Fig. 1a), based on a visual cue. Population activity in Posterior Parietal Cortex (PPC) was recorded over several weeks using fluorescence calcium imaging. Neurons in PPC were tuned to the animal’s past, current, and planned behavior. Gradually, the tuning of individual cells changed: neurons could change the location in the maze in which they fired, or become disengaged from the task (Fig. 1b). The neural population code eventually reconfigured completely (Fig. 1c). However, neural tunings continued to tile the task, indicating stable task information at the population level. These features of drift have been observed throughout the brain (4, 5, 8).

Downstream readouts could track gradual drift using external error feedback to re-learn how to interpret an evolving neural code, e.g. during ongoing rehearsal (19). Indeed, simulations confirm that learning in the presence of noise can lead to a steady state, in which drift is balanced by error feedback (30–33). Previous studies have also shown that stable functional connectivity could be maintained despite synaptic turnover (30, 34, 35). Recent work has also found that discrete representations can be stabilized using neural assemblies that exhibit robust, all-or-nothing reactivation (36, 37).

Our work extends these results as follows. Rather than using external learning signals (19, 30–32), we show that drift can be tracked using internally generated signals. We allow the functional role of neurons in an encoding population to reconfigure completely, rather than just the synaptic connectivity (30, 34, 35). We extend ideas based on neuronal assemblies (36, 37) to address the low-dimensional manifold dynamics observed in sensorimotor tasks (38) and spatial navigation (2, 7). The geometry of these representations is consistent over time, although the way it is reflected in neuronal firing changes (39, 40). Engineers have applied online recalibration and transfer learning and to track drift in brain-machine interface decoders (e.g. 41; 42 for review). Could neural circuits in the brain do something similar? We argue that neuronal homeostasis and Hebbian plasticity driven by internally generated prediction errors allows neural networks to “self heal”.

Results

We explore how neural networks could track drift in low-dimensional manifold representations. There are two important general principles to keep in mind throughout. First, distributed neural representations are redundant. To create ambiguity at the macroscopic level, many smaller disruptive changes must occur in a coordinated way. Neurons can exploit this to improve their robustness to drift. Second, learning creates recurrent connections that allow neural populations to model and predict the world. Even if learning has ceased, these connections continue to constrain activity. This could allow a downstream readout to correct errors caused by drift, and use this corrected readout as a training signal.

We first describe a model of representational drift, in which homeostasis stabilizes the capacity of a “drifting” population to encode information despite instability in single-neuron tunings. We then explore how a single neuron could stabilize its own readout in the presence of this upstream drift. In the latter half of the manuscript, we show that these rules imply a form of Hebbian learning that achieves homeostasis. We extend these ideas to neural populations, and show that recurrent dynamics can stabilize a readout of an unstable neural code.

A model for representational drift

We have previously used the data from Driscoll et al. (43) to assess how much plasticity would be required to track drift in a linear readout (19). However, these data contain gaps of several days, and the number of high signal-to-noise units tracked for over a month is limited. To explore continual, long-term drift, we therefore construct a model inspired by the features of representational drift seen in spatial navigation tasks (2, 7).

We focus on key properties of drift seen experiments. In both (2) and (7), neural populations encode continuous, low-dimensional behavioral variables (e.g. location). Neurons exhibit localized, ‘bump-like’ tuning to these variables. Tuning curves overlap, creating a redundant code. Over time, neurons change their preferred tunings. Nevertheless, on any given day there is always a complete ‘tiling’ of a behavioral variable, indicating stability at the population level.

To model this, we consider a population of $N$ neurons that encode a behavioral variable, $\theta$. We assume $\theta$ lies on a low-dimensional manifold, and is encoded in the vector of firing rates in a neural population with tuning curves $x_d(\theta)=[x_{d,1}(\theta), ..., x_{d,N}(\theta)]^\top$. These tunings change over time (day $d$).

We abstract away some details seen the experimental data in Fig. 1c. We focus on the slow component of drift, and model excess day-to-day tuning variability via a configurable parameter. We assume uniform coverage of the encoded space, which can be ensured by an appropriate choice of coordinates. We consider populations of 100 units that encode $\theta$, and whose tunings evolve independently. Biologically, noise correlations and fluctuating task engagement would limit redundancy, but this would be offset by the larger number of units available.

To model drift, we first have to model an encoding ‘feature’ population whose responses depend on $\theta$, and from which it is possible to construct bump-like tuning with a weighted readout. To keep our assumptions general, we do not assume that the encoding population has sparse, bump-like activity, and simply define a set of $K$ random features (tuning curves),

$$x_d(\theta)=[x_{d,1}(\theta), ..., x_{d,N}(\theta)]^\top.$$
sampled independently from a random Gaussian process on $\theta$. These features have an arbitrary but stable relationship to the external world, from which it is possible to reconstruct $\theta$ by choosing sufficiently large $K$:

$$s(\theta)^\top = \{s_1(\theta), \ldots, s_k(\theta)\}$$

$$s_i(\theta) \sim \mathcal{GP}[0, \Sigma(\theta, \theta')]$$.

In the above equations, $\Sigma(\theta, \theta')$ denotes the covariance between the values of $s(\theta)$ at two states $\theta$ and $\theta'$.

We next define an encoding of $\theta$ driven by these features with a drifting weight matrix $U_d = \{u_{d,1}, \ldots, u_{d,K}\}$, where $u_{d,i} = \{u_{d,i,1}, \ldots, u_{d,i,K}\}$ reflects the encoding weights for unit $x_{d,i}(\theta)$ on day $d$. Each weight $u_{d,i}$ evolves as a discrete-time Ornstein-Uhlenbeck (OU) process, taking a new value on each day (Methods: Simulated drift). The firing rate of each encoding unit is given as a nonlinear function of the synaptic activation $a_{d,i}(\theta) = u_{d,i}^\top s(\theta)$:

$$x_{d,i}(\theta) = \phi[y_i a_{d,i}(\theta) + \beta_i].$$

where $y_i$ and $\beta_i$ are vectors that set the sensitivity and threshold of each unit. To model the nonlinear response of the readout and prevent negative firing rates, we use an exponential nonlinearity $\phi(\cdot) = \exp(\cdot)$.

In this model, the mean firing-rate and population sparsity of the readout can be tuned by varying the sensitivity $y$ and threshold $\beta$ in Eq. (2). In vivo, these single cell properties are regulated by homeostasis (23). Stabilizing mean rates $x_{d,i}(\theta) \approx \mu_0$ ensures that neurons remain active. Stabilizing rate variability $\text{var}_t[x_{d,i}(\theta)] \approx \sigma_0^2$ controls population code sparsity, ensuring that $x_{d,i}(\theta)$ carries information about $\theta$ (44). This is achieved by adapting the bias $\beta_i$ and gain $y_i$ of each unit $x_{d,i}(\theta)$ based on the errors $e_{\mu}, e_{\sigma}$ between the statistics of neural activity and the homeostatic targets $\mu_0, \sigma_0$:

$$\Delta y \propto e_{\sigma} = \sigma_0 - \sigma_x$$

$$\Delta \beta \propto e_{\mu} = \mu_0 - \mu_x$$

(3)

Fig. 1 shows that this model qualitatively matches the drift seen in vivo (2). Tuning is typically stable, with intermittent changes (Fig. 1e). This occurs because the homeostatic regulation in Eq. (3) adjusts neuronal sensitivity and threshold to achieve a localized, bump-like tuning curve at the location of peak synaptic activation, $\theta_0$. Changes in tuning arise when the drifting weight matrix causes the encoding neuron to be driven more strongly at a new value of $\theta$. The simulated population code reorganizes gradually and completely over a period of time equivalent to several weeks in the experimental data (Fig. 1f).

Hebbian homeostasis improves readout stability without external error feedback

Neural population codes are often redundant, with multiple units responding to similar task features. Distributed readouts of redundant codes can therefore be robust to small changes in the tuning of individual cells. We explored the consequences of using such a readout as an internal error signal to retrain synaptic weights in a readout population, thereby compensating for gradual changes in a representation without external feedback. This re-encodes a learned readout function $\gamma(\theta)$ in terms of the new neural code $x_{d}(\theta)$ on each “day” $d$. Such “self-healing” plasticity improves the tuning stability of neurons that are driven by unstable population codes, even in single neurons. We first sketch an example of this plasticity, and then explore why this works.

Using our drifting population code as input, we model a readout population of $M$ neurons with tuning curves $y_d(\theta) = \sum_{i=1}^{M} w_{d,i}(\theta)$.
\(\{y_{d1}(\theta), \ldots, y_{dM}(\theta)\}^\top\) (Fig. 1d). We model this decoder as a linear-nonlinear function, using decoding weights \(W\) and biases (thresholds) \(b\) (leaving dependence on the day \(d\) implicit):

\[
y(\theta) = \phi(W^\top x(\theta) + b).
\]

On each simulated “day”, we re-train the decoding weights using an unsupervised Hebbian learning rule (c.f. 45). This potentiates weights \(w_{ij}\) whose input \(x_j(\theta)\) correlates with the postsynaptic firing rate \(y_i(\theta)\). We modulate the learning rate by an estimate of the homeostatic error in firing-rate variability (\(\delta\)). Thresholds are similarly adapted based on the homeostatic error in mean-rate (\(\beta\)). We include a small baseline amount of weight decay (\(\rho\)) and a larger amount of weight decay (\(\tau\)) that is modulated by \(\delta\). For a single readout neuron \(y(\theta)\), the weights and biases evolve as:

\[
\Delta w \propto \delta \left( (x(\theta)y(\theta)^\top)_{ij} - cw \right) - \rho w
\]

\[
\Delta b \propto \beta \left( x(\theta) \right).
\]  

We apply Eq. (5) for 100 iterations on each simulated “day”, sampling over all \(\theta\) on each iteration. We assume that the timescale of Hebbian and homeostatic plasticity is no faster than the timescale of representational drift. The error terms \(\delta, \beta\) are leaky integrators of instantaneous errors (Eq. (3)) for each cell, \(\epsilon_x, \epsilon_y\), respectively: \(\delta_{t+1} = 0.5 \delta_t + \epsilon_x\) (analogously for \(\beta, \epsilon_y\)). For the readout \(y(\theta)\), the homeostatic targets (\(\mu_0, \sigma_0\)) are set to the firing-rate statistics in the initial, trained state (before drift has occurred). Eq. (5) therefore acts homeostatically. Rather than scale weights uniformly, it adjusts the component of the weights most correlated with the postsynaptic output, \(y(\theta)\). Plasticity occurs only when homeostatic constraints are violated. Further discussion of this learning rule is given in Methods: Synaptic learning rules.

Fig. 2 simulates a single readout neuron driven by a drifting population code. In each subpanel (a-c) we introduce additional plasticity mechanisms and illustrate how drift affects the tuning curve of the neuron.

To test whether the readout can tolerate complete reconfiguration in the encoding population, we change encoding features one at a time. For each change, we select a new, random set of encoding weights \(u_i\) and apply homeostatic compensation to stabilize the mean and variability of \(x_i(\theta)\). Eq. (5) is then applied to update the decoding weights of the readout cell. This procedure is applied 200 times, corresponding to two complete reconstructions of the encoding population of \(N=100\) cells (Methods: Single-neuron readout).

With fixed weights, drift reduces the readout’s firing rate without changing its tuning (Fig. 2a). This is because the initial tuning of the readout requires coincident activation of specific inputs to fire for its preferred \(\theta_0\). Drift gradually destroys this correlated drive, and is unlikely to spontaneously create a similar conjunction of features for some other \(\theta\). For small amounts of drift, homeostasis Eq. (3) can stabilize the readout by compensating for the reduction in drive (Fig. 2b). Eventually, however, no trace of the original encoding remains. At this point, a new (random) \(\theta\) will begin to drive the readout more strongly. Homeostasis adjusts the sensitivity of the readout to form a new, bump-like tuning curve at this location.

Fig. 2c shows the consequences of Hebbian homeostasis. Drift in the encoding \(x(\theta)\) decreases the excitatory drive to the readout, activating Hebbian learning. Because small amounts of drift have minimal effect on tuning, the readout’s own output provides a self-supervised teaching signal. It re-learns the decoding weights for inputs that have changed due to drift. Applying Hebbian homeostasis periodically improves stability, despite multiple complete reconstructions of the encoding population. In effect, the readout’s initial tuning curve is transported to a new set of weights that estimate the same function from an entirely different input (for further discussion see Supplement: Weight filtering). In the long term the representation degrades, for reasons we dissect in the next section.

(a) Fixed Weights in the Presence of Drift
(b) Sensitivity Homeostasis
(c) Hebbian Homeostasis

Figure 2: Homeostatic Hebbian plasticity enables stable readout from unstable populations. (a) Simulated drift in a redundant population causes a loss of excitability, but little change in tuning, to a downstream linear-nonlinear readout neuron. Since the cell is selective to a conjunction of features, it loses excitatory drive when some of its inputs change. Since most drift is orthogonal to this readout, however, the preferred tuning \(\theta_0\) does not change. The right-most plot shows that the excitability diminishes as a larger fraction of inputs change. Two complete reconstructions of an encoding population of 100 cells is shown. (b) Homeostatic adjustments to increase the readout’s sensitivity can compensate for small amounts of drift. As more inputs reconfigure, the cell compensates for loss of excitatory drive by increasing sensitivity (“gain”, \(\gamma\)). However, the readout changes to a new, random location once a substantial fraction of inputs have reconfigured (right). This phenomenon is the same as the model for tuning curve drift in the encoding population (c.f. Fig. 1e). (c) Hebbian homeostasis increases neuronal variability by potentiating synaptic inputs that are correlated with post-synaptic activity, or depressing those same synapses when neuronal variability is too high. This results in the neuron re-learning how to decode its own tuning curve from the shifting population code, improving the stability of the readout despite complete reconfiguration (right). (Methods: Single-neuron readout)
Hebbian homeostasis with network interactions

In the remainder of the manuscript, we show how Hebbian homeostatic principles combine with population-level interactions to make readouts more robust to drift. Generally, a mechanism for tracking drift in a neural population should exhibit three features:

I The readout should use redundancy to mitigate error caused by drift.

II The readout should use its own activity as a training signal to update its decoding weights.

III The correlations in input-driven activity in the readout neurons should be homeostatically preserved.

We explore three types of recurrent population dynamics that could support this: (1) Population firing-rate normalization; (2) Recurrent dynamics in the form of predictive feedback; (3) Recurrent dynamics in the form of a linear-nonlinear map. Fig. 3 summarizes the impact of each of these scenarios on a non-linear population readout, and we discuss each in depth in the following subsections.

Population competition in unsupervised Hebbian learning

In Fig. 2c, we saw that Hebbian homeostasis improved stability in the short term. Eq. (3) acts as an unsupervised learning rule, and pulls the readout $y(\theta)$ towards a family of bump-like tuning curves that tile $\theta$ (33). Under these dynamics, only drift $\Delta x(\theta)$ that changes the peak of $y(\theta)$ to some new, nearby $\theta_0'$ can persist. All other modes of drift are rejected. If the encoding population is much larger than the dimension of $\theta$, there is large null space in which drift does not change the preferred tuning. However, in the long run Hebbian homeostasis drives the neural population toward a steady-state which forgets the initial tuning (Fig. 3c). This is because Hebbian learning is biased towards a few salient $\theta_0$ that capture directions in $x(\theta)$ with the greatest variability (28, 46, 47).

Models of unsupervised Hebbian learning address this by introducing competition among a population of readout neurons (46, 47). Such rules can track the full covariance structure of the encoding population, and lead to a readout population of bump-like tuning curves that tile the space $\theta$ (48–51). In line with this, we incorporate response normalization into a readout population (52). This serves as a fast-acting form of firing-rate homeostasis and response normalization (Fig. 3e). The readout competes to remain active and encouraging diverse tunings (50, 53).

Because it is implemented via inhibitory circuit dynamics, we assume that this normalization acts quickly relative to plasticity, and model it by dividing the rates by the average firing rate across the population. If $y_f(\theta)$ is the forward (unnormalized) readout from Eq. (4), we define the normalized readout $y_n(\theta)$ by dividing out the average population rate, $(y_f(\theta))_M$, and multiplying by a target mean rate $\mu_p$:

$$y_n(\theta) = \mu_p \cdot y_f(\theta)/(y_f(\theta)_M).$$  

Response normalization improves stability (Fig. 3d). However, it does not constrain individual readout neurons to any specific preferred $\theta_0$. The readout remains sensitive to noise and perturbations, which can cause neurons to swap preferred tunings (Fig. 3d; Methods: Population simulations).

Error-correcting recurrent dynamics

The error-correction mechanisms explored so far use redundancy and feedback to reduce errors caused by incremental drift. However, there is no communication between different readouts $y_j(\theta)$ to ensure that the correlation structure of the readout population is preserved. Could stability be improved by using population dynamics to maintain these correlations, and actively correct decoding mistakes caused by drift?

Neural populations can compute prediction errors based on learned internal models (54), and experiments find that neural population activity recapitulates (55) and predicts (56) input statistics. Theories of distributed learning predict that local populations should coordinate by exchanging prediction errors (57), and models of efficient coding posit that neural populations cancel the predictable components of their input via negative feedback (58, 59). We propose that these same error signals could provide error-correction to improve the stability of neural population codes in the presence of drift.

To explore this, we consider two kinds of recurrent dynamics. We keep these models abstract. In particular, we do not specify a physiological means for how the structure of the fixed recurrent connectivity emerges. Our results thus serve as hypotheses for how recurrent dynamics could interact synergistically with the simpler mechanisms we have examined so far. We first consider a network that uses inhibitory feedback to cancel the predictable aspects of its input. This is in line with models of predictive coding (58–60). We then consider a linear-nonlinear mapping that provides a prediction of $y(\theta)$ from a partially corrupted readout, using this signal to retrain readout weights.

Recurrent feedback of prediction errors

Some theories propose that neural populations retain a latent state that is used to predict future inputs (58–60). Inhibitory interneurons compare this prediction to incoming information to generate a prediction error, which is fed back through recurrent interactions to update the latent state. Here, we assume that the network contains a latent state $z$ and predicts error-corrected estimates of the readout’s activity, $\tilde{y} = \phi(z)$, with $\phi$ as defined previously. Inputs provide a feed-forward estimate $y_f$, which is corrupted by drift. The prediction error is the difference between $y_f$ and $\tilde{y}$. The dynamics of $z$ are chosen as:

$$\tau_z \frac{dz}{dt} = -z + A_p (y_f - \tilde{y}).$$  

We set the weight matrix $A_p$ to the covariance of the activations $z = W^T x$ during initial training (motivation for this choice is Supplement: Predictive coding as inference). In making this choice, we assume that part of the circuit can learn and retain the covariance of $z$. This could in principle be achieved via Hebbian learning (45, 46, 61).

Assuming that a circuit can realise the dynamics in Eq. (7), the readout $\tilde{y}$ will be driven to match the forward predictions $y_f$. We assume that this converges rapidly relative to the timescale at which $y_f(\theta)$ varies. This improves the tracking of a drifting population code when combined with Hebbian homeostasis and response normalization (Fig. 3e). The readout continuously re-aligns its fixed internal model with the activity in the encoding population. We briefly discuss intuition behind why one should generally expect this to work.

The recurrent weights, $A_p$, determine which directions in population-activity space receive stronger feedback. Feedback
through larger eigenmodes of \(A_p\) is amplified, and these modes are more rapidly driven to track \(y_f\). Due to the choice of \(A_p\) as the covariance of \(z\), the dominant modes reflect directions in population activity that encode \(\theta\). Conversely, minor eigenmodes are weakly influenced by \(y_f\), and ignored by the readout. This removes directions in population activity that are unrelated to \(\theta\), thereby correcting errors in the readout activity caused by drift.

In summary, Eq. (7) captures qualitative dynamics implied by some theories of predictive coding. If neural populations update internal states based on prediction errors, then errors related to tracking variations in \(\theta\) should be tracked aggressively. This causes the readout to ignore “off manifold” activity in \(\hat{y}(\theta)\) caused by drift. However, other models of recurrent dynamics also work, as we explore next.

Low-dimensional manifold dynamics

Recurrent dynamics with a manifold of stable (or nearly stable) solutions distributed over \(\theta\) could also support error correction. We model this by training the readout to make a prediction \(\hat{y}\) of its own activity based on the feed-forward activity \(y_f\), via a linear-nonlinear map, (c.f. 62):

\[
\hat{y}_{t+1} \leftarrow \phi[A_f y_{f,t} + v],
\]

with timestep, \(t\), and recurrent weights and biases \(A_f\) and \(v\) (Methods: Learning recurrent weights). We chose this discrete mapping for computational expediency, and Eq. (8) was applied once for each input \(y_f(\theta)\) alongside response normalization. In simulations, the recurrent mapping is also effective at correcting errors caused by drift, improving readout stability (Fig. 3f).

We briefly address some caveats that apply to both models of recurrent dynamics. The combination of recurrent dynamics and Hebbian learning is potentially destabilizing, because learning can transfer biased predictions into the decoding weights. Empirically, we find that homeostasis (Eq. 3) prevents this, but must be strong enough to counteract all destabilizing influences. Additionally, when the underlying \(\theta\) has continuous symmetries, drift can occur along these symmetries. This is evidenced by a gradual, diffusive rotation of the code for e.g. a circular environment. Other manifolds, like the T-shaped maze in (2), have no continuous symmetries and are not susceptible to this effect (Supplemental Figure S4). Overall, these simulations illustrate that internal models can constrain network activity. This provides ongoing error correction, preserves neuronal correlations, and allows neural populations to tolerate substantial reconfiguration of the inputs that drive them.

Discussion

In this work, we outlined homeostatic principles that could allow stable and plastic representations to coexist in the brain. We argue that self-healing codes should have three components: (I) Neuronal responses should be robust to small amounts of drift; (II) Neurons should use their own output as a training signal to update their decoding weights, and (III) Stable codes should homeostatically preserve internal models, which are reflected in stable population statistics.

Hebbian plasticity is synonymous with learning novel associations in much of contemporary neuroscience. Our findings offer the complementary hypothesis that Hebbian mechanisms can also reinforce learned associations in the face of ongoing change. This view is compatible with the observation that Hebbian plasticity is a positive feedback process, where existing correlations become strengthened, in turn promoting correlated activity. At an abstract level, positive feedback is a key ingredient of any memory retention mechanism because it rejects external disturbances by reinforcing existing states.

Homeostasis, by contrast, is typically seen as antidote to possible runaway Hebbian plasticity (63). However, this idea is problematic due to the relatively slow timescale at which homeostasis acts (25). Our findings posit a richer role for homeostatic (negative) feedback in maintaining and distributing responsiveness in a population. This is achieved by regulating the mean and the variance of neural activity (23).

We considered two populations, a drifting population that encodes a variable, and another that extracts a drift-resilient...
readout. This could reflect communication between stable and plastic components of the brain, or the interaction between stable and plastic neurons within the same circuit. This is consistent with experiments that find consolidated stable representations (12, 16), or with the view that neural populations contain a mixture of stable and unstable cells (64).

By itself, Hebbian homeostasis preserves population codes in the face of drift over a much longer timescale than the lifetime of a code with fixed readout (Fig. 2). Even though this mechanism ultimately corrupts a learned tuning, the time horizon over which the code is preserved may be adequate in a biological setting, particularly in situations where there are intermittent opportunities to reinforce associations behaviourally. In the absence of external feedback, extending the lifetime of this code still further required additional assumptions about circuit structures that remain to be tested experimentally.

We found that a readout population can use an internal model to maintain a consistent interpretation of an unstable encoding population. Such internal models are widely hypothesized to exist in various guises (54, 59, 60). We therefore did not address how these internal models are learned initially, or how they might be updated. We conjecture that the error signals used in the internal models are the same ones that would be used for initial (or ongoing) learning. Since changes in weights are driven by correlations between presynaptic and postsynaptic activity, modulating the relative influence of internal dynamics and external inputs could regulate the balance between homeostatic repair and new learning. By setting fixed recurrent weights, we are also assuming that some connectivity in the circuit is unaffected by drift. This may be reasonable, given that functional connectivity in some circuits is found to be stable (13).

The recurrent architectures we studied here are reminiscent of mechanisms that attenuate forgetting via replay (e.g. 65, 66). The internal models must be occasionally re-activated through rehearsal or replay to detect and correct inconsistencies caused by drift. If this process occurs infrequently, drift becomes large, and the error correction will fail.

The brain supports both stable and volatile representations, typically associated with memory retention and learning, respectively. Artificial neural networks have so far failed to imitate this, and suffer from catastrophic forgetting wherein new learning erases previously learned representation (67). Broadly, proposed strategies to mitigate this segregate stable and unstable representations into distinct subspaces of the possible synaptic weight changes (c.f. 18). These learning rules therefore prevent disruptive drift in the first place. The mechanisms explored here do not restrict changes in weights or activity: the encoding population is free to reconfigure arbitrarily. However, any change in a neural code leads to an equal and opposite change in how that code is interpreted—The brain must publish new translations of its changing internal language. This preserves the functional relationships between neurons.

To integrate stable and plastic representations, changes anywhere in the brain should be accompanied by compensatory changes throughout the brain. The learning rules explored here emphasized Hebbian homeostasis and the role of predictive models in generating robust representations. In the long term, these processes could support widespread reallocation or reconsolidation of neuronal function. Further exploration of these principles may clarify how the brain can be simultaneously plastic and stable, and provide clues to how to build artificial networks that share these properties.

Materials and Methods

Data and analysis Data shown in Fig. 1b,c were taken from Driscoll et al. (2), and are available online at at Dryad (43). Examples of tuning curve drift were taken from mouse four, which tracked a sub-population of cells for over a month using calcium fluorescence imaging. Normalized log-fluorescence signals \( \langle \ln (I(x)/\langle x \rangle) \rangle \) were filtered between 0.3 and 3 Hz (4th Butterworth, forward-backward filtering), and individual trial runs through the T maze were extracted. Traces from select cells were aligned based on task pseudotime (0: start, 1: reward). On each day, log-fluorescence was averaged over all trials and exponentiated to generate the average tuning curves shown in Fig. 1b. For Fig. 1c, a random sub-population of forty cells was sorted based on their peak firing location on the first day. For further details, see (2, 19).

Simulated drift We modeled drift as a discrete-time Ornstein-Uhlenbeck (OU) random walk on encoding weights \( W \), with time constant \( \tau \) (in days) and per-day noise variance \( \sigma \). We set the noise variance to \( \sigma = 0.1/\tau \) to achieve unit steady-state variance. Encoding weights for each day are sampled as:

\[
W_{d+1} = W_{d} + \sqrt{2 \sigma / \tau} \xi \tilde{N}(0, 1).
\]

These drifting weights propagate the information about \( \theta \) available in the features \( s(\theta) \) (Eq. 1) to the encoding units \( x(\theta) \), in a way that changes randomly over time.

This random walk in encoding-weight space preserves the population code statistics on average: It preserves the geometry of \( \theta \) in the correlations of \( a_k(\theta) \), and the average amount of information about \( \theta \) encoded in the population activations (Supplement: Stability of encoded information). This implies that the difficulty of reading out a given tuning curve \( y(\theta) \) (in terms of the L2 norm of the decoding weights, \( \| w_j \|_2^2 \) should remain roughly constant over time. This assumption, that \( x(\theta) \) encodes a stable representation for \( \theta \) in an unstable way, underlies much of the robustness we observe. We discuss this further in Methods: Synaptic learning rules.

Because the marginal distribution of the encoding weights on each day is Gaussian, \( U_d \sim \mathcal{N}(0, \mathbb{I}_K) \), the synaptic activations \( a_k(\theta) = U_d^T s(\theta) \) are samples from a Gaussian process on \( \theta \), with covariance inherited from \( s(\theta) \) (Supplement: Gaussian-process tuning curves). In numerical experiments, we sampled the synaptic activation functions \( a_k(\theta) \) from this Gaussian process directly. We simulated \( \theta \in [0, 1) \) over a discrete grid with 60 bins, sampling synaptic activations from a zero-mean Gaussian process on \( \theta \) with a spatially-low-pass squared-exponential kernel (\( \sigma = 0.1 \)). The gain and threshold (Eq. 2) for each encoding unit was homeostatically adjusted for a target mean rate of \( \bar{\rho} = 5 \) and rate variance of \( \sigma^2 = 25 \) (in arbitrary units). This was achieved by running Eq. (3) for 50 iterations with rates \( \eta_f = 0.1 \), \( \eta_b = 0.2 \) for the gain and bias homeostasis, respectively.

To show that the readout can track drift despite complete reconfiguration of the neural code, we replace gradual drift in all features with abrupt changes in single features in Fig. 2. For this, we re-sampled the weights for single encoding units one-at-a-time from a standard normal distribution. Self-healing plasticity rules were run each time 5 out of the 100 encoding features changed. Supplemental Fig. S1 confirms that abrupt drift in a few units is equivalent to gradual drift in all units. Unless otherwise stated, all other results are based on an OU model of encoding drift.

We modeled excess variability in the encoding population that was unrelated to cumulative drift. This scenario resembles to the drift observed in vivo (9; Supplemental Fig. S3). We sampled a unique “per-day” synaptic activation \( a_k(\theta) \) for each of the encoding units, from the same Gaussian process on \( \theta \) used to generate the drifting activation functions \( a_k(\theta) \). We mixed these two functions with a parameter


\[ r = 0.05 \text{ such that the encoding variability was preserved (i.e. 5\% of the variance in synaptic activation is related to random variability):} \]

\[ a'_{d,j}(\theta) = a_{d,j}(\theta) \sqrt{1 - r} + \tilde{a}_{d,j}(\theta) \sqrt{r}. \]

Supplemental Fig. S2a shows that the readout can tolerate up to 30\% excess variability with modest loss of stability. Supplemental Fig. S3 shows that neuronal recordings from Driscoll et al. (43) are consistent with neuronal recordings from Driscoll et al. (43) are consistent with 30\% excess variability, and that the qualitative conclusions of this paper hold for this larger amount of day-to-day variability (Supplement: \textit{Calibrating the model to data}).

We also applied drift on the decoding synapses \( W \). This is modeled similarly to Eq. (10), with the parameter \( n \) controlling the percentage of variance in synapse weight that changes randomly at the start of each day:

\[ w'_{d,i,j} = w_{d,i,j} \sqrt{1 - n} + \sigma_d : \xi \sqrt{n} \xi \sim N(0, 1). \]

where \( \sigma_d \) is the empirical standard-deviation of the decoding weights on day \( d \). Unless otherwise stated, we use \( n = 1 \%. \) Larger values of drift on the decoding weights is destabilizing for Hebbian homeostasis (with or without response normalization), but readsouts with stable internal recurrent dynamics can tolerate larger (\( \sim 8\% \)) amounts of readout-weight drift (Supplemental Fig. S2b).

**Synaptic learning rules** The learning rule in Eq. (5) is classical unsupervised Hebbian learning, which is broadly believed to be biologically plausible (45, 46, 61). However, it has one idiosyncrasy that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are biologically plausible (45, 46, 61). However, it has one idiosyncrasy that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are biologically plausible (45, 46, 61). However, it has one idiosyncrasy that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are biologically plausible (45, 46, 61). However, it has one idiosyncrasy that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are biologically plausible (45, 46, 61). However, it has one idiosyncrasy that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are modulated by homeostatic errors. This is a prediction that should be justified: The rates of learning and weight decay are biologically plausible (45, 46, 61).

**Single-neuron readout** In Fig. 2, we simulated a population of 100 encoding neurons \( x_0(\theta) \) that changed one at a time (Methods: \textit{Simulated drift}). We initialized a single readout \( y(\theta) = \phi(\mathbf{w}^\top \mathbf{x}(\theta)) \) to decode a Gaussian bump \( y_0(\theta) \) \((\sigma = 5\% of the track length)\) from the activations \( x_0(\theta) \) on the first day. We optimized this via gradient descent using a linear-nonlinear Poisson loss function.

\[ L(\mathbf{w}) = \langle |\mathbf{w}^\top \mathbf{x} - y|^2 \rangle + \frac{1}{2} \rho_2 \| \mathbf{w} \|^2. \]

Gradient descent \(-\nabla_w L(\mathbf{w})\) on Eq. (16) implies the weight update \( \Delta \mathbf{w} \propto \langle (\mathbf{x}(y - \mathbf{w}^\top \mathbf{x})) \rangle - \rho_2 \mathbf{w} \).

\[ \text{Eq. (18) is equivalent to Eq. (5) for a certain regularization strength} \rho_2 \text{ (now taking the form of weight decay).} \] The optimal value of \( \rho_2 \) depends on the rate of drift. Since drift drives homeostatic errors, it follows that \( \rho_2 \propto \delta \) for small \( \delta \). Here, we set \( \rho_2 = \delta \), corresponding to \( c = 1 \) in Eq. (18).

with regularization weight decay \( \rho_2 = 10^{-4} \). In this deterministic firing-rate model, the Poisson error allows the squared-norm of the residuals to be proportional to the rate. We simulated 200 time points of drift, corresponding to two complete reconstructions of the encoding population. After each encoding-unit change, we applied 100 iterations of either naïve homeostasis (Fig. 2b; Eq. 3) or Hebbian homeostasis (Fig. 2c; Eq. 5). For naïve homeostasis, the rates for gain and threshold homeostasis were \( \eta_\beta = 10^{-3} \) and \( \eta_\gamma = 10^{-3} \), respectively. For Hebbian homeostasis, the rates were \( \eta_\beta = 10^{-1} \) and \( \eta_\gamma = 10^{-3} \).

Homeostatic regulation requires averaging the statistics over time (44). To model this, we calculated the parameter updates for the gain and bias after replaying all \( \theta \) and computing the mean and variance of the activity for each neuron. Since the processes underlying cumulative changes in synaptic strength are also slower than the timescale of neural activity, weight updates were averaged over all \( \theta \) on each iteration. We applied additional weight decay with a rate \( \rho = 1 \times 10^{-4} \) for regularization and stability, and set \( c = 1 \) in Eq. (5) such that the rate of weight decay was also modulated by the online variability error \( \delta \).
Learning recurrent weights

For recurrent dynamics modeled as feedback in Eq. (7), supervised, linear Hebbian learning implies that the recurrent weights should be proportional to the covariance of the state variables $z$. To see this, consider a linear Hebbian learning rule, where $z$ has been entrained by an external signal, and serves as both the presynaptic input and postsynaptic output:

$$ \frac{d}{dt} A_p = (zz^\top) \gamma - \alpha A_p, \quad (20) $$

where $\alpha$ is a weight decay term. This has a fixed point at $A_p = (zz^\top) / \alpha$. In our simulations, we ensure that $z$ is zero-mean such that the second moment, $(zz^\top)$, is equal to the covariance.

For the linear-nonlinear map model of recurrent dynamics Eq. (8), neurons could learn $A_r$ by comparing a target $y_0$ to the predicted $y_f$ at the same time that the initial decoding weights $W_1$ are learned. For example, $y_0$ could be an external (supervised) signal or the forward predictions in Eq. (4) before drift occurs, and $y_f$ could arise through recurrent activity in response to $y_0$. A temporally-asymmetric plasticity rule could correlate the error between these signals with the recurrent synaptic inputs to learn $A_r$ (68). This plasticity rule should update weights in proportion to the correlations between inputs $y_f$ and a prediction error $y_0 - y_f$:

$$ \Delta A_r \propto \langle y_f (y_0 - y_f) \rangle \beta - \rho_r A_r, \quad (21) $$

where $\rho_r = 10^{-4}$ sets the amount of regularizing weight decay.

Eq. (8) is abstract, but captures the two core features of error correction through recurrent dynamics. It describes a population of readout neurons that predict each other’s activity through recurrent weights. Eq. (21) states that these weights are adapted during initial learning to minimize the error in this prediction. We assume $A_r$ is fixed once learned.

Population simulations

In Fig. 3, we simulated an encoding population of 100 units. Drift was simulated as described in Methods: Simulated drift, with $\tau = 100$. In all scenarios, we simulated $M = 60$ readout cells tiling a circular $\theta$ divided into $L = 60$ discrete bins. Learning and/or homeostasis was applied every 5 iterations of simulated drift. The readout weights and tuning curves were initialized similarly to the single-neuron case, but with tuning curves tilting $\theta$.

For the predictive coding simulations (Eq. 7), we simulated a second inner loop to allow the network activity $z$ to reach a steady state for each input $x(\theta)$. This loop ran for 100 iterations, with time constant of $\tau_z = 100$. The recurrent weights $A_p$ were initialized as the covariance of the synaptic activations on the first day ($\Sigma_0$ where $z(\theta) = W^\top x(\theta)$) and held fixed over time. The final value $\hat{z}$ was used to generate a training signal, $\bar{y} = \phi(\hat{z})$, to update the readout weights. For the recurrent map, recurrent weights were learned initially using Eq. (21) and held fixed through the simulations.

For both the linear-nonlinear map and the recurrent feedback models, weights were updated as in Eq. (5), where the output of the recurrent dynamics was used to compute homeostatic errors and as the signal $\bar{y}$ in Hebbian learning. For naive homeostasis (Fig. 3b) and Hebbian homeostasis (with and without response normalization; Fig. 3c,d), learning rates were the same as in the single-neuron simulations (Fig. 2; Methods; Single-neuron readout). For the linear-nonlinear map (Fig 3e), learning rates were set to $\eta_f = 10^{-4}$ and $\eta_p = 10^{-1}$. For recurrent feedback (Fig 3f), the learning rates were $\eta_f = 5 \times 10^{-3}$ and $\theta = 5$. Learning rates for all scenarios were optimized via grid search.

Response normalization was added on top of Hebbian homeostasis for Fig. 3d, and was also included in Fig. 3f to ensure stability. The population rate target $\rho_p$ for response normalization was set to the average population activity in the initially trained state.

Different parameters were used to generate the right-hand column of Fig. 3, to show the effect of a larger amount of drift. After training the initial readout, 60% of the encoding features were changed to a new, random tuning. Rates were increased by 50% for naive homeostasis to handle the larger transient adaptation needed for this larger change. The other methods did not require any adjustments in parameters. Each homeostatic or plasticity rule was then run to steady-state (1000 iterations).

Code availability

Source code for all simulations is available online at github.com/michaelerule/selfhealingcodes.
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Stability of encoded information The model of drift described in Methods: Simulated drift and Supplement: Gaussian-process tuning curves conserves the information-coding capacity of \( x(\theta) \). Because individual encoding neurons evolve independently in this model, the population of \( N \) encoding cells represents \( N \) independent samples from the distribution of tuning curves on \( \theta \). If we consider the large \( (N \to \infty) \) population limit, the average population variability related to \( \theta \) is given by the expected variability caused by \( \theta \) for the typical tuning curve:

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \| \nabla \phi_{a_i}(\theta) \|^2 = \langle \| \nabla \phi_{a}(\theta) \|^2 \rangle. 
\]  

(25)

where \( a_i(\theta)=U^T \phi(\theta) \) is the vector of synaptic activations for all encoding units at location \( \theta \). The expected amount of population variability driven by \( \theta \) is conserved, and is a function of the covariance of the activation functions \( \Sigma_a(\theta, \theta') \):

\[
\| \nabla \phi(\theta) \|^2 = \text{tr} \left[ \nabla \phi(\theta) \Sigma_a(\theta, \theta') \nabla \phi^T(\theta') \right] = \Sigma_a(\theta, \theta) \| \nabla \phi(\theta) \|^2. 
\]  

(26)

The second step in Eq. (26) follows from the linearity of the trace and the identity \( \| q \|^2 = \text{tr}[q q^T] \). The operator \( \nabla \phi(\theta) \) refers to differentiating \( \Sigma_a(\cdot, \cdot) \) in its second argument. This is in turn related to the amount of variability in the features \( s(\theta) \) that is driven by \( \theta \):

\[
\| \nabla \phi(\theta) \|^2 = \text{tr} \left[ \nabla \phi(\theta) \Sigma_a(\theta, \theta') \nabla \phi^T(\theta') \right] = \| \nabla \phi(\theta) \|^2. 
\]  

(27)

This shows that \( a(\theta) \) inherits the correlation structure of \( s(\theta) \), and that, in the large population limit, the variation in \( a(\theta) \) driven by \( \theta \) is approximately conserved.

Additional assumptions about the nonlinearity \( \phi[\cdot] \) are needed to show that stable information in \( a(\theta) \) implies stable information in \( x(\theta) = \phi[a(\theta)] \). In the special case of an exponential nonlinearity \( \phi = \exp \), the trace of Fisher information \( I(\theta) \) of \( x_{\phi}(\theta) = \exp[U^T a(\theta)] \) is proportional to the average variation in \( a(\theta) \) driven by \( \theta \):

\[
\text{tr}[I(\theta)] = \langle \| \nabla \phi(\theta) \|^2 \rangle = \langle \| \nabla \phi(\theta) \|^2 \rangle. 
\]  

(28)

(Formally, the Fisher information is infinite when the noise in \( x \) is zero, but Eq. (28) can be viewed as the zero-variance limit of homogeneous and IID Gaussian noise with suitable normalization.) With a threshold nonlinearity, the dynamic range of each \( a(\theta) \) must remain in a certain range to ensure that information is not lost due to the saturation in the firing-rate response. This can be ensured by homeostasis (23, 44, 69).

Hebbian homeostasis as an emergent property Here we explore a simplified linear model to make concrete the intuition that Eq. (5) in the main text should emerge through interactions between homeostasis and Hebbian learning. Consider a linear readout with inputs \( x \), weights \( w \), and output firing rate \( y \):

\[
y = w^T x 
\]  

(29)

Let \( X \) and \( Y \) be a training dataset of presynaptic inputs \( x \in X \) and postsynaptic outputs \( y \in Y \). Assume that \( y \) and \( x \) are both zero-mean over this dataset. Consider a learning rule with a Hebbian term and other unknown contributions \( g(\theta) \) (e.g., homeostatic terms). Since weight changes occur slowly, we consider the average weight update over the training data:

\[
\Delta w \propto (Xy) + g(\theta). 
\]  

(30)

Above, \( g(\theta) \) reflects unknown contributions to the weight changes. We assume that \( g(\theta) \) can be treated as constant over all \( (x, y) \), for a given weights and training dataset \( \theta = (w, X, Y) \). If our neuron is in an initial, trained state \( y_0 = (w_0, X_0, y_0) \), then learning has reached an equilibrium and \( \langle \Delta w \rangle = 0 \). This implies that the term \( g(\cdot) \) must balance Hebbian contribution to synaptic plasticity:

\[
g(\theta_0) = -\langle Xy_0 \rangle. 
\]  

(31)

Define the homeostatic target \( \sigma_0^2 \) to be the variance of the firing-rate in this initial state \( y_0 \) (if \( y \) is zero mean, this is the second moment):

\[
\sigma_0^2 = \langle y_0^2 \rangle. 
\]  

(32)
Now, assume that a small amount of drift in the input encoding has occurred, $x_t = x_0 + \Delta x$. This changes the readout’s firing to $y_t = y_0 + \Delta y$, where $\Delta y = w_0^T \Delta x$ is small. This alters the activity statistics of $y_t$, changing the rate variability $\sigma_y^2 \neq \sigma_0^2$. Assume that the variance of $y_t$ has been restored by homeostatic processes that multiply the firing rate by a factor $\gamma = \sigma_0 / \sigma_t = 1 + \delta$, where $\delta$ is a small parameter:

$$y_t = \gamma y_0 = y_0 + \delta y_0$$

Let’s examine the impact of this adjusted activity on the Hebbian rule in Eq. (30).

$$\Delta w \propto (x_1 y_1^\top + (g(\delta t))).$$

The unknown terms $(g(\delta t))$ could also change their values due to drift. We can approximate this change to first order as:

$$\langle g(\delta t) \rangle = \langle g(0) \rangle + (\Delta \frac{\partial}{\partial \delta} g(0)) + O(\delta^2).$$

where $O(\delta^2)$ denotes all terms at second order and higher. Since the learned state is at equilibrium, we can substitute Eq. (31) for $(\langle g(0) \rangle)$:

$$\langle g(\delta t) \rangle = -\langle x_0 y_0 \rangle + (\Delta \frac{\partial}{\partial \delta} g(0)) + O(\delta^2).$$

If $g(\delta)$ is constant in $(x, y)$ for a given $\theta = (x, y, \chi)$, the second and third terms reduce to $(\Delta \frac{\partial}{\partial \delta} g(0))$ and $(\Delta \frac{\partial^2}{\partial \delta^2} g(0))$, respectively. Since $x$ and $y$ are constrained to be zero-mean, $(\Delta \chi)$ and $(\Delta \rho)$ must also be zero, and these terms vanish. With these assumptions, Eq. (35) reduces to $(\langle g(\delta t) \rangle) = -\langle x_0 y_0 \rangle + O(\delta^2)$. This can be expressed as a function of $(x_1, y_1)$ at first order:

$$\langle g_{\omega}(\delta t) \rangle = -\langle x_0 y_0 \rangle + O(\delta^2).$$

Expanding and canceling, and neglecting second-order terms, yields:

$$\Delta w \propto \delta (x_1 y_1^\top - (x_1 \Delta y) - (\Delta y x_1)) + O(\delta^2).$$

Substituting $\Delta y = \Delta x^\top w$ and $y_1 = x_1 y_1^\top w$ gives:

$$\Delta w \propto \delta (x_1 \Delta y^\top - (x_1 \Delta x^\top y_1 + y_1 \Delta x^\top x_1)) + O(\delta^2).$$

The terms $(x_1 \Delta x^\top)$ and $(\Delta x^\top x_1)$ are zero if the drift $\Delta x$ is uncorrelated with the encoding $x_0$. This reduces Eq. (40) to:

$$\Delta w \propto \delta (x_1 y_1^\top) + O(\delta^2).$$

This is similar to the Hebbian term in Eq. (5), if $\delta \propto \epsilon_0$ at first order. This is easily verified:

$$\epsilon_0 = \frac{\sigma_0 - \sigma_t}{\sigma_0} = 1 - \frac{\sigma_t}{\sigma_0} = 1 - \frac{1}{\gamma} = 1 - \frac{1}{1 + \delta} = \delta + O(\delta^2).$$

Eq. (39) is therefore equivalent to the Hebbian contribution to the Hebbian homeostatic rule in Eq. (5) in the main text, with $\delta \propto \epsilon_0 / \sigma_0$. What about the weight decay terms?

We assume that the norm of the weight vector, $\|w\|^2$, is conserved. Hebbian learning will generally disrupt this. If we assume that the norm of the weight vector is restored by weight decay $-\rho w$, what value of $\rho$ would keep the norm of the weight vector constant? Consider a weight update as in Eq. (39), with an unknown weight decay term $-\rho w$:

$$w_1 = w_0 + \delta (x_1 y_1^\top) - \rho w$$

Assume that $\rho \sim O(\delta)$. What value would $\rho$ need to take to ensure that $\|w_1\|^2 = \|w_0\|^2$? The norm of the updated weight vector is:

$$\|w_1\|^2 = \|w_0\|^2 + \delta w_0^\top (x_1 y_1^\top) - \rho \|w_0\|^2 + O(\delta^2).$$

We see that $\|w_1\|^2 = \|w_0\|^2$ if $\delta w_0^\top (x_1 y_1^\top) = \rho \|w_0\|^2 + O(\delta^2)$, implying that

$$\rho = \delta \frac{w_0^\top (x_1 y_1^\top) - \|w_0\|^2}{\|w_0\|^2} + O(\delta^2).$$

Since $w_0^\top x_1 = y_1$, the term $w_0^\top (x_1 y_1^\top) = (y_1^\top - \sigma_1^2) = \sigma_t^2$ is equal to the firing-rate variability after perturbation by drift. This implies that

$$\Delta w \propto \delta \left[ (x_1 y_1^\top) - \sigma_t^2 \frac{\|w_0\|^2}{\|w_0\|^2} \right].$$

This suggests that the optimal value of weight decay is $\rho = \sigma_t^2 / \|w_0\|^2$. In practice this value is not critical (we found that and setting $\rho = 1$ still led to good stability in simulations).

This derivation is not intended to prove that Hebbian homeostasis should arise in any specific physiological model, but rather to illustrate that a learning rule of this form could emerge from the interplay of Hebbian and homeostatic plasticity.

**Weight filtering**

The action of the Hebbian homeostatic rule (Eq. 5 in the main text) can be interpreted as a form of filtering. Consider a linear readout trained initially on day $d = 0$ with weights $W_0$ (leave dependence of $x$ and $y$ on $\theta$ implicit to simplify notation):

$$y_0 = W_0^\top x_0.$$  

The encoding $x_d$ changes on each day $d$. Tracking these changes entails translating the population code-words $x_d$ into the code originally used on day 0. Using this translation $\tilde{x}_0|d$, one might achieve an approximately stable readout.

$$\tilde{y} = W_0^\top \tilde{x}_0|d.$$  

How might one estimate $\tilde{x}_0|d$? Consider estimating the code-words on day $d$ from those on day $d + 1$. Let drift $\Delta x_d$ be sampled from a known distribution $\Delta x_d \sim N(0, \Sigma_d)$. An estimate of $\tilde{x}_d|d+1$ can be obtained via linear least-squares:

$$\tilde{x}_d|d+1 = \Sigma_d (\Sigma_d + \Delta \Sigma_d)^{-1} x_d.$$  

where $\Sigma_d$ is the covariance of the code $x_d$ on the previous day.

Eq. (49) provides the minimum squared error estimate of $x_d$. In the linear, Gaussian case this is also the Bayesian maximum a posteriori estimate. Applying Eq. (49) iteratively yields an estimate of the original code $\tilde{x}_d$, thereby translating the current representation $x_d$ back through time to when the readout was first learned:

$$\tilde{x}_d|d = \left[ \prod_{d' = 0}^{d} \Sigma_d (\Sigma_d + s \Delta \Sigma_d)^{-1} \right] x_d.$$  

Now, consider the effect of Eq. (49) on a decoded $\hat{y}$ by substituting Eq. (49) into Eq. (48):

$$\hat{y}_{d+1} = W_d^\top \Sigma_d (\Sigma_d + \Delta \Sigma_d)^{-1} \Sigma_d \hat{x}_{d+1} = \left[ (\Sigma_d + \Delta \Sigma_d)^{-1} \Sigma_d W_d^\top \right] x_{d+1}.$$  

The expression $[(\Sigma_d + \Delta \Sigma_d)^{-1} \Sigma_d W_d]$ in Eq. (51) is the same one used to re-train the readout from its own output (Eq. (14) in the main text, Methods: *Synaptic learning rules*, with $\Delta \Sigma_d$ estimated as $p(d)$:

$$\hat{y}_{d+1} = \left[ (\Sigma_d + \Delta \Sigma_d)^{-1} \Sigma_d W_d^\top \right] x_{d+1} = W_d^\top x_{d+1}.$$  

This illustrates that Hebbian homeostasis can be viewed (loosely) as filtering the current code-words $x_d$ to recover the original code $x_0$ against which the readout was first trained.
**Predictive coding as inference** In the main text (Results: Predictive error feedback), we argued that negative feedback of prediction errors removes variations in \(y(\theta)\) that are inconsistent with a learned internal model. In particular, if recurrent weights \(A_p\) are learned through symmetric Hebbian learning, then this feedback selectively tracks only the modes of \(y(\theta)\) known to encode information about \(\theta\). This leads the readout to infer a de-noised estimate \(\hat{y}(\theta)\) that can be used to update decoding weights. Here, we show that this process is structurally similar to Bayesian inference under certain circumstances.

Assume that the readout has internal states \(z\) and has learned a prior for what values these states should take for encoding \(\theta\), \(Pr(z)\). This prior reflects the ground-truth distribution of \(z\) experienced when the inputs \(x\) are driven by true external inputs \(s(\theta)\) during behavior. Assume that the error model for the feed-forwarded decoding \(y_f\) (Eq. 4 in the main text) in known, \(Pr(y_f|z)\). For a given \(y_f\), the Bayesian posterior estimate for \(z\) is

\[
Pr(\hat{z}|y_f) \propto Pr(y_f|z)Pr(z)
\]  

(Eq. 53).

The estimate \(\hat{z}\) can be optimized by finding the posterior mode of Eq. (53). This can be done by maximizing the log-posterior:

\[
\mathcal{L}(z) = \ln Pr(y_f|z) + \ln Pr(z) + \text{const.}
\]  

(Eq. 54). Now, consider the case where the prior on \(z\) is multivariate Gaussian. Let this prior be zero mean for convenience, without loss of generality, \(z \sim N(0, A_p)\). Let the observation model \(Pr(y_f|z)\) be of the natural exponential family, where \(z\) are the natural parameters, and \(y_f\) are the natural statistics. Let \(f(\cdot)\) be an element-wise function of \(z\) such that its derivative matches the firing-rate nonlinearity: \(\phi(z) = f'(z)\). The log-posterior and log-likelihood then take the forms:

\[
\ln Pr(y_f|z) = -\frac{1}{2}z^\top A_p^{-1}z + \text{const.}
\]

\[
\ln Pr(y_f|z) = z^\top y_f - f(z) + \text{const.}
\]  

(Eq. 55).

The states \(z\) can be optimized via gradient ascent of \(\nabla_z \mathcal{L}(z)\) on Eq. (54), implying the following dynamics:

\[
\dot{z} = -A_p^{-1}z + y_f^\top - \phi(z)
\]  

(Eq. 56). Multiplying through by the prior covariance \(A_p\) does not change the fixed points, and Eq. (56) can be written as:

\[
\dot{z} = -z + A_p[y_f^\top - \phi(z)]
\]  

(Eq. 57) is the same as Eq. (7) in the main text (Results: Predictive error feedback), with the exception of a time constant \(\tau_z\) which does not change the fixed points.

As an aside, modulating the feedback gain by a factor \(\kappa\) in Eq. (57) allows a neural population to dynamically adjust the influence of the external inputs and its internal model:

\[
\dot{z} = -z + \frac{\kappa}{2} A_p[y_f^\top - \phi(z)].
\]  

(Eq. 58).

One might set \(\kappa\) to be small when one is confident in \(y_f\). This would cause learning to overwrite a learned \(y(\theta)\) with external input. Larger \(\kappa\) can be used to rely on priors more heavily when \(y_f\) are uncertain. We conjecture that modulating the feedback gain might control whether internal models vs. external input dominate activity, and, as a result, synaptic plasticity.

Overall, the correspondence between predictive coding and Bayesian inference is exact when

1. Latent states \(z\) receive prediction-error feedback, and can be interpreted as the natural parameters of an exponential-family distribution for \(\hat{y} = \phi(z)\).
2. Feedback weights \(A_p\) are proportional to the covariance of a Gaussian prior on \(z\).
3. The nonlinearity implies a natural exponential family that can reasonably capture error and uncertainty in \(y_f\).

The natural exponential family includes most common firing-rate models of neural dynamics, including linear-Gaussian, linear-nonlinear-Poisson, and linear-nonlinear-Bernoulli.

It is unlikely that this correspondence is exact in vivo. Regardless, Eq. (57) generically restricts the activity in \(y\) to the subspace associated with encoding \(\theta\) (Results: Recurrent feedback of prediction errors.). Eq. (57) can provide useful error correction via subspace projection, even if it does not exactly correspond to a prior covariance on \(z\). The recurrent feedback model should therefore be interpreted as a qualitative hypothesis for how corrective feedback might aid in tracking drift.

**Learning as inference** Eq. (19) in the main text describes how the forward weights evolve based on the correlation between a prediction error \(y_0 - y\) and the inputs \(x\) (Methods: Single-neuron readout). Analogously to how negative feedback optimizes a trade-off between input and an internal estimate of \(\hat{y}\), this optimization resembles statistical inference under certain assumptions (68).

Consider training the readout weight vector \(w\) for a single decoding unit, using \(L\) training examples, each consisting of an input \(x\) and a desired output \(y\). The readout makes predictions \(\hat{y}_f = \phi(z)\), where \(z = w^\top x\). Now, define a zero-mean Gaussian prior for these weights, \(w \sim N(0, 1)\). Let the firing-rate nonlinearity \(\phi(z)\) correspond to the derivative of a known function \(f(\cdot)\), and assume that our observation model is taken from a natural exponential family with natural parameter \(z\) and natural statistics \(y\). Up to constants, the log-posterior for \(w\) can then be written as:

\[
\ln Pr(w|y, x) = (y_0 - f(z)) + O(1)
\]

\[
\ln Pr(w) = -\frac{1}{2}w^\top [\frac{1}{2}I]^{-1}w + O(1)
\]

\[
\Rightarrow \ln Pr(w|y, x) \propto (y_0 - f(z)) - \frac{1}{2}p\|w\|^2 + O(1),
\]

where the expectation \(\langle \cdot \rangle\) averages over the training data. This objective can be optimized by ascending the gradient \(\nabla_w\) of the log-likelihood, implying to the following weight dynamics:

\[
\Delta w \propto (x_0 - \nabla_x f(z)) - \rho w
\]

\[
= (x_0 - \phi(w^\top x)) - \rho w
\]

\[
= (x-y_f) - \rho w
\]  

(Eq. 60) is equivalent to the error-based learning rule used in the main text (Eq. 25), if one applies this update in discrete steps with learning rate \(\eta\) to a population readout. As was the case for prediction-error feedback, this statistical interpretation does not correspond exactly to processes in vivo. Nevertheless, learning rules resembling Eq. (60) emerge in some timing-dependent plasticity rules (68).

**Calibrating the model to data** The results in the main text are abstract, because drift statistics vary across brain areas, species, and experimental conditions. Stability depends on many unknown parameters, include drift rate, noise levels, population-code redundancy, and the frequency of reconsolidation. Nevertheless, in Supplemental Figure 3, we present a best-effort calibration of our simulations to the Driscoll et al. (2017) data recorded from mouse posterior parietal cortex (2, 43).

We calibrated a model of simulated drift using three subjects from Driscoll et al. (43) ( mice M1, M3, and M4). For each subject, we selected a subset of fifteen recording sessions sharing common neurons (N=10, 60, and 83 neurons from M1, M3, and M4 respectively). Each subpopulation was tracked for over a month (58, 35, and 38 days respectively), with gaps no longer than 13, 8, and 10 consecutive days, respectively. For each day, we filtered log-Ca^2+ fluorescence traces between 0.03 and 0.3 Hz and normalized them by z-scoring. We aligned filtered traces from successful trials to task pseudotime ("p") based on progress through the maze. These traces were averaged to estimate neuronal tuning curves.
The tuning curves can be interpreted as vectors in a high-dimensional space, with a different component for each location \( \theta \). We used the cosine of the angle \( \psi \) between two tuning curves as an "alignment" measure to quantify drift. This can be computed as the average product \( \cos(\psi) = \langle \tilde{\xi}_1(\theta) \tilde{\xi}_2(\theta) \rangle_\theta \) between normalized (z-scored) tuning curves \( \tilde{\xi}(\theta) \), and is 1 if the tuning curves are identical and 0 (on average) if they are unrelated.

This estimator is biased by measurement noise and trial-to-trial variability. We compensated for this by bootstrap-resampling the average alignment between two tuning curves from the same cell and day, where each tuning curve is estimated as an average over a different random subset of trials. This baseline was calculated separately for each neuron and day, averaged over ten random samples. Bias was removed by dividing the tuning-curve alignment measure by this baseline. This retains excess per-day variability that cannot be explained by drift, noise, or trial-to-trial fluctuations.

Alignment decayed exponentially over time (Figure S3-a). The decay time constant \( (\tau) \) indicates the drift rate. The extrapolated value at \( \Delta = 0 \) days \( (a_0) \) indicates the excess per-day variability. We estimated these parameters using least-squares exponential regression. Results were similar across subjects \( (\tau = 57, 23, 54 \) and \( a_0 = 0.63, 0.69, 0.72 \); for M1, M3, M4 respectively). We used the average values of these parameters across subjects \( (\tau = 45 \) and \( a_0 = 0.67 \)) to calibrate a model of drift (Figure S9-b).

Comparing simulation and experiment also requires assumptions about the frequency of "self-healing" reconsolidation, relative to the drift rate. In our simulations we apply self-healing every \( \Delta = 5 \) time points. If we assume that "self-healing" occurs once per day \textit{in vivo}, then an excess per-timepoint variability of \( r = 30\% \) and a time constant of \( \tau = 45 \) days matches the simulated drift to the Driscoll et al. (2017) data. This implies approximate stability out to \( \sim 10 \) days using redundancy alone (fixed readout weights), a few months using Hebbian homeostasis, and over a year if the readout contains a stable internal model (Figure S9-d). However, a rigorous test of how these ideas apply \textit{in vivo} would require new experimental studies.

**Normalized Root Mean Squared Error (NRMSE)** In Supplemental Figures 1, 2, and 5 we summarized the stability of the readout population code by measuring the normalized distance between the initial, trained readout firing-rates \( y(\theta) \), and the firing rates on a given time-step \( y_d(\theta) \).

\[
\text{NRMSE}(y(\theta), y_d(\theta)) = \sqrt{\frac{1}{2} \langle \tilde{y}(\theta) - \tilde{y}_d(\theta) \rangle_{\theta,M}}.
\]

The values \( \tilde{y} \) and \( \tilde{y}_d \) reflect normalized tuning curves, in which the firing-rate function \( y(\theta) \) for each readout neuron has been z-scored. The average \( \langle \cdot \rangle_{\theta,M} \) is taken over all \( M \) decoding units and all \( L \) values of \( \theta \). The normalization by \( 1/2 \) ensures NRMSE ranges from 0 (identical codes) to 1 (chance level).
Figure S1: **Self-healing stabilizes readout population codes for diverse types of representational drift.** **Left:** An example of a single drifting encoding feature \( x(\theta) \) sampled for a circular \( \theta \) for different hypothetical drift scenarios. The horizontal axes for all plots are expressed in terms of the number of complete reconstructions of the encoding population code (or equivalent, for scenarios b-d). All simulations were run for \( T=1000 \) time-steps, corresponding to 10 complete reconstructions in the encoding population. For continuous drift (b-d), time-constants were set to match the rate of population drift corresponding to changing encoding features one-at-a-time for a population of \( N=100 \) encoding neurons. **Right:** Normalized Root-Mean-Squared-Error (NRMSE; 0=perfect match, 1=chance) of the readout population code over time. Lines indicate the median over 10 random seeds, and shaded regions the inter-quartile range. Simulation parameters are the same as for scenarios b-f in Fig. 3 in the main text. We ran "self-healing" reconsolidation every \( \Delta = 5 \) iterations. We explored three topologies for \( \theta \): circular, linear, and T-maze (compare to Supplemental Figure S4). The rate of decay of the readout population code does not depend on the style of drift in the encoding population. (a) "One-at-a-time" drift changes one out of \( N=100 \) encoding neurons on each iteration of the simulation. 100 simulated time-steps corresponds to one complete reconfiguration of the encoding population. (b) "Random drift" applies Ornstein-Uhlenbeck (OU) drift with a time constant \( g=100 \) (Methods: Simulated drift). (c) "Non-sparse drift" samples the encoding curves directly from a linear, Gaussian process, and does not apply the firing-rate nonlinearity \( \phi(\cdot) \). These features lack the sparse, bump-like tuning curves present in the other scenarios. The variance has been scaled to match that of the other drift scenarios. The correlation time is \( \tau = 100 \). (d) "Directed" drift simulates a second-order OU process evolving as two stages of Eq. (9) in the main text chained in series, such that consecutive changes are correlated in time. Each stage has a time constant \( \tau = 50 \).
Figure S2: *Encoding variability and readout-weight drift affect stability.* Each plot shows the survival time for a self-healing readout as in Fig. 3 of the main text, measured as the time until the normalized root-mean-square error of the readout exceeded 0.5. *T* = 4000 time-points are simulated for an encoding population of *N* = 100 cells with a drift time constant of *τ* = 100. Time (vertical axis) is expressed in multiples of the drift time constant. Boxes show the median (black) and inter-quartile range. Whiskers indicate the 5th-95th percentiles over 10 random seeds. We explored three topologies for θ: circular, linear, and T-maze (compare to Supplemental Figure S4). All simulations used the same parameters as in Fig. 3 in the main text, with the exception of the noise parameter (*r* or *n*) which is varied along the horizontal axis. Drift is gradual as described in Methods: *Simulated drift*. "Self-healing" reconsolidation is applied every Δ = 5 time-steps. (a) We varied the amount of daily variability in the code *x* (r) that is unrelated to cumulative drift. This is expressed as the percentage of the variance in synaptic activation for the encoding neurons that is unique to each day (*r*, horizontal axis; Eq. (10) in the main text). The "response normalization", "recurrent feedback", and "linear-nonlinear map" scenarios all show good stability up until *n* = 40% (c.f. Fig. 3 d-f in the main text). (b) We varied the amount of drift applied to the readout’s decoding weights *W* on each day (*n*, horizontal axis; Eq. (11) in the main text). Recurrent dynamics can tolerate small amounts of readout-weight drift, but stability degrades if drift exceeds ≈8% per time-step.
Figure S3: The statistics of drift observed in vivo are compatible with long-term stability. (a) The rate of drift can be measured using the cosine of the angle between two tuning curves (“alignment”), estimated on different days for the same cell (1: identical; 0: unrelated). Plots show tuning-curve alignment for a population tracked for over a month, taken from three subjects in Driscoll et al. (43). Each point reflects the average alignment across the population for a pair of recordings separated by Δ days. Measurement noise exaggerates apparent tuning differences, so alignment was normalized via a bootstrap estimator such that tuning curves estimated from different trials on the same day were fully aligned (teal “◦”). Alignment decays exponentially, with a similar timescales across subjects (“g”). Extrapolating the day-to-day alignment (black “+”) to a separation of zero days (a0) does not yield perfect alignment, indicating that not all day-to-day tuning variability is explained by drift. This excess variability also cannot be attributed to systematic drift during the recording session (measured as the alignment between the first and second half of the recording session; red “×”). (b) We modeled tuning curves as samples from a log-Gaussian process over the latent space θ, with drift modeled as an Ornstein-Uhlenbeck random walk in tuning over time (Methods: Simulated Drift). We used a time-constant of τ = 45 days and applied ϵ = 30% excess per-day variability to match the model to experimental data. (c) Tuning curves sampled from the model (bottom left) qualitatively resemble those in the experimental data. Tuning curves in vivo, however, exhibited nonuniform statistics in θ (top left). The statistics of drift (right) are also similar, with both model and data exhibiting day-to-day variability superimposed over long-term drift. (d) Evolution of readout population tuning curves under simulated drift. The drift timescale and day-to-day variability were calibrated as in (b). All other parameters were the same as in Fig. 3. Readouts with a stable internal model (“linear-nonlinear map” and “recurrent feedback”) exhibit long-term stability.
Figure S4: **Self-healing plasticity stabilizes various geometries.** We simulated representational drift under various self-healing plasticity scenarios as in Fig. 3 of the main text, applied to different geometries (left: ring, middle: line, right: T-maze). The covariance kernel of the Gaussian-process synaptic activations for $x(\theta)$ was adapted to each geometry, keeping the correlation as a function of distance the same as in Fig. 3 in the main text (Methods: *Simulated drift*). We simulated 1000 iterations of drift with time-constant $r = 100$. Results are similar across all three topologies. Black-and-white plots show the configuration of the readout population code at various times. Colored plots show the result of applying unsupervised dimensionality reduction to the final readout population tuning curves (Python sklearn SpectralEmbedding (70); c.f. (39)). We applied this embedding to points sampled from five random ‘walkthroughs’ of $x$ with additive Gaussian noise $\sigma_x = 1.2 \times 10^{-2}$ to emphasize the degradation in the signal-to-noise ratio. (a) Without compensation, the amount of variability in $y(\theta)$ that is related to $\theta$ decays, lowering the signal-to-noise ratio. Both the original tunings, and the capacity to encode $\theta$, is lost. (b) With homeostasis, the original readout tuning curves are lost. However, homeostasis stabilizes the information-coding capacity of the readout. Nonlinear dimensionality reduction recovers the underlying topology of $\theta$. (c) Hebbian homeostasis provides some stability, but causes the readout population code to collapse around a few salient preferred $\theta$s. (d) Response normalization compensates for the destabilizing impact of Hebbian homeostasis. However, noise causes readout neurons to swap their preferred tunings. (e, f) Long-term stability is possible in readouts with a stable internal model. Sharing of information among the readout population, modeled here as either a linear-nonlinear map or recurrent feedback, allows for more robust error correction.
Figure S5: *Larger amounts of drift between reconsolidation sessions reduces stability.* Changing the rate of drift relative to the frequency of reconsolidation affects the stability of the readout population code. In these simulations, all parameters are the same as in Fig. 3 in the main text, with the exception of the frequency of reconsolidation $\Delta$. In the main text, $\Delta = 5$. We explore up to $\Delta = 45$, equivalent to nine times faster drift. The rate of degradation for Hebbian homeostasis scales with the rate of drift, with (a) and without (b) response normalization. Error correction via linear-nonlinear map (c) also degrades with increasing $\Delta$, but less so. The error levels off to a steady-state, suggesting long-term stability. With recurrent feedback (d), the population readout is stable for modest rates of drift, but loses stability above a certain rate ($\Delta = 25$).