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#### Abstract

Conventional kinesin, a motor protein that transports cargo within cells, walks by taking multiple steps towards the plus end of the microtubule (MT). While significant progress has been made in understanding the details of the walking mechanism of kinesin there are many unresolved issues. From a computational perspective, a central challenge is the large size of the system, which limits the scope of time scales accessible in standard computer simulations. Here, we create a general multi-scale coarse-grained model for motors that enables us to simulate the stepping process of motors on polar tracks (actin and MT) with focus on kinesin. Our approach greatly shortens the computation times without a significant loss in detail, thus allowing us to better describe the molecular basis of the stepping kinetics. The small number of parameters, which are determined by fitting to experimental data, allows us to develop an accurate method that may be adopted to simulate stepping in other molecular motors. The model enables us to simulate a large number of steps, which was not possible previously. We show in agreement with experiments that due to the docking of the neck linker (NL) of kinesin, sometimes deemed as the power stroke, the space explored diffusively by the tethered head is severely restricted allowing the step to be in a tens of microseconds. We predict that increasing the interaction strength between the NL and the motor head, achievable by mutations in the NL, decreases the stepping time but reaches a saturation value. Furthermore, the full 3-dimensional dynamics of the cargo are fully resolved in our model, contributing to the predictive power and allowing us to study the important aspects of cargo-motor interactions.


## Introduction

Molecular motors, or motor proteins, are an integral part of the machinery of living cells. Their most common function is the transportation of cargoes along actin and microtubule (MT) filaments within the cell. ${ }^{1-3}$ To do so, molecular motors convert chemical energy, stored in the form of ATP, into mechanical work. How this is accomplished in a variety of
of structurally unrelated motors is the focus of a large body research. ${ }^{4}$
Due to several remarkable single molecule studies of motor proteins performed over the last three decades, we know a great deal about how molecular motors walk along the polar tracks. ${ }^{5-10}$ Furthermore, an increasing number of structures for these motors in various nucleotide states have provided great insights into the inner workings at the molecular level. ${ }^{11-16}$ Nevertheless, understanding the molecular details of how these machines "walk" along cellular filaments continues to pose significant challenges. In particular, due to the spatial and time resolution limitations of current experimental methods, it is difficult to decipher the specifics of the walking mechanism at a microscopic resolution, which could be overcome by using reliable computational models.

The use of Coarse Grained (CG) models in computer simulations has been remarkably successful in elucidating the stepping mechanisms of a variety of motors and other molecular machines. ${ }^{17-23}$ Such models have proven to be particularly useful in dissecting a number of aspects of motor protein motility. ${ }^{24-27}$ The advantage of CG simulations is most evident when considering the relatively large size of molecular motors. The motor domain of kinesin, the smallest of the filament associated motors, is over 300 amino acids long. ${ }^{11}$ Therefore, the simulation of the full motor construct for time scales relevant to the function of the motor are inaccessible to fully atomistic computational methods, necessitating the use of simulations using well-calibrated CG models.

As we alluded to earlier, molecular motors couple the hydrolysis of ATP molecules to the mechanical step taken by the motor. ${ }^{28,29}$ The ATP chemical cycle is a process that takes place at the level of individual protein domains within the motor, involving subtle allosteric transitions. ${ }^{13,30}$ This type of process lends itself to simulations using CG models at the single amino acid resolution. ${ }^{25,27,31}$ The walking or stepping mechanism itself, on the other hand, involves the motion of large and relatively rigid domains. ${ }^{5,6,8,9,26}$ It is, therefore, prudent to construct CG models at the scale of individual protein domains so that multiple steps could be simulated to complement experiments.

In this study, we focus on kinesin, which is perhaps the best known and most researched of all the motor proteins. Kinesin consists of two identical motor domains, connected to each other through flexible coils called the neck linkers (NL). ${ }^{11,12}$ The NLs join to form a long coiled coil structure, named the stalk, which in turn, connects the dimeric motor to the cargo.

Experiments have shown that kinesin walks on MT by a hand-over-hand mechanism. ${ }^{6}$ According to this mechanism, the motor domain that lies closer to the minus end of the MT , the trailing head (TH), detaches from the MT. Following the TH detachment, the NL of the bound motor domain, the leading head (LH), docks to the LH and propels the detached TH forward toward the plus end. The docking of the NL to the LH, proposed by Vale and coworkers, is some times referred to as the power stroke ${ }^{32}$ in kinesin. The step ends with the TH binding to its target binding site (TBS) on the MT, making it the new LH , and the cycle is repeated. This results in kinesin taking multiple steps (referred to as processive motion) before disengaging from the MT.

Our previous studies of the kinesin step using residue level CG models have been successful at revealing some of the molecular details of a single step. ${ }^{26,33,34}$ Nevertheless, due to the large size of the system, such models are limited in their scope, and extending them to simulate multiple steps is difficult from a computational point of view. To circumvent this problem, we have developed a new multi scale CG (MSCG) model of the kinesin motor. The model consists of a combination of rigid body representations of certain parts of the motor and flexible multi particle representation of the rest of the system. Using this approach the simulation speed is enhanced by approximately 100 fold, which allows us to better explore the parameter space of our model as well as the intrinsic mechanical aspects of the kinesin motor itself.

## Methodology

## Coarse Grained Model

We use multiple levels of coarsening to create a model for simulating the stepping mechanism of the kinesin motor. We model the motor domain using 39 beads of varying radii (See Fig.1). Each bead represents a group of amino acids that are in the same region (spatially close) of the protein structure. The choice of amino acid groups is somewhat arbitrary, with the guiding principle being that the overall shape of the motor domain should be maintained while using a relatively small number of beads (the details of the amino acid groupings is given in the Supplementary Information (SI)). In order to construct the MSCG representation, we use the known crystal structure of the motor domain (Protein Data Bank (PDB) ID: 2KIN). The position of each bead is given by the geometrical mean of the $C_{\alpha}$ carbon positions of the amino acids represented by that bead. The bead radius is taken to be the radius of gyration of the group of associated $C_{\alpha}$ carbon atoms.


Figure 1: A visual representation of the coarse graining of the kinesin motor domain. On the left is the fully atomistic representation of the protein, and on the right is the MSCG representation, with a much smaller number of beads.

The kinesin motor domain has two flexible structural elements: the Cover-Neck Bundle (CNB) at the N-terminus (red in Fig.1), and the NL at the C-terminus of the motor domain
(yellow in Fig.1). Due to their relatively flexible nature, we represent each amino acid in these two structural elements using a single bead, centered at the $C_{\alpha}$ carbon, with a radius of $\sigma_{A A}=1.9 \AA$.

The MSCG representation of the stalk consists of a series of linked beads with a radius $\sigma_{S}=5.0 \AA$, which is approximately the radius of the stalk. We use a 30 bead long stalk in the simulations. However, this number could be changed arbitrarily to model stalks of different lengths. We represent the cargo as a single large bead that is attached to the end of the stalk. The radius of the cargo is taken to be $\sigma_{M T}=0.5 \mu m$, which is the typical size used in experiments. ${ }^{35-37}$ Finally, we represent the MT as a cylinder with a radius of $\sigma_{M T}=12.7 \mathrm{~nm}$ $(127 \AA)$, with its main axis of symmetry lying along the x axis. The complete structure of the kinesin dimer and stalk (excluding the cargo) in the MSCG representation is shown in Fig.2.

Rigid Body Formulation. The basis for our model lies in the observation that the kinesin motor domains maintain a relatively rigid shape during the stepping process, and do not undergo major conformational changes. This allows us to approximate them as rigid bodies. For each rigid element, we assign an Object Frame of Reference (OFR). The position of the rigid body (which corresponds to the OFR origin) with respect to the Laboratory Frame of Reference (LFR) is given by a 3-dimensional Cartesian vector. The rigid body OFR also specifies the orientation of the object, which can also be represented by a 3dimensional vector. Therefore, the rigid body can be fully described by a 6 -dimensional vector,


Figure 2: The MSCG representation of the full system (excluding the cargo). The two motor domains (gray spheres) are the TH on the left and LH on the right. The CNB and NLs are represented in red and yellow, respectively. The stalk is depicted by the orange beads. The first orange bead, attached to the NL, is referred to as the Neck Linker Stalk Junction (NLSJ). Finally, the MT is represented by the blue and cyan spheres.
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where $x, y$, and $z$ are the components of $\mathbf{r}^{p o s}$, the position vector, and $\psi_{1-3}$ are the components of $\mathbf{r}^{r o t}$, the rotation vector. We use $\mathbf{r}$ to mean $\mathbf{r}^{p o s}$ by default unless we indicate otherwise.

Once the OFR is assigned, one can construct the components of the rigid body within the OFR. Our model contains four different rigid elements: two motor domains (TH and LH), the NL and Stalk Junction (NLSJ), and the cargo. For the motor domains, the positions of the 39 beads with respect to the OFR are given by $\mathbf{r}_{i}^{O F R}(i \in\{1 \ldots 39\})$. The bead positions with respect to the LFR are given by,

$$
\begin{equation*}
\mathbf{r}_{i}=\mathbf{r}^{M D}+\mathbf{O}^{M D} \mathbf{r}_{i}^{O F R} \tag{2}
\end{equation*}
$$

where $\mathbf{r}^{M D}$ is the position of the motor domain rigid body with respect to the LFR, and $\mathbf{O}^{M D}$ is a $3 \times 3$ transformation matrix that corresponds to the orientation of the OFR with respect to the LFR and is a function of $\mathbf{r}^{r o t}$ (if $\mathbf{r}^{r o t}$ is a Cartesian rotation vector, $\mathbf{O}^{M D}$ can be obtained using Rodrigues' rotation formula, which is described clearly by Valdenebro ${ }^{38}$ ). Both the NLSJ, which is the first bead of the stalk (Fig. 2), and the cargo, are each represented by a single bead with its OFR being at the center. The rest of the system components (CNB, NL, and stalk) are described by simple isotropic beads, and do not require the definition of an OFR.

Energy Functions. A major advantage of any rigid body formulation is that the internal interactions within the rigid body are included implicitly within the rigid constraints, thus


Figure 3: Schematic of the transformations of the OFR (Object Frame of Reference) relative to the LFR (Laboratory Frame of Reference). The position of the OFR origin is given by $\mathbf{r}^{p o s}$ while the orientation of the OFR relative to the LFR is given by $\mathbf{r}^{r o t}$.
greatly reducing the computation times. It is, therefore, sufficient to describe their external interactions with the other components of the system. We define the total energy function for the system, $U_{T}$, as,

$$
\begin{equation*}
U_{T}=U_{C}+U_{A}+U_{T R}+U_{E V}+U_{D}+U_{M T} \tag{3}
\end{equation*}
$$

where the different subscripts denote the contributions from connectivity (C), angular (A), torsion (TR), excluded volume (EV), docking (D), and MT interactions.

Connectivity Potential. The connectivity term $U_{C}$ accounts for non-breakable chemical bonds in the system. The functional form of the potential is given by the Finite Elastic Non Extensible (FENE) potential,

$$
\begin{equation*}
U_{C}=-\sum^{X} \sum_{i=1}^{N-1} \frac{k}{2} R_{0}^{2} \log \left(1-\frac{\left(r_{i, i+1}-r_{i, i+1}^{0}(X)\right)^{2}}{R_{0}^{2}}\right) \tag{4}
\end{equation*}
$$

where $k=20 \frac{\mathrm{kcal}}{\mathrm{mol} \cdot \mathrm{A}^{2}}$ and $R_{0}=2 \AA$. The equilibrium distance, $r_{i, i+1}^{0}(X)$, depends on the component of the motor,

$$
r_{i, i+1}^{0}(X)= \begin{cases}3.8 \AA & X=C N B, N L  \tag{5}\\ 10 \AA & X=\text { stalk }\end{cases}
$$

To account for connectivity between the CNB and NL to the motor domain, we treat the last (first for NL) bead in each of these chains as if it is a part of the rigid element. In other words, the bead position obeys Eq. 2 and its position within the OFR is obtained from the PDB structure. Similarly, the last beads of the two NLs are connected to the NLSJ by the same constraint as is the case for the last bead in the stalk and the cargo. The positions of the last beads of the NLs within the OFR of the NLSJ are at $\mathbf{r}=( \pm 2,0,-6.6)$ in $\AA$. The position of the last bead of the stalk within the OFR of the cargo is at the cargo surface with $\mathbf{r}=(0,0,-0.5)$ in $\mu m$ (see Fig.4).

Angular Potential. To ensure that the stiffness of the stalk is properly maintained, we


Figure 4: Left: The positions of the contact points of the NLs with the NLSJ within the OFR of the NLSJ. Middle: The definition of $\theta_{N L S J}$ in terms of the orientation of the stalk with respect to the axes of the OFR of the NLSJ. Right: The position of the contact point between the stalk and the cargo within the cargo OFR.
apply an angular potential,

$$
\begin{equation*}
U_{A}=\sum_{i} \frac{k}{2}\left(\theta_{i}-\theta_{0}\right)^{2} \tag{6}
\end{equation*}
$$

where $k=88 \frac{\mathrm{kcal}}{\mathrm{mol}^{2} \cdot \mathrm{rad}^{2}}$ and $\theta_{0}=\pi$, and the angle $\theta_{i}$ is the angle formed by any three consecutive beads $i, i+1, i+2$. The summation is over all such angles along the stalk, including the NLSJ and the cargo. The value of the stiffness parameter $k$ was chosen such that the persistence length of the stalk is approximately 150 nm which is a typical value for coiled coil structures. ${ }^{39}$

Since the ORF of the NLSJ has to be properly aligned with the rest of the stalk, we added an additional term of the form $\frac{k}{2} \theta_{N L S J}^{2}$ to $U_{A}$. In this case, $\theta_{N L S J}$ is the angle between the $z$ axis of the NLSJ OFR and the line connecting the center of the NLSJ and the next bead in the stalk (see Fig.4).

Torsional Potential. Interactions between the cargo and the motor are mediated by the stalk. More specifically, when both the motor domains are bound to the MT, the motor imposes constraints on the motion of the cargo. The most obvious constraint is on the translation of the cargo, which forces the cargo to stay within a certain distance from the motor. In our model, this constraint manifests itself through the connectivity term (and to some extent the angular term) of the energy function. An additional, and less obvious constraint is the one on the rotation of the cargo. It is well established that, when both the motor domains are bound to the MT, the motor imposes a rotational constraint on the cargo through torsional strain along the stalk. ${ }^{40,41}$ As a result, the cargo is not entirely free to rotate along its z axis.

To account for this effect, we introduce a torsional term, $U_{T R}$, in the energy function, that couples the orientations of the NLSJ and cargo OFRs:

$$
\begin{equation*}
U_{T R}=\frac{k}{2} \phi^{2} . \tag{7}
\end{equation*}
$$

The angle $\phi$ reflects the torsional shift between the base of the stalk (NLSJ end) and the
top of the stalk (cargo end). Since we represent the stalk using isotropic beads, the torsional information is lost. To approximate the torsional shift, we make the following calculation. The torsional shift should be reflected in the relative rotations of the NLSJ and the cargo along the z axes of their respective OFRs. In other words, the torsional shift should be equal to the angle between the x axes (or any unit vector within the xy plane of the OFR) of the two rigid objects. The problem is that the xy planes of the two OFRs are not necessarily parallel to each other at any given instant, as both the NLSJ and the cargo rotate 3-dimensionally in space. To circumvent this problem, we perform a virtual rotation of the NLSJ OFR that aligns its z axis with the cargo z axis (see Fig.5). The axis for this rotation transformation is simply $\frac{\hat{\mathbf{z}}_{N L S J} \times \hat{\mathbf{z}}_{C A R}}{\left|\hat{\mathbf{z}}_{N L S J} \times \hat{\mathbf{z}}_{C A R}\right|}$. Once the two z axes are aligned, we can obtain the angular difference between the two x axes easily. It is important to note that the domain of $\phi$ is not limited to $(-\pi, \pi)$, since the cargo can in theory perform multiple rotations. The spring constant $k$ takes different values, depending on the desired torsional strain.


Figure 5: The torsional angle $\phi$ is obtained by first aligning the z axes of the OFRs of the cargo and the NLSJ (left). Once the axes are aligned, $\phi$ is given by the angle between the corresponding axes in the two OFRs (right).

Excluded Volume Potential. To account for the repulsive interactions between the
different beads in our model, we use the following expression for the excluded,

$$
U_{E V}= \begin{cases}\sum_{i, j} \epsilon_{r}\left(\frac{\sigma_{A A}}{r_{i j}}\right)^{6} & \sigma_{i}+\sigma_{j} \leq 2 \sigma_{A A}  \tag{8}\\ \sum_{i, j} \epsilon_{r}\left(\frac{\sigma_{A A}}{r_{i j}+\sigma_{A A}-\sigma_{i}-\sigma_{j}}\right)^{6} & \sigma_{i}+\sigma_{j}>2 \sigma_{A A}\end{cases}
$$

where $\epsilon_{r}=1 \frac{\mathrm{kcal}}{\mathrm{mol}}, r_{i j}$ is the distance between beads $i$ and $j, \sigma_{i}$ and $\sigma_{j}$ are the radii of beads $i$ and $j$ respectively, and $\sigma_{A A}=1.9 \AA$ is the typical radius of an amino acid. The summation is over all pairs of particles in the system. The reason for choosing the form of excluded volume potential given in Eq.8, is to ensure a uniform range of interactions for beads of varying sizes.

Excluded volume interactions involving the MT contribute an additional term to $U_{E V}$,

$$
\begin{equation*}
\sum_{i}^{N} \epsilon_{r}\left(\frac{\sigma_{A A}}{r_{i}^{Y Z}+\sigma_{A A}-\sigma_{i}-\sigma_{M T}}\right)^{6} \tag{9}
\end{equation*}
$$

where $r_{i}^{Y Z}$ is the length of the projection of the bead position vector $\mathbf{r}_{i}$ onto the YZ plane. The summation is over all the particles in the system.

Docking Interactions. As we discussed earlier, the NL of the LH undergoes a docking transition upon ATP binding to the LH, which is deemed the power stroke. This conformational change is fundamental to the stepping mechanism, as it propels the detached TH froward toward the TBS, and restrains the motor to step predominantly on a single protofilament on the MT. ${ }^{34}$ When undocked, the NL is unfolded and we therefore treat it simply as a self-avoiding chain. In order to induce docking, we introduce attractive interactions between the NL and the LH motor domain, given by,

$$
\begin{equation*}
U_{D}=-\sum_{i=1}^{N} \frac{\epsilon_{d}}{1+k\left(\mathbf{r}_{i}-\mathbf{r}_{i}^{0}\right)^{2}}, \tag{10}
\end{equation*}
$$

where $\epsilon_{d}=1.55 \frac{\mathrm{kcal}}{\mathrm{mol}}$ is the interaction energy, and $k=0.07 \AA^{2}$ determines the stiffness of the potential. The choice of $k$ is made so that when $\left|\mathbf{r}_{i}-\mathbf{r}_{i}^{0}\right|=2 \sigma_{A A}$, the energy is $\approx 0.5 \epsilon_{d}$ in Eq.10. $\mathbf{r}_{i}$ is the position of the NL bead, and $\mathbf{r}_{i}^{0}$ is the position of the center of the energy
well. $\mathbf{r}_{i}^{0}$ is determined by the position of the docked bead in the crystal structure (PDB ID: 2KIN) of the kinesin motor domain with a docked NL. It may be thought of as the position of a pseudo-bead in the motor domain rigid body, and therefore, it obeys Eq. 2 with $\mathbf{r}_{i}^{O F R}$ as its position in the OFR. These interactions were applied both to the NL and the CB in the docked state. The choice of $\epsilon_{d}$ will be discussed below.

MT Interactions. Generally speaking, kinesin can be found in one of two states in terms of affinities for the MT. In the apo and ATP bound states, kinesin binds MT with high affinity, while when bound to ADP, kinesin's affinity for MT is significantly decreased. The interactions between the motor domain of kinesin and the TBSs on the MT are described by $U_{M T}$ (Eq.3), which has a similar form to Eq.10. The energy parameter $\epsilon_{d}$ is replaced with $\epsilon_{M T}$, which takes one of two values, depending on the chemical state of the motor domain: $\epsilon_{M T}=5.25 \frac{\mathrm{kcal}}{\mathrm{mol}}$ when the motor domain is in the strongly bound state, and $\epsilon_{M T}=4.19 \frac{\mathrm{kcal}}{\mathrm{mol}}$ when the motor domain is in the weakly bound state (see below for these choices). The sum is over the 6 beads that are at the interface between the MT and the motor domain in the CG representation (see Fig.S2 and the SI for details). $\mathbf{r}_{i}^{0}$ in this case represents the positions of the beads when bound to the MT. To obtain these positions and the correct orientation of the motor with respect to the MT, we aligned the crystal structure of kinesin (PDBID: 2KIN), which were used to construct the CG model, with the structure of a kinesin motor domain bound to MT (PDBID: 2P4N).

## Simulation Details

Brownian Dynamics. We assume that the dynamics of the kinesin step are governed by Langevin dynamics in the over-damped limit. Therefore, we can simulate the motion of the system using the Ermak-McCammon Brownian dynamics algorithm, ${ }^{42}$

$$
\begin{equation*}
\mathbf{r}_{i}(t+h)=\mathbf{r}_{i}(t)+\frac{D_{i} h}{K_{B} T} \mathbf{F}_{i}+\boldsymbol{\Gamma}_{i}(t), \tag{11}
\end{equation*}
$$

where $\mathbf{r}_{i}(t)$ is the position of bead $i$ at time $\mathrm{t}, h$ is the time step, $D_{i}$ is the diffusion coefficient of the bead, $\mathbf{F}_{i}$ is the systematic force acting on the bead, and $\boldsymbol{\Gamma}_{i}(t)$ is a random force acting on the bead at time $t$.

We assume that the diffusion coefficient obeys the Stokes-Einstein equation, $D_{i}=\frac{K_{B} T}{6 \pi \eta \sigma_{i}}$, where $\sigma_{i}$ is the bead radius, and $\eta$ is the viscosity. As required by the fluctuation-dissipation theorem, the random force obeys $\left\langle\boldsymbol{\Gamma}_{i}(t)\right\rangle=0$ and $\left\langle\boldsymbol{\Gamma}_{i}(t) \cdot \boldsymbol{\Gamma}_{i}\left(t^{\prime}\right)\right\rangle=6 D_{i} h \delta_{t t^{\prime}}$. In the implementation of the algorithm, we used the BAOAB method that has been shown to have better convergence when compared with the standard Euler-Maruyama method. ${ }^{43}$

Rigid Body Brownian Dynamics. To address the dynamics of the rigid elements we used an adaptation of Brownian dynamics. ${ }^{44}$ We first define the generalized coordinates of the ORF orientation. The orientation of a rigid object can be obtained by rotating a reference object around a certain axis. We therefore define $\mathbf{r}_{r o t}$ as a Cartesian rotation vector that lies along the rotation axis whose size is equal to the rotation angle in radians. Cartesian rotation vectors are extremely useful in describing 3-dimensional rotations, and as we stated earlier, it is easy to find their corresponding transformation matrices, $O$, using Rodrigues' rotation formula.

A disadvantage of the Cartesian rotation vectors as a generalized coordinate is that it is difficult to obtain an expression for a rotation as a function of two previous rotations. To circumvent this problem we use the Gibbs rotation vector, $\mathbf{g}_{\text {rot }}{ }^{45}$ This vector is similar to the Cartesian rotation vector, but, given that $\theta$ is the rotation angle, its length is equal to $\tan \left(\frac{\theta}{2}\right)$ instead of $\theta$. The advantage of the Gibbs representation of rotation is that there is a simple formula for the summation of two consecutive rotations, $\mathbf{g}_{r o t}^{1}$ and $\mathbf{g}_{r o t}^{2}$, given by,

$$
\begin{equation*}
\mathbf{g}_{r o t}^{3}=\frac{\mathbf{g}_{r o t}^{1}+\mathbf{g}_{r o t}^{2}+\mathbf{g}_{r o t}^{1} \times \mathbf{g}_{r o t}^{2}}{1-\mathbf{g}_{r o t}^{1} \cdot \mathbf{g}_{r o t}^{2}} \tag{12}
\end{equation*}
$$

Since we are interested in using the Cartesian representation, we introduce a conversion operator, $\mathcal{G}\left(\mathbf{r}_{r o t}\right)=\mathbf{g}_{r o t}$, and its inverse, $\tilde{\mathcal{G}}\left(\mathbf{g}_{r o t}\right)=\mathbf{r}_{r o t}$, and define the following operator,

$$
\begin{equation*}
\mathbf{r}_{r o t}^{3}=\mathbf{r}_{r o t}^{1} \oplus \mathbf{r}_{r o t}^{2}=\tilde{\mathcal{G}}\left(\frac{\mathbf{g}_{r o t}^{1}+\mathbf{g}_{r o t}^{2}+\mathbf{g}_{r o t}^{1} \times \mathbf{g}_{r o t}^{2}}{1-\mathbf{g}_{r o t}^{1} \cdot \mathbf{g}_{r o t}^{2}}\right) \tag{13}
\end{equation*}
$$

where $\mathbf{g}_{\text {rot }}^{1,2}=\mathcal{G}\left(\mathbf{r}_{r o t}^{1,2}\right)$. In other words, the operator $\oplus$ is the rotational equivalent of addition in terms of Cartesian rotation vectors. This approach is based on the one introduced by Antosiewicz et al. ${ }^{44}$ An alternative approach that is commonly employed is the use of quaternions introduced for use in molecular simulations of polyatomic molecules. ${ }^{46}$ Both approaches are equally valid and do not affect the results of the study.

Having introduced the generalized coordinates, we can define our algorithm for the rigid body Brownian dynamics. Since we are now dealing with an anisotropic rigid body, the diffusion coefficient, $D$, has to be replaced with a diffusion tensor, D. Because the translation and rotation of rigid bodies are not necessarily independent, $\mathbf{D}$ is a 6-dimensional square matrix that couples both the force and torque acting on the object. In analogy to the 6-dimensional vector $\mathbf{r}$ in Eq.1, we define a 6-dimensional generalized force,

$$
\begin{equation*}
\tilde{\mathbf{F}}=\binom{\mathbf{F}}{\mathbf{T}} \tag{14}
\end{equation*}
$$

where $\mathbf{F}$ and $\mathbf{T}$ are the components of the force and torque, respectively. The force component is calculated by summing over all the individual forces acting on the different beads in the rigid body, $\mathbf{F}=\sum_{n=1}^{N} \mathbf{F}_{i}$. Similarly, the associated torque is calculated by summing over all the torques that result from these individual forces, $\mathbf{T}=\sum_{n=1}^{N} \mathbf{r}_{i}^{O R F} \times \mathbf{F}_{i}$. To obtain the coupled generalized force, we simply multiply $\tilde{\mathbf{F}}_{c}=\mathbf{D} \cdot \tilde{\mathbf{F}}$. We refer to the resulting force and torque as $\mathbf{F}_{c}$ and $\mathbf{T}_{c}$ respectively.

Similarly, we define a 6 -dimensional random noise vector,

$$
\begin{equation*}
\tilde{\boldsymbol{\Gamma}}(t)=\binom{\boldsymbol{\Gamma}_{F}(t)}{\boldsymbol{\Gamma}_{T}(t)} \tag{15}
\end{equation*}
$$

with a force component $\boldsymbol{\Gamma}_{F}(t)$, and a torque component $\boldsymbol{\Gamma}_{F}(t)$. Just like the 3-dimensional
noise, the random generalized force vector obeys $\langle\tilde{\boldsymbol{\Gamma}}(t)\rangle=0$ and $\left\langle\tilde{\boldsymbol{\Gamma}}_{i}(t) \cdot \tilde{\boldsymbol{\Gamma}}_{i}\left(t^{\prime}\right)\right\rangle=2 \mathbf{D}_{i j} h \delta_{t t^{\prime}}$.
Once the forces and torques are coupled, we use the following algorithm to update the positions and rotations,

$$
\begin{gather*}
\mathbf{r}_{p o s}(t+h)=\mathbf{r}_{p o s}(t)+\frac{h}{K_{B} T} \mathbf{F}_{c}+\boldsymbol{\Gamma}_{F}(t)  \tag{16}\\
\mathbf{r}_{r o t}(t+h)=\mathbf{r}_{r o t}(t) \oplus\left(\frac{h}{K_{B} T} \mathbf{T}_{c}+\boldsymbol{\Gamma}_{T}(t)\right), \tag{17}
\end{gather*}
$$

where the $\oplus$ symbol is defined in Eq.13. This integration scheme is applied to every rigid object in the system, which are, the two motor domain, the NLSJ, and the cargo.

Diffusion Tensor Calculations. In order to describe the motion of the rigid bodies in our system, we have to obtain their corresponding diffusion tensors. Since both the NLSJ and the cargo are spheres (although we still treat them as rigid bodies with an internal OFR), their diffusion tensors are easily obtained. The $3 \times 3$ translational component of the diffusion tensor of a sphere is $\mathbf{D}_{t r}=\frac{K_{B} T}{6 \pi \eta \sigma} \mathbf{I}$, where $\sigma$ is the sphere radius and $\mathbf{I}$ is the identity matrix. Similarly, the rotational component of the tensor is $\mathbf{D}_{r o t}=\frac{K_{B} T}{8 \pi \eta \sigma^{3}} \mathbf{I}$. Since there is no coupling between the translation and rotation of a sphere, the coupling component of the tensor, $\mathbf{D}_{c}$, is a $3 \times 3$ null matrix.

Due to the complexity of the shape of the kinesin motor domain, it cannot be treated as a sphere and its diffusion tensor has to be obtained by more elaborate means. Given, a hydrodynamic interactions tensor $\mathbf{H}$, the procedure for obtaining the $6 \times 6$ diffusion tensor has been described in detail by Bernal et al. ${ }^{47}$ For the hydrodynamic interactions, we use the Rotne-Prager-Yamakawa tensor, ${ }^{48,49}$

$$
\begin{equation*}
\mathbf{H}_{i i}=\frac{\left(K_{B} T\right)}{6 \pi \eta \sigma} \mathbf{I}, \tag{18}
\end{equation*}
$$

$$
\begin{array}{rlr}
\mathbf{H}_{i j} & =\frac{K_{B} T}{8 \pi \eta r_{i j}}\left[\left(1+\frac{2 \sigma^{2}}{3 r_{i j}^{2}}\right) \mathbf{I}+\left(1-\frac{2 \sigma^{2}}{r_{i j}^{2}}\right) \frac{\mathbf{r}_{i j}^{T} \mathbf{r}_{i j}}{r_{i j}^{2}}\right] \quad r_{i j} \geq 2 \sigma, \\
\mathbf{H}_{i j}=\frac{K_{B} T}{8 \pi \eta r_{i j}}\left[\left(\frac{r_{i j}}{2 \sigma}\right)\left(\frac{8}{3}-\frac{3 r_{i j}}{4 \sigma}\right) \mathbf{I}+\frac{r_{i j}}{4 \sigma} \frac{\mathbf{r}_{i j}^{T} \mathbf{r}_{i j}}{r_{i j}^{2}}\right] \quad r_{i j}<2 \sigma, \tag{20}
\end{array}
$$

where $\mathbf{r}_{i j}$ is the vector connecting the $C_{\alpha}$ carbons of amino acids $i$ and $j$ in the motor domain, $r_{i j}=\left|\mathbf{r}_{i j}\right|$, and $\sigma$ is the amino acid radius $\sigma_{A A}$.

## Parametrization of Interactions

MT Binding. The kinesin step is dominated by two energy scales: the interactions energy, $\epsilon_{M T}$, between the motor domains and the MT, and the interaction energy, $\epsilon_{d}$, that governs docking. ${ }^{26}$ The value of the MT binding energy parameter $\epsilon_{M T}$ depends on the nucleotide state of the motor domain in question. The apo and ATP states have high affinity for MT, whereas the ADP state has low affinity for MT. ${ }^{35}$ To obtain an estimate of the appropriate value of $\epsilon_{M T}$ in each of the nucleotide states, we performed unbinding simulations of a single motor domain bound to MT where an increasing external force was applied to the cargo.

The mean unbinding force of a single headed kinesin in different nucleotide states has been determined by Uemura et al. ${ }^{35}$ To determine the value of $\epsilon_{M T}$ in the high affinity state, we used the mean unbinding force data of kinesin bound to AMP-PNP, with the resistive force applied in the direction of the MT minus end. Similarly, the value of $\epsilon_{M T}$ in the low affinity state was determined using the data of the kinesin bound to ADP, with the assiting force applied in the direction of the MT plus end. The choice of force directions was made to account for the fact that the LH is predominantly in the high MT affinity state, whereas the TH is the motor domain that transitions to the low MT affinity state.

The experimental unbinding force studies were performed with a loading rate of $v \approx$ $5 p N / s .{ }^{35}$ This loading rate is too slow for our simulations, which are limited to millisecond
timescales. In order to observe unbinding within a reasonable simulation time, we used a loading rate of $v=50 p N / \mu s$, which is seven orders of magnitude larger than the experimental value. Because the mean unbinding force depends on the loading rate logarithmically, $f_{u} \propto$ $\log (v),{ }^{50}$ the estimates from the simulations could yield physical values (see the results in Fig. 6). We estimate the corresponding high and low affinity unbinding forces of the loading rate used in the simulations to be $43.5 p N$ and $27.6 p N$ respectively.


Figure 6: Top: A histogram of the unbinding forces of the TH when pulled forward toward the plus end of the MT. The expected mean unbinding force that was derived from experiment is indicated by the black dashed line. Bottom: The distribution of unbinding forces of the LH when pulled backward toward the minus end of the MT. The dashed line indicates the expected mean unbinding force, obtained from experiment.

As we mentioned earlier, we determined the values of the MT binding energy parameter to be $\epsilon_{M T}=5.25 \frac{\mathrm{kcal}}{\mathrm{mol}}$ in the high affinity state and $\epsilon_{M T}=4.19 \frac{\mathrm{kcal}}{\mathrm{mol}}$ in the low affinity state.

These values yield mean unbinding forces of $43.9 \pm 0.5 p N$ and $27.6 \pm 0.4 p N$, respectively, which are similar to the experimentally derived forces. The distributions of unbinding forces, as well as the target mean unbinding forces are shown in Fig.6. As can be seen from the figure and from the calculated mean values, the simulations agree well with experiment, thus validating our choice of the $\epsilon_{M T}$ values.

NL Docking. To the best of our knowledge, there is no direct measurement of the energetics or kinetics of the NL docking process. It is, therefore, impossible to determine the appropriate value of $\epsilon_{d}$ with certainty. It is, however, possible to estimate a lower bound using the following argument. The mean run length $\langle L\rangle$ of kinesin is approximately $\langle L\rangle \approx 1 \mu m$. The step size has been determined to be $\Delta x \approx 8.1 n m$, corresponding to the distance between two adjacent $\alpha / \beta$ tubulin dimers in the MT. ${ }^{6,51-53}$ It is therefore possible to obtain the mean number of steps per run, $\left\langle N_{s}\right\rangle=\frac{\langle L\rangle \approx}{\Delta x} \approx 123.5$. The mean number of steps has a direct dependence on the probability of detachment per step. If $P_{d}$ is the probability of detachment, and $n$ is the number of steps, than the mean number of steps per run is given by,

$$
\begin{equation*}
\left\langle N_{s}\right\rangle=\sum_{n=0}^{\infty} n\left(1-P_{d}\right)^{n} P_{d}=\frac{1-P_{d}}{P_{d}} . \tag{21}
\end{equation*}
$$

In other words, the probability that the motor steps $n$ times is the probability that the motor does not detach during the first $n$ steps, and detaches during step $n+1$. Since we know the value of $\left\langle N_{s}\right\rangle=\langle L\rangle / \Delta x$, we can use Eq. 21 to obtain the probability of detachment per step, $P_{d}=\frac{1}{\left\langle N_{s}\right\rangle+1} \approx 0.008$.

We assume that the termination of the walk along the MT is primarily due to detachment of the motor from the MT during the step itself. This is a reasonable assumption because during the waiting time between steps, both motor domains are tightly bound to MT. Therefore, in all likelihood the walk is terminated when the motor is in the vulnerable one head bound state. During the step, there are two competing processes: detachment of the bound LH, and completion of the step. The detachment process is governed by the kinetics of

ATP hydrolysis. Both in vivo, and in the experimental setups in which the run lengths are measured, the concentration of ATP is high and close to saturation. We assume that the LH is either bound to ATP, or binds it immediately at the beginning of the step. Therefore, the detachment rate of the bound LH is determined by the amount of time it takes the LH to hydrolyze the ATP molecule, and release the inorganic phosphate. The typical time for this process, which corresponds to the dwell time at high ATP concentrations, is approximately $\tau_{d}=0.01 s .{ }^{10}$

Completion of the step requires two events. The first is for the diffusing TH to reach the TBS. The second is for the TH to release the ADP molecule once it reaches (or prior to reaching) the TBS, which in turn stabilizes the interaction with the MT. The kinetics of the former process is governed by the kinetics of the NL docking as well as the diffusive properties of the motor domain. The latter is determined by the release rate of the ADP when the motor is bound to the MT. We do not know the rate of ADP release, though it has been shown that it is greatly accelerated when the motor is bound to MT. ${ }^{54}$ We assume that this rate is significantly faster than the rate at which the TH reaches the TBS. Under this assumption, the time to complete the step is governed predominantly by the docking time.

To determine the stepping time, we simulated multiple trajectories of the kinesin step and measured the probability that the TH reaches the TBS as a function of time (see Fig.7). To fit our data, we used the cumulative probability function for a series of $n$ consecutive Poisson processes,

$$
\begin{equation*}
F(t)=1-\frac{\Gamma\left(n, k_{s} t\right)}{\Gamma(n)} \tag{22}
\end{equation*}
$$

with $n=3$, and $k_{s}=0.037 \mu s^{-1}$, where $\Gamma\left(n, k_{s} t\right)$ is the incomplete gamma function. The goal in choosing this functional form and parameter values was purely to obtain an analytic function that fits our results well. As such, it should not be assigned an physical interpretation. The corresponding probability function is given by,


Figure 7: The probability that the TH binds to the TBS as a function of time (red). The data was fit using the cumulative probability density function shown in Eq.22.

$$
\begin{equation*}
P(t)=\frac{e^{-k_{s} t} k_{s}^{n} t^{n-1}}{\Gamma(n)} \tag{23}
\end{equation*}
$$

If $k_{d}=\frac{1}{\tau_{d}}$ is the detachment rate of the LH, the detachment probability is given by,

$$
\begin{equation*}
P_{d}=\int_{0}^{\infty} d t \frac{e^{-k_{s} t} k_{s}^{n} t^{n-1}}{\Gamma(n)}\left(1-e^{-k_{d} t}\right)=1-\left(\frac{k_{s}}{k_{s}+k_{d}}\right)^{n} \tag{24}
\end{equation*}
$$

When $n=3$, and $k_{s}=0.037 \mu s^{-1}$, we obtain $P_{d} \approx 0.008$ which is the value we expect according to the experimental findings. These values were obtained when we used $\epsilon_{d}=$ $1.55 \frac{\mathrm{kcal}}{\text { mol }}$ as the value for the docking energy parameter.

It is important to note that this result is valid only if the ADP release rate is much greater than the rate of completing the step. If that is not the case, the step completion kinetics will also depend on the ADP release rate. In such a scenario, faster docking is allowed, and as a consequence, higher values of $\epsilon_{d}$ are needed, as docking is no longer the rate limiting step in the process. Therefore, $\epsilon_{d}=1.55 \frac{\mathrm{kcal}}{\mathrm{mol}}$ is the lower bound on the docking energy parameter.

## Results

Docking Confines the TH Diffusive Search Space. With the calibrated model, we performed multiple simulations to obtain quantitative insights into the dynamics of a single step. In particular, we can quantify the contribution of the NL docking to the stepping process. We generated two sets of 50 trajectories of the complete kinesin step using two values of $\epsilon_{d}\left(1.5 \frac{\mathrm{kcal}}{\mathrm{mol}}\right.$ and $\left.2.75 \frac{\mathrm{kcal}}{\mathrm{mol}}\right)$, and monitored the position of the TH throughout the simulations. We projected the position of the TH onto the xy plane to give us a bird's eye view of the trajectory. The x axis, referred to as the on axis, lies along the MT's main axis. The y axis is the off axis along the plane on which the MT lies. The results are shown in Fig. 8.

To asses the contribution of the NL docking to the step, we highlighted the position


Figure 8: Positions of the TH projected onto the xy plane during the stepping process. The red (blue) points show the positions of the TH when the NL is undocked (docked). The Initial Binding Site (IBS) of the TH before detachment, as well as the positions of the LH and the TBS are indicated by black circles. The histograms correspond to the distribution along the x axis of the position of the TH during the step. Similarly to the middle panels, red and blue histograms correspond to the undo2ked and docked data points respectively. The two upper panels corresponds to simulations with $\epsilon_{d}=1.5 \frac{\mathrm{kcal}}{\mathrm{mol}}$ while the two lower panels corresponds to simulations with $\epsilon_{d}=2.75 \frac{\mathrm{kcal}}{\mathrm{mol}}$.
of the TH when the NL is docked (blue data points in Fig.8). Our simulations show that when the NL is docked to the LH, the motion of the TH is confined to the space near the TBS (upper panels in Fig.8). When the NL is not docked, the TH explores a larger region around the LH, predominantly on its right side. This is supported by the observations made by Isojima et al. where the position of the TH was tracked using a gold nano-particle. ${ }^{10}$ Additionally, this result is consistent with the recent findings by Sudhakar et al., where at low ATP concentration (a condition under which we would expect a low probability of docking) the motor is shown to take sub steps, implying a possible temporary side step of the motor. ${ }^{55}$ Although the TH can reach the neighborhood of the TBS even without NL docking to the LH , it does so with a smaller probability when compared with the situation in which the NL is in the docked state. A comparison between the two sets of simulations (top and bottom panels in Fig.8) shows that increasing the value of $\epsilon_{d}$ shifts the balance towards the docked state, thus significantly increasing the probability that the TH will reach the TBS.

Given a long enough time, the TH would reach the TBS regardless of the NL docking. The NL docking is not technically required to complete the step, however, it does reduce the amount of time before the step is complete. To quantify the effect of the docking process on the stepping kinetics, we performed multiple sets of simulations with different values of $\epsilon_{d}$ and measured the first passage time for docking of the NL as well as the time required to complete the step (see SI for details).

Our results (Fig.9) show that as $\epsilon_{d}$ increases, the mean docking and stepping time decrease accordingly. It is worth noting that the docking and stepping times plateau at the higher values of $\epsilon_{d}$, with the completion of the step taking place approximately $5 \mu s$ after docking is complete. The reason for this is that the stepping process is governed and limited by the diffusive motion of the TH. ${ }^{34}$ Therefore, even if the docking process was instantaneous, the TH would take some time to diffuse before reaching the TBS. This is vividly illustrated in Fig.8. While the docked NL limits the search space of the TH, it still has to diffuse within
the confined region before reaching the TBS. The lowest value of $\epsilon_{d}$ that we used was $1.5 \frac{\mathrm{kcal}}{\mathrm{mol}}$, just below the lower bound of $1.55 \frac{\mathrm{kcal}}{\mathrm{mol}}$. At this value the step was complete within $20 \mu \mathrm{~s}$. We can therefore estimate that the stepping process is completed within the range of $5-20 \mu s$, which in accord with experimental estimates.


Figure 9: First passage time for the docking of the NL (blue), as well as the time to complete the step (black) as a function of the value of the docking energy parameter $\epsilon_{d}$.

Torsional Tension along the Stalk. A free parameter in our model is the torsional spring constant $k$ in Eq.7, which we will refer to as $k_{\text {stalk }}$. This parameter determines the torsional flexibility of the stalk which plays an important role in the interaction of the motor with the cargo. The value of this parameter depends on the nature of the connection of the stalk with the cargo as well as the tensile properties of the stalk itself. It has been shown that different stalk constructs result in different levels of torsional stiffness. ${ }^{40}$ The torsional potential in Eq. 7 plays an important role in the torsional constraint that the motor imposes on the cargo (and vice versa). Furthermore, the torsional stiffness is also influenced by the
torque that is exerted by the two NLs at the NLSJ.
In order to determine the effective stiffness of the torsional constraint, it is necessary to simulate the two heads bound state and track the rotational movement of the cargo. Due to its large size, the rotational diffusion of the cargo is a slow process, occurring on a time scale that is significantly longer than our simulation time scale. To circumvent this problem, we artificially decreased the z component of the cargo friction tensor to accelerate the cargo rotational dynamics along the z axis of the OFR. Since we are interested in an equilibrium property, namely the effective torsional spring constant, our result is independent of the value of the friction tensor.

We performed multiple simulation sets, consisting of 100 trajectories each, using different values of $k_{\text {stalk }}$. We then measured the angular motion of the cargo, obtained the angular distribution, and fitted it with a Gaussian distribution to extract the corresponding effective spring constant $k_{\text {eff }}$. The value of $k_{e f f}$ as a function of $k_{\text {stalk }}$ is shown in Fig. 10 .

As expected, $k_{\text {eff }}$ increases as the value of $k_{\text {stalk }}$ increases, however, at higher values of $k_{\text {stalk }}$ it appears to plateau. It is reasonable to suspect that $k_{\text {eff }}$ has an upper bound because even if the stalk was infinitely stiff, the NLs would allow for some torsional flexibility. In order to estimate the upper bound of $k_{\text {eff }}$ we used the following simplification. The total torsional energy can be expressed as,

$$
\begin{equation*}
U_{T R-T}=\frac{k_{N L}}{2} \phi_{1}^{2}+\frac{k_{\text {stalk }}}{2} \phi_{2}^{2}, \tag{25}
\end{equation*}
$$

where $\phi_{1}$ represents the rotation of the NLSJ relative to the MT axis, and $\phi_{2}$ represents the internal torsional rotation of the stalk. The spring constant $k_{N L}$ accounts for the rotational tension acting on $\phi_{1}$ due to the tension along the NLs. The second term in Eq. 25 corresponds to the torsional energy in Eq.7, whereas the first term rises from the connectivity and excluded volume terms in the Hamiltonian.

The overall cargo rotation can be expressed in terms of $\Phi=\phi_{1}+\phi_{2}$. We can express Eq. 25 in terms of $\Phi$. We assume that the dynamics of the NLs takes place on a time scale


Figure 10: The effective torsional stiffness spring constant $k_{\text {eff }}$ as a function of the stalk torsional spring constant $k_{\text {stalk }}$ (red). The data points were fitted using the expression for the effective spring constant in Eq. 26 (black).
that is significantly shorter than that of the cargo rotation. This assumption is valid as long as we do not greatly accelerate the rotational dynamics of the cargo. In that case, we can assert that $\phi_{1}$ and $\phi_{2}$ reach a mechanical equilibrium before any appreciable change in $\Phi$ takes place. If so, on average, $\phi_{1}$ assumes a value that minimizes the energy in Eq.25. This results in the following approximation of the torsional energy,

$$
\begin{equation*}
U_{T R-T} \approx \frac{k_{N L} k_{\text {stalk }}}{2\left(k_{N L}+k_{\text {stalk }}\right)} \Phi^{2} \tag{26}
\end{equation*}
$$

where the effective spring constant is $k_{\text {eff }}=\frac{k_{N L} k_{s t a l k}}{k_{N L}+k_{s t a l k}}$. We fit the expression for $k_{\text {eff }}$ to our data points from the simulations (black line in Fig.10), and determined the value of $k_{N L}=24.1 \pm 0.3 \frac{\mathrm{kcal}}{\mathrm{mol} \cdot \mathrm{rad}}{ }^{2}$, which is also the upper bound of $k_{\text {eff }}$.

To further investigate the tensile properties of kinesin, we calculated the tension exerted on the TH by the LN in the two head bound state. We first calculated the magnitude of the mean force that is exerted on the TH rigid body by the FENE potential at the point of contact with the NL and obtained a force of $F \approx 60 p N$. Our force estimate is larger than previous estimates which place the force at around $F \approx 12-15 p N .{ }^{56}$ In all likelihood the force obtained in our simulations is an overestimate of the actual force. We suspect that this is due to the rigid nature of the motor domain as well as the NLSJ, which does not allow for any flexibility at the contact points with the NLs. Since the NLs may be modeled as wormlike chains, any over-extension, even if small, would lead to a larger force. It is important to note that, for this reason, our predicted value of the upper bound for the torsional stiffness may be an overestimate as well. To determine whether this is actually the case, the upper bound for the torsional stiffness can be tested experimentally.

## Conclusions

We have created a new multi-scale coarse-grained model, consisting of rigid and flexible elements of different sizes, that can be used to efficiently simulate the stepping mechanism of
the kinesin motor. The main advantage of our approach is the computational efficiency, which allows us to generate multiple trajectories for a single step, and allows us to answer questions that cannot be addressed by any other computational model. Interestingly, despite the high level coarse graining used to derive the MCSG, our model captures many important aspects of the kinesin step without any significant loss in accuracy. Due to high computational efficiency, it is possible to fit experimental data systematically to ensure the validity and accuracy of the model. Because the model has only few parameters, one could explore the parameter space in order to investigate how the behavior of the motor would change if the parameters are varied, which is useful in the design of artificial motors.

The rigid body model of kinesin opens the door to explore the behavior of the motor over multiple steps. In particular, the effects of the cargo on the stepping mechanism is an important open question that is yet to be fully resolved in experiments. Furthermore, this approach facilitates the simulation of multiple motors at the same time, which is relevant to biology, since cargo transport in vivo if often carried out by many (different) motors that are bound to the same cargo.

A second important advantage of our approach is the modularity, which allows for a flexible design of the model that is tailored to other motors. The main limitation is that the rigid body formulation can only be used for elements that do not undergo large conformational changes during the process of interest. Any flexible or deformable component has to be modeled accordingly, as we have done for the NLs and the stalk in the case of kinesin. We believe that the MSCG model would be particularly useful in the description of the behavior of dynein and myosin.
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