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Abstract: 

The human brain recognizes hand-written digits by extracting the features from a few training 

samples that compose the digit image including horizontal, vertical, and orthogonal lines as well 

as full or semi-circles. In this study, we present a novel brain-inspired method to extract such 

features from handwritten digits images in the MNIST database (Modified National Institute of 

Standards and Technology database). In this study, we developed an explainable feature extraction 

method for hand written digit classification in which the extracted information are stored inside 

the neurons as non-synaptic memory manner.  For this purpose, a neural network with 10 single 

neurons was trained to extract features of training images (each neuron represents one digit class). 

Following that, the trained single neurons are used for the retrieval of information from test images 

in order to assign them to digit categories. The accuracy of the classification method of test set 

images is calculated for different number of training samples per digit. The method demonstrates 

75 % accuracy using 0.016 % of the training data and maximally shows accuracy 86 % using one 

epoch of whole training data. The method as an understandable feature extraction method allows 

users to see how it works and why it does not perform well on some digit classes. To our 

knowledge, this is the first model that stores information inside single neurons (i.e., non-synaptic 

memory) instead of storing the information in synapses of connected layers. Due to enabling single 

neurons to compute individually, it is expected that such class of neural networks show higher 

performance compared to traditional neural networks used in complicated classification problems. 
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Introduction 

The accelerating progress in experimental and theoretical neurosciences has enabled Artificial 

Intelligence (AI) researchers to develop ‘Brain-Inspired neural networks and algorithms’ to 

overcome complicated AI problems [1, 2]. Although we are at the beginning of exploring the 

mysteries of neural computations, we know that neurons and small neural networks in different 

regions of the human brain are essential computational units. Experimental and theoretical studies 

have shown nonlinear calculations in synapses and the soma of neurons to integrate thousands of 

inputs from other neurons to generate spikes.  

The human brain has been a source of inspiration in AI. Interestingly, on the other hand, some 

computational methods have applications in the field of neuroscience [3]. However, it is still a 

challenge to replicate the brain’s capabilities to solve complex visual problems (e.g. classification 

of stimuli) in AI. AI and neuroscience have attempted to address some common questions. One 

question that has a very important impact on both fields is the exact mechanisms of learning. There 

are many different observed learning capabilities, and in animals the mechanism of very simple 

learning paradigms like conditioning is still not fully known [4, 5]. One of the amazing capabilities 

of the human brain is generalization from past experiences, which is related to the degree of 

similarity between prior experience and novel situations [6]. Current artificial intelligence (AI) 

uses relatively simple and uniform network structures and rely on learning algorithms using large 

sets of training data. Neurons in artificial neural networks perform simplified integration of inputs 

and elicit spikes in response to super-threshold stimuli. In contrast, animal brains often accomplish 

complex learning tasks with limited training data. These observations have motivated researchers 

to believe that animals’ brain perform mainly unsupervised learning [7].  

An artificial neural network is a rough analogy of synapses as matrices of numbers that change 

through training. However, synapses are complex machineries that perform complicated 

computations and interact with their neighbors in dynamic patterns [8]. Deep networks 

architectures as brain-inspired models of cortical circuits are successive layers of units named 

neurons and connected by synapses. These architectures have demonstrated capabilities in 

performing computer vision and speech recognition [9, 10]. The key mechanism of deep networks 

is the adjustment of the synapses to produce the desired outputs by providing training examples.  

The important question is whether such simplified neural networks compared with biological 

circuits are sufficient to capture human-like learning and cognition in computers. Human learning 

may result from interactions between complex functional and structural elements in neurons and 

biological neural networks [10, 11]. Therefore, translating biological intelligence into algorithmic 

constructions may play a vital role in developing more efficient AI. For a survey on interaction 

between AI and neuroscience fields and advances in neuroscience-inspired AI like memory and 

learning systems we refer the readers to [12]. 

Classification algorithms, as one of the fundamental approaches in modern AI, assign data to 

categories by analyzing sets of training data. To evaluate performance of classification algorithms, 

some databases are being used. One of them is MNIST database that is a large database of 

handwritten digits that is commonly used for training various classification methods. MNIST 
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database contains 60,000 training images and 10,000 testing images [13]. The classification 

methods that have used MNIST as a benchmark database are categorized into the following: 

Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Support Vector 

Machine (SVM) and Boltzmann machines. These classifiers vary in their recognition speed and 

accuracy of classification. Neural networks have demonstrated excellent performance for 

handwritten digit classification by extracting features from images in different ways. CNNs are 

the most important deep learning methods used in handwritten digit recognition with high 

accuracy, however, the execution time of the CNN methods are high compared to other neural 

networks based classification methods. All these methods requires optimization of large number 

of hyper-parameters of the network that should be optimized through training phase. For further 

reading on different methods that has used MNIST and their performance we refer to [14, 15]. 

 Indeed, humans learn to classify objects by recognizing horizontal, vertical, orthogonal lines and 

circles composed handwritten digits. Some methods have considered these cognition-based feature 

selection approach [16, 17].  

Although convolutional neural networks models attempt to extract features by learning 

hierarchical features, they are considered as ‘Black-Boxes’ [18, 19]. Here, Black-box convey the 

concept of returning the results of a decision task (e.g., classification) by artificial systems without 

providing sufficient details about its internal behavior or how to improve the internal mechanism 

underlying the decision. Therefore, the development of users-understandable AI systems can 

provide practical reasons to users and developers to explain the black-box models as much as 

possible. Such researches are named ‘Explainable AI (XAI)’ [20].  The technical explanation about 

an AI method may be appropriate for a data scientist as well as for researchers that need to apply 

an artificial system in analyzing their data. 

Another important difference between biological neurons and their simplified models used in 

neural networks-based learning techniques is the assumed location of learned features throughout 

the learning process. Prior existing methods of artificial neural network based learning have been 

developed using the concept of synaptic weight modulation which is inspired by activity-

dependent synaptic modulation. However, microtubules as cytoskeletal polymers inside biological 

neurons, are involved in learning and memory formation [21, 22]. One of such known mechanisms 

of memory formation by microtubules is its role in transport of MNDA receptors to synapses.  

Current study 

In this work, we have developed an explainable feature extraction of handwritten digits method, 

which we applied to the MNIST dataset. The model is a single layer composed of 10 computational 

units (neurons) that encode the features of a handwritten digit and store them inside neurons instead 

of in synapses.  In the next sections the methods is described and the basic results are presented. 

The importance of the method and some possibilities of developing and applying in different ways 

that are presented in the discussion. 

 

Methods 
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In this work, we assume that the human visual cortex detect horizontal, vertical and orthogonal 

lines and circles such that their combination leads to the retrieval of information to assign images 

into digit classes. The main challenge is an efficient way to convert such information into machine 

readable algorithm. In CNN approaches, such information is encoded in the synapses of connected 

neural layers via learning algorithms and is performed in special architecture of connected layers. 

In this work, features are extracted by single neurons and are stored inside the neurons as tensors. 

For such proposed feature extraction method, a set of images with determined number of samples 

for each digit class is extracted randomly from MNIST database (includes 60,000 training images 

and 10,000 test images with digit class labels). The size of the training set of images per digit has 

in scale of single sample to higher values up to 1000 samples per digit.  

Each image is presented as a 28*28 matrix of pixels. The preprocessing of data includes setting 

the value of pixels lower than 0.1 into zero. This preprocessing stage is required for efficient 

discrimination of lines that compose the images. Each training image is divided into eight region 

defined as I to VIII that are in different directions (Figure.1A). 

To extract features from an image, one neuron scans a region pixel by pixel and detects the number 

of times pixels value is changed from zero to non-zero value and again to zero value. These 

numbers are counted and stored in a vector of size 4 (corresponding to one, two, three, and four 

times). Hence, for each image, the dimension of an image is reduced into a matrix of size 8*4. The 

information of training samples (n samples) are stored in a tensor of size 8*4*n. The process is 

done for all digits and eventually features tensor (or training information) is calculated and stored 

as a feature tensor (T) with size of 8*4*n *10, shown in Figure.1A. 

In the testing phase, each image of testing dataset that contains 10,000 images of random digits 

from zero to nine are preprocessed then its features are extracted using the proposed approach used 

for extracting training images features (Figure.1B). After extracting the feature of the image (X), 

the cosine similarity between X and each element of T is calculated (Equation.1). The maximum 

similarity is selected and the corresponding digit class is assigned to the given testing image.  

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =
𝑋.𝑇

‖𝑋‖‖𝑇‖
                                                                                                          Equation.1 

𝐼𝑛𝑑𝑒𝑥𝑖 = 𝐴𝑟𝑔𝑀𝑎𝑥(𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖)                𝑖 = 1: 10,000 

In order to evaluate the accuracy of classification of hand-written digits, different numbers of 

training samples per digit (n) is selected and images are chosen randomly from 60,000 training 

samples and the accuracy is measured. For each n value, 20 times the experiments are performed 

and the average accuracy is measured. We used n values as one random sample per digit to 50 

samples per digit. In the next step, samples with higher values (from 100 to 1000) are selected to 

evaluate the enhancement of the efficiency as a function of the training size (Figure 2.). 

In addition, to demonstrate the statistics of error for each digit class, correctly assigned digits of 

each class are also calculated for n equal to 100 (Figure 3.). One interesting question is the 

distribution of assigned images for each digit class to study the incorrect assigned class of each 

digit class. It helps interpreting the feature extraction algorithm to assign images to digits classes. 
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Experiments and Results 

The feature extraction method trained on training images dataset of MNIST and then tested on test 

dataset of MNIST dataset. To evaluate accuracy of the method to assign images to proper digit 

classes, different number of training samples per digit (n) were applied as one parameter of the 

model. 

Figure 2.A demonstrates the average accuracy of classification for different n values. The results 

show that an increase in n-value leads to enhancement of the classification accuracy. The increase 

of classification accuracy shows slow rate for n-values higher than 100 that is about 0.75 for n=100 

and about 0.78 for n=1000. Using the whole training dataset, the system shows 86% classification 

accuracy. In these experiments for each digit class n samples are selected randomly from the 

training set. In addition, for each digit class n samples similar to canonical form of digits selected. 

Figure 2.B shows the enhancement of accuracy using ‘selected training samples’. Figure 2.C 

demonstrates the accuracy of the classification method to assign digit class of the test images for 

individual digits class (n = 100). The results show the lowest accuracy in assigning digit class of 

images for ‘3’. These results demonstrate the efficiency of the algorithm to extract features from 

the images except ‘3’. 

The classification accuracy of method depends on high similarity of extracted features of n-training 

samples per digit while low similarity of clusters of samples for different digit classes. We 

calculated the similarity presented as cosine similarity measure of the feature tensors. Figure .3 

demonstrates average similarity for inter-class and intra-class samples for different n-values. The 

results show increase in average similarity in inter-class while decrease in intra-class average 

similarity of training samples for incremental n values. 

 Another important parameter of the proposed feature extraction method is the number of features 

that can be extracted from training samples of all digit classes. These features are shown in the 

Model Structure in Figure .1.  

Figure .4 shows accuracy of the classification method for number of samples equal to 100 for 

number of features used in the training and test phase of the experiments. Although, low number 

of regions leads to lower computational costs, the results demonstrate highest accuracy rate of the 

method for feature values equal to seven features and eight features. Therefore, in the presented 

results eight features were used.  

In this work, we aim to study distribution of correct and incorrect assigned images of test dataset. 

These results are useful to evaluate the feature extraction algorithm to find misrecognized digit 

classes and to explain the possibilities to improve the method. Figure .5A shows the distribution 

of assigned classes (0 to 9) for test samples for n equal to 100. For digit classes with low accuracy 
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it is important to find misrecognized digit classed. The results show that digit class ‘9’ is mainly 

misrecognized with digit class ‘4’. For the lowest accuracy belongs to digit class ‘3’ and shown 

by green box, the test samples are misrecognized with digit class ‘7’. Therefore, to improve the 

feature extraction method one need to concentrate the possibilities of proper encoding of such 

digits. Such distribution information provides the explanation to users and developers to find how 

to improve the classification model. 

 

 

 

 

Discussion 

Artificial intelligence research aims to mimic cognitive skills of animals and humans. Current AI 

methods are mostly based on statistical methods not on dynamical cellular and synaptic 

mechanisms [23]. One important class of modern AI method is deep neural networks methods that 

are mainly based on inspiration from the general function and architecture of biological neural 

systems. 

In recent years, AI has focused on neuroscience-inspired artificial architectures that helps image 

and audio analysis problems [3]. In all these application for future AI, the main challenge is how 

to transform known biological mechanisms at synaptic and neural network levels into machine 

readable algorithms. In neural networks, algorithms are based on matrices and operation on 

matrices. However, in biological neural systems computations are performed in a continuous 

manner conducted by complex networks of molecules and synaptic channels.  

Deep learning methods as images classification tools are often perceived as "black-boxes" as they 

are given inputs and produce desired outputs and, therefore, are unexplainable. There are many 

deep learning methods used MNIST dataset as a benchmark to evaluate their accuracy. In this 

work, we developed an interpretable neural network model that can explain the results. To our 

knowledge, it is the first attempt to extract handwritten digits features by non-synaptic memory in 

a single neural layer. Although the method use a single layer of neurons, it is possible to developed 

layers of such single computational units for classification and image processing problems as 

future works. 

 

In human, digits are recognized by detecting horizontal, vertical, orthogonal lines and the circles 

that their combinations which construct digits. The proposed method present a novel class of 

computational unit to learn and detect these features. We named these units neurons as they can 

be connected to other units by synapses. In addition, these neurons instead of storing information 

in their synaptic weights store information inside the neurons that is inspired by biological 

evidences of existing such intrinsic mechanisms to memorize inputs pattern. The proposed manner 

of extracting and storing the information of images inside the neurons demonstrates the possibility 

of using single neurons as feature extracting units. In this work, for the first time accuracy of the 

classification of handwritten digits is calculated for individual digit classes. Hence, it is an 

explainable intelligent system for handwritten digit recognition. This method has revealed the 
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lowest accuracy of classification for digit class ‘3’ as it is misrecognized mainly with digit ‘7’. It 

seems that the method is not efficient in encoding semi-circles that construct ‘3’. Therefore, one 

possible way of improving our work would be to enhance feature extraction algorithm for digit ‘3’ 

and ‘7’. In addition, our results demonstrate that our network model misrecognizes ‘9’ and ‘4’. 

Similarly, it seems that the method is not efficient in encoding circle that construct digit ‘9’ and so 

misrecognize it with lines constructing digit ‘4’. A cognitive experimental study on reading 

handwritten digits has shown that ‘9’ and ‘4’ are misinterpreted by many people because of 

similarity in their appearance [24]. Thus, our results are in agreement with these experimental 

findings. 

The results show that an increase in number of training samples per digit leads to enhancement of 

inter-class similarity of features matrices to enrich encoding of training data while decrease the 

similarity of intra-class similarity of features matrices. Therefore, an increase in size of the training 

sample per digit plays an important role in enhancement of the method.  

 

The idea of feature of images as vertical and horizontal direction of written digits for hand-written 

digits classification has been already presented [16]. In this work, mathematical morphology to 

exploit the shape of the ten digits in in MNIST database is used. Morphology was used to separate 

digits into two groups: (a) Groups with blobs with/without stems {0, 4, 6, 8, 9}; and (b) Groups 

with stems {1, 2, 3, 5, 7}. A concept called ‘connected component’ was defined in this work to 

identify the digits with blobs and stems.  

 

Another method developed a Support Vector Machine based handwritten digit recognition system 

for Arabic numerals that are very different from Latin digits in shape. The method is based on 

transition information in the vertical and horizontal directions of the images [17]. They have used 

a different features extraction method called chain code histogram (CCH) with SVM as the 

classifier. This method reduces the dimensionality of the feature space without decreasing the 

performance of the classifier. The results showed that the digits with similar shapes are difficult to 

be recognized by the system and even for human being. 

 

In this work, we extract such features in a very different way, one neurons scan eight defined 

regions of the image in different direction and count the number of times they cross a line (from 1 

to 4). Such feature extraction method presents a new explainable image feature extraction method 

that can be developed in deep neural networks techniques.  

 

Conclusions and future work 

Here, we proposed a new feature extraction method for handwritten digit classification that is 

based on storing image information inside the 10 single neurons as non-synaptic memory. The 

method extracts image features as lines, circle and semi-circles. The method allows to compare 

the misrecognized images for each digit class and hence allows explaining how the images have 

misrecognized. It provide possibilities to improve the classification algorithm according to the 

results. The proposed method is based on single neurons as encoding units. However, it can be 

developed as networks of such units to explore the application of the method for other image 

classification problems. 
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Fig. 1. Model’s Structure. A) Training phase. Sets of training images with different size between one to 1000 samples 

per digit is selected from MNIST dataset. Each image is preprocessed by deleting the pixels with values lower than 

0.1 (and setting them to 0.0). For feature extraction, the image that has a size of 28 *28 pixels are divided into 8 

regions showing by I to VIII. In each region, one neuron scans the pixels and finds how many times their values 

change from zero to non-zero value and then to zero again and then information are stored in each neuron. The number 

of such changes between 1 and 4 is stored in 8*4 matrices. The total feature information on digits 0 to 9 in 10 neurons 

is stored as feature tensor for each digit class (T). B) Test phase. The features of the image is selected in a similar 

paradigm for each test image. The extracted feature matrix is constructed and then the similarity between the feature 

matrix (X) and T is calculated and the maximum value is used to assign the test image to one digit class.   
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Fig. 2.  A. Accuracy of the method to assign digits class of images from the test set. An increase in the number of 

training sample per digit leads to enhancement of accuracy. The highest accuracy as 74 % in the range of 1 to 100 was 

obtained using 100 samples per digit. B. For each digit class n samples similar to canonical form of digits selected. C. 

Accuracy of the classification method to assign digit class of the test images for individual digits class (number of 

training sample per digit = 100). The method show lowest accuracy in assigning class of images from ‘3’. These 

results demonstrate the efficiency of the algorithm to extract features from the images except ‘3’. 
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Fig. 3. Average similarity of features matrices in training samples (n=100) of digit classes (inter-class) and between 

feature matrices of different digit classes (intra-class). Increase in number of training samples per digit leads to 

increase in inter-class similarity of feature matrices while it results in decrease in similarity of features matrices in 

intra-class.  

 

 

 

Fig. 4. Accuracy of the classification method for different number of features (one to eight features) used in training 

and test phases. Increase in the feature numbers leads to enhancement in the accuracy. The number of training sample 

was set to 100. The highest accuracy is gained for seven and eight features. 

was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (whichthis version posted April 7, 2021. ; https://doi.org/10.1101/2021.04.06.438597doi: bioRxiv preprint 

https://doi.org/10.1101/2021.04.06.438597


 

Fig. 5. A. Distribution of assigned classes per digits. For the digit classes that the model has shown low accuracy the 

results show the distribution of assigning images to different classes. For example for digit class ‘3’ mainly the model 

has assigned incorrectly to digit class ‘7’. For digit class ‘9’ and ‘7’ incorrectly assigned class has been ‘4’ and ‘2’, 

respectively. B. Distribution of assigned test samples for digit ‘3’ shown in green box in A. The results shows that 

digit ‘3’ is mainly misrecognized with ‘7’. 
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