Stochastic dynamics of single molecules across phase boundaries
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We discuss the stochastic trajectories of single molecules in a phase-separated liquid, when a dense and a dilute phase coexist. Starting from a continuum theory of macroscopic phase separation we derive a stochastic Langevin equation for molecular trajectories that takes into account thermal fluctuations. We find that molecular trajectories can be described as diffusion with drift in an effective potential, which has a steep gradient at phase boundaries. We discuss how the physics of phase coexistence affects the statistics of molecular trajectories and in particular the statistics of displacements of molecules crossing a phase boundary. At thermodynamic equilibrium detailed balance imposes that the distributions of displacements crossing the phase boundary from the dense or from the dilute phase are the same. Our theory can be used to infer key phase separation parameters from the statistics of single-molecule trajectories. For simple Brownian motion, there is no drift in the presence of a concentration gradient. We show that interactions in the fluid give rise to an average drift velocity in concentration gradients. Interestingly, under non-equilibrium conditions, single molecules tend to drift uphill the concentration gradient. Thus, our work bridges between single-molecule dynamics and collective dynamics at macroscopic scales and provides a framework to study single-molecule dynamics in phase-separating systems.

Liquid phase separation is characterized by the coexistence of dense and dilute phases, separated by phase boundaries, a phenomenon encountered in many fields ranging from physics and chemistry to biology and engineering. Phase separation has been proposed as a key concept to describe the physical nature of membraneless biochemical compartments that are found in living cells. Such compartments are dense assemblies of proteins and nucleic acids, which are called biological condensates. It has been proposed that such condensates consist of a dense phase that coexists with the surrounding cytoplasm as a phase separation phenomenon [1, 2]. Biological condensates are involved in key biological processes such as the response of cells to environmental changes [3], the expression of genes [4], or the specification of germ lines [5–8]. For such biological functions, it is often important that these condensates have liquid-like properties and are very dynamic such that molecules can diffuse inside a condensate and diffuse in and out across the phase boundary [1, 9, 10].

A breakthrough in cell biology was achieved by the fluorescent labeling of individual molecules that enables tracking molecules and revealing the spatio-temporal organization of cellular compartments and cellular processes. These techniques allow quantifying how compartments influence the dynamics of molecules that are involved in key cellular processes. Recent experiments have analyzed the motion of single molecules across condensate boundaries [11–16]. It was suggested that the statistics of single-molecule dynamics can be used to characterize the physical properties of condensates [10, 16, 17]. Single-molecule data provides information about fluctuations and the statistics of molecular trajectories. Relating such statistics to large-scale phase-separation requires a theoretical foundation that relates the dynamics and statistics of individual molecules to the phase-separation behavior at larger scales.

For molecules diffusing freely, the mesoscopic theory of single-molecule dynamics under the influence of thermal noise was derived by Einstein, Smoluchowski and Langevin [18]. However, these approaches do not include interactions that give rise to phase separation. Phase-separating systems can be described by Flory-Huggins free energies and Cahn-Hilliard-type equations. This coarse-grained level, however, does not capture the motion of individual molecules.

Here starting from the coarse-grained theory of phase separation we derive Smoluchowski and Langevin equations that describe the statistics of individual molecular trajectories. We find that these trajectories are governed by an effective potential and a drift velocity that arise from heterogeneous concentration fields such as the phase boundary. We use this theory to investigate the statistics of single molecules crossing a phase boundary. We calculate displacement histograms and first passage times and study the effects of non-equilibrium conditions. We discuss how single-molecule trajectories can be used to characterize the physical properties of condensates.

Dynamics of a binary mixture

To obtain the dynamic equation governing the stochastic motion of single molecules at phase boundaries, we start by recalling the derivation of the dynamic equation for the concentration fields (volume fractions) of the phase-separating component [19]. We consider an incompressible binary mixture composed of condensate-
forming molecules characterized by a volume fraction \( \phi \) and a solvent with volume fraction \( 1 - \phi \) (Fig. 1a, bottom). Both components are conserved, \( \partial_t \phi = -\nabla \cdot \mathbf{j} \) and the flux \( \mathbf{j} = -m\phi(1-\phi)\nabla \mu \) is driven by gradients in chemical potential \( \mu = \nu \phi F[f]/\phi \). Here, \( m \) denotes the mobility coefficient and the factor \( (1-\phi) \) ensures the correct scaling in both the dilute and dense limit (see Appendix A). Note that in general \( m \) itself depends on the volume fraction \( \phi \). The free energy is given as

\[
F[f] = \int d^3x \left( f + \frac{k}{2\nu_s} (\nabla \phi)^2 \right),
\]

which depends on the free energy density

\[
f = \frac{k_B T}{\nu_s} \left[ \frac{\phi}{n} \ln \phi + (1-\phi) \ln(1-\phi) + \chi(1-\phi) \right],
\]

where \( \nu \) and \( \nu_s \) are the molecular volumes of condensate component and solvent and \( n = \nu/\nu_s \); \( \chi \) denotes the interaction parameter, \( \kappa \) characterizes the contributions of gradients to the free energy which are related to surface tension and \( k_B \) is the Boltzmann constant. The flux in the binary mixture reads

\[
\mathbf{j} = -D_{\text{col}} \nabla \phi + n k_B T m \phi (1-\phi) \kappa \nabla^2 \phi \]

\[
D_{\text{col}} = k_B T m [1 - 2n\phi(1-\phi)\chi + \phi(n-1)]
\]

where \( D_{\text{col}} \) is the collective diffusion coefficient. When the system phase-separates, \( \phi \) describes a spatially heterogeneous profile corresponding to the condensate (Fig. 1a, bottom). This profile typically exhibits a sharp change in volume fraction, which defines the interface. Within the interface the volume fraction varies between \( \phi^- \) (dense phase) and \( \phi^+ \) (dilute phase). At equilibrium of the two coexisting phases the system reaches a stationary profile \( \phi_{\text{eq}}(x) \). The ratio between the equilibrium volume fractions in the dense and dilute phase, \( \Gamma = \phi^-/\phi^+ \), is a partition coefficient that characterizes the interface. In an infinite, phase-separated system with interface perpendicular to the \( x \)-axis positioned at \( x = 0 \), \( \phi_{\text{eq}}(x) \simeq \phi^+ [1 + (\Gamma - 1) [1 - \tanh(x/w)]/2] \), \( w \) is the width of the interface.

Dynamics of labeled molecules

To develop the stochastic equation for single molecules inside and outside of condensates, we now introduce a fraction \( \phi_1 \) of the condensate molecules that are labeled, while the molecules of volume fraction \( \phi_2 = \phi - \phi_1 \) are unlabeled. The number of each component is conserved, \( \partial_t \phi_1 = -\nabla \cdot \mathbf{j}_1 \). The fluxes are driven by chemical potential gradients and can be expressed as \( \mathbf{j}_i = -\sum_j M_{ij} \nabla \mu_j \), where \( M_{ij} \) is a symmetric mobility matrix (see Appendix A). The chemical potentials are obtained using the free energy density

\[
\mathbf{j} = \frac{k_B T}{\nu_s} \left[ \frac{\phi_1}{n} \ln \phi_1 + \frac{\phi_2}{n} \ln \phi_2 + (1-\phi) \ln(1-\phi) + \chi(1-\phi) \right],
\]

which takes into account the entropy of mixing of labeled and unlabeled molecules [20]. The gradients of the chemical potentials \( \mu_i = \nu_i \delta F[f]/\delta \phi_i \) then read

\[
\nabla \mu_i = k_B T \left[ \frac{\nabla \phi_i}{\phi_i} - 2n\chi \nabla \phi + n \frac{\nabla \phi}{1-\phi} - nk\nabla^2 \phi \right].
\]

We consider labeled and unlabeled molecules to have the same molecular properties. Therefore, \( \nu = \nu_1 = \nu_2 \), \( \chi = \chi_1 = \chi_2 \), which also imposes symmetries on the mobility matrix (see Appendix A). The total volume fraction \( \phi = \phi_1 + \phi_2 \) as well as the total flux \( \mathbf{j} = \mathbf{j}_1 + \mathbf{j}_2 \) follow the dynamics of the binary mixture with \( \mathbf{j} \) given in (3a). For given \( \mathbf{j} \), the dynamics of labeled and unlabeled components \( (i = 1, 2) \) can then be expressed as

\[
\partial_t \phi_i = \nabla \cdot \left[ D \left( \nabla \phi_i - \phi_i \nabla \frac{\phi_0}{\phi} \right) - \frac{\phi_i}{\phi} \mathbf{j} \right],
\]

where \( D = k_B T g m \) is the single-molecule diffusion coefficient and \( g \) depends on cross couplings described by the mobility matrix \( M_{ij} \) (see Appendix A). Note that the single-molecule diffusion constant is in general different from the collective diffusion coefficient \( D_{\text{col}} \).

At phase equilibrium \( \phi = \phi_{\text{eq}} \) describes the coexistence of two phases and \( \mathbf{j} \) vanishes. However, in this state \( \phi_1 \) and \( \phi_2 \) can still be dynamic, describing the diffusion of labeled molecules in the system. If we generalize our approach to a multicomponent mixture, we obtain again (6) but \( \phi \) and \( \mathbf{j} \) now are the volume fraction and flux, respectively, of any one component and the index \( i \) refers to the labeled and unlabeled fractions of that component (see (A10) in Appendix).

Single-molecule dynamics: Fokker-Planck and Langevin equations

(6) can be interpreted as a diffusion equation in an effective potential. In the limit of individual labeled molecules \( P = \phi_1 \int f dx \phi_1 \) plays the role of a single-molecule probability density, which satisfies a Fokker-Planck equation:

\[
\partial_t P = -\nabla \cdot \mathbf{J},
\]

\[
\mathbf{J} = -D \nabla P - (D/k_B T)(\nabla W)P + vP.
\]

Eqs. (6) and (7) are equivalent if we identify the effective potential \( W = -k_B T \log \phi \) and the drift velocity \( \nu = \mathbf{j}/\phi \). (7) describes the statistics of many realizations.
of single-molecule trajectories. These stochastic trajectories can also be described by a Langevin equation for the position \( \mathbf{X} \) as a function of time \( t \), which reads

\[
\frac{d\mathbf{X}}{dt} = -\frac{D}{k_B T} \nabla W + \mathbf{v} + \nabla D + \sqrt{2D} \eta(t). \tag{8}
\]

Here, \( \eta \) denotes a Gaussian white noise which satisfies \( \langle \eta(t) \rangle = 0 \) and \( \langle \eta(t) \eta(t') \rangle = \delta(t - t') \). If the diffusivity \( D \) depends on volume fraction \( \phi(x) \), the noise in (8) is multiplicative and the term \( \nabla D \) compensates a spurious noise-induced drift (see Refs. [21–24] and Appendix B). Note that (8) expresses the stochastic trajectories in Itô interpretation. At thermodynamic equilibrium we have \( P_{eq} \propto e^{−W/k_BT} = \phi_{eq} \). The stochastic dynamics of the individual molecules (see Fig. 1a, top) is characterized by diffusion with a diffusion coefficient \( D \), and a drift velocity

\[
\mathbf{v}_d = -(D/k_B T) \nabla W + \mathbf{v} + \nabla D. \tag{9}
\]

The profile of the drift velocity for an equilibrium condensate with \( \mathbf{v} = 0 \) is shown in Fig. 1b.

Single-molecule propagator

We next describe how single molecules move and feel the presence of the phase boundary. This is determined by the single-molecule propagator, i.e., the probability density of finding a molecule at position \( x \) at time \( t \) given that it was at position \( x_0 \) at time \( t_0 \). For simplicity, we consider the one-dimensional case. This probability can be obtained either by solving the Fokker-Planck equation (7) with initial condition \( P(x, t_0) = \delta(x - x_0) \) or by sampling many realizations of the Langevin equation (8) starting at \( x_0 \). Fig. 1c,d show examples of this probability density at three different times using numerical solutions of the Fokker-Planck equation and simulations of the Langevin equation for \( x_0 < 0 \) and \( x_0 > 0 \), respectively. In this example, the diffusion coefficient depends on volume fraction as \( D = D_0(1 - \phi) \) (see Appendix A). After a short time, the probability density displays the characteristic Gaussian shape of free diffusion. At longer times, the probability to cross the phase boundary increases. At the phase boundary, the molecule is exposed to the effective potential gradient and its diffusion coefficient can change. For a molecule starting in the dense

Figure 1. Single-molecule dynamics at phase boundaries. (a) Top: Numerical simulations of the 1-dimensional Langevin equation (8) describing the stochastic motion of single molecules across a flat phase boundary. Bottom: Profile of \( \phi_{eq}(x) = [1 − \tanh(x/w) · (Γ − 1)/(Γ + 1)]/2 \), underlying the single-molecule simulations and presented in the text for \( Γ = 5.8 \) and \( w = 0.027\mu m \). \( \phi^- \) and \( \phi^+ \) indicate the volume fraction in the dense and dilute phases, far away from the phase boundary. The grey dashed line indicates the phase boundary at \( x = 0 \). (b): Drift velocity profile \( v_d \) induced by the volume fraction profile shown in (a) at equilibrium (see (9)) for space-dependent \( D = D_0(1 - \phi) \) (solid line) or for constant \( D = D_0 \) (dashed line). \( D_0 = 1 \mu m^2/s \). (c): Propagators for a molecule starting in the dense phase at \( x = -1 \mu m \) at time \( t_1 = 0.1 s \) (blue), \( t_2 = 1 s \) (orange) and \( t_3 = 9.9 s \) (green). (d): Propagators for a molecule starting in the dilute phase at \( x = 1 \mu m \) at time \( t_1 = 0.1 s \) (blue), \( t_2 = 1 s \) (orange) and \( t_3 = 9.9 s \) (green). For both panels the phase boundary is at the origin (dashed vertical line) and \( D = D_0(1 - \phi) \). The solid colored lines refer to numerical solutions of the Fokker-Planck equation, the dotted lines to the sharp interface limit solution following (10) and the histograms are sampled from stochastic simulations of the Langevin dynamics.
phase, the effective potential hinders the molecule from leaving the dense phase, as captured by the decrease in probability across the phase boundary (orange and green data in Fig. 1c). Fig. 1d shows an example where $x_0$ starts in the dilute phase. In this case, the effective potential pulls the molecule into the dense phase. At long times, the propagator approaches a piecewise constant profile $P_{eq}(x)$, which contains a step described by the partition coefficient $\Gamma$ and is proportional to the condensate volume fraction $\phi_{eq}$ (green data in Fig. 1c,d).

**Sharp interface limit**

If one observes single molecules at scales larger than the interface width $\ell$, the dynamics simplify to diffusion equations in the dense and the dilute phase, connected by boundary conditions at the interface at $x = 0$. The propagator then satisfies $\partial_t P^{-}(x,t) = D^{-}\partial_x^2 P^{-}(x,t)$, where $P^{-}$ describe the dense (dilute) phase for $x < 0$ ($x > 0$). The matching conditions at the phase boundary read: $P^{-}(0,t) = \Gamma P^{+}(0,t)$ and $D^{-}\partial_x P^{-}(0,t) = D^{+}\partial_x P^{+}(0,t)$ [25–28]. Here the partition coefficient $\Gamma$ stems from the sharp change of the effective potential across the phase boundary: $\Gamma = \exp(\Delta W/k_B T)$, where $\Delta W = W^{+} - W^{-}$ is the difference of the potential across the phase boundary. Using Laplace transforms we compute the propagator for a molecule starting in the dense phase at $x_0 < 0$, which reads

$$
P_{\Delta t}(x|x_0) = \frac{1}{\sqrt{4D^{-}\pi\Delta t}} \left[ e^{-\frac{(x-x_0)^2}{4D^{-}\Delta t}} + e^{-\frac{(x-x_0)^2}{4D^{+}\Delta t}} \right], \quad x \leq 0$$

$$
P_{\Delta t}(x|x_0) = \frac{1-\alpha}{\sqrt{4D^{+}\pi\Delta t}} e^{-\frac{(x-x_0\sqrt{D^{+}/D^{-}})^2}{4D^{+}\Delta t}}, \quad x > 0$$

(10)

where

$$
\alpha = \frac{\Gamma\sqrt{D^{-}/D^{+}} - 1}{\Gamma\sqrt{D^{-}/D^{+}} + 1},
$$

(11)

with $-1 \leq \alpha \leq 1$. The propagator for a molecule starting in the dilute phase can be obtained from (10) by a reflection at $x = 0$ and exchanging the two phases $D^{\pm} \rightarrow D^{\mp}$ and $\Gamma \rightarrow 1/\Gamma$, corresponding to $\alpha \rightarrow -\alpha$ (see (C9) in Appendix C). The propagator in the sharp interface limit given by (10) (dotted lines in Fig. 1c,d) shows excellent agreement with numerical solutions of the Fokker-Planck equation and histograms of the corresponding Langevin simulations, as long as one considers length scales larger than the interface width.

If the parameter $\alpha$ defined in (11), is positive, it plays the role of a reflection coefficient at the interface that reflects a fraction $\alpha$ of molecules. The limiting case $\alpha = 1$ corresponds to the interface acting as a completely reflecting boundary. For $\alpha = 0$, the interface does not reflect and is transmissive. For negative $\alpha$ the interface acts to absorb a fraction $-\alpha$ of molecules. The limiting case $\alpha = -1$ corresponds to complete absorption at the interface. If molecules starting from the dense phase are reflected at the interface with coefficient $\alpha > 0$, then molecules moving in the opposite direction encounter an absorbing condition described by $-\alpha$. Note that the molecules that are absorbed at the interface are all transmitted to the other side. If $\Gamma > \sqrt{D^{+}/D^{-}}$, $\alpha$ is positive and there is reflection at the interface. For $\Gamma < \sqrt{D^{+}/D^{-}}$ the interface absorbs a fraction of molecules. This shows that the partition coefficient $\Gamma$ and the diffusivity ratio $D^{-}/D^{+}$ contribute antagonistically to reflection and absorption at the interface.

In the presence of partitioning we have $P_{\Delta t}(x|x_0) = \Gamma P_{\Delta t}(x|x_0)$ if $x_0 < 0$ and $x > 0$, i.e., the probability to transition during the time $\Delta t$ from the dilute to the dense phase is by the factor $\Gamma$ more likely than the reversed transition (see (C10) in Appendix C). Considering an ensemble of molecules, this imbalance in the transition rate gives rise to the observed partitioning between the dense and dilute phases at equilibrium.

**Statistics of displacements during a fixed time interval**

In single-molecule tracking experiments one typically observes the statistics of molecular displacements $\ell$ within a time interval $\Delta t$. This method can be used to explore the statistics of molecular movements across a phase boundary [17]. The displacement distribution of molecules crossing the phase boundary starting from the dense side ($\ell > 0$, denoted by the forward arrow) is defined as

$$
q_{\Delta t}^{\ell}(\ell) = \frac{\int_{-\infty}^{\ell} dx_0 \int_0^{\infty} dx \delta(\ell - (x - x_0)) P(x_0)P_{\Delta t}(x|x_0)}{p_{\Delta t}^{-\ell}},
$$

(12)

where the normalization is the probability of observing a transition from dense to dilute phase $p_{\Delta t}^{-\ell} = \int_{-\infty}^{\ell} dx_0 \int_0^{\infty} dx X(x_0)P_{\Delta t}(x|x_0)$ and $\ell$ is a cutoff length below which phase boundary crossing cannot be determined. For a condensate at equilibrium, detailed balance implies that $q_{\Delta t}^{\ell}(\ell) = q_{\Delta t}^{-\ell}(-\ell)$ and $p_{\Delta t}^{\ell} = p_{\Delta t}^{-\ell}$, where $q_{\Delta t}^{\ell}(\ell)$ and $p_{\Delta t}^{\ell}$ are the displacement distribution and the probability of a transition from dilute to dense phase, respectively (see Fig. 2b,c). In the limit of a sharp interface, at equilibrium and $\ell = 0$, the displacement distribution defined in (12) reads

$$
q_{\Delta t}^{\ell}(\ell) = \frac{\text{Erf}\left(\frac{\ell}{2(\sqrt{D^{+}}/\sqrt{D^{-}})}\right) - \text{Erf}\left(\frac{\ell}{2(\sqrt{D^{+}}/\sqrt{D^{-}})}\right)}{2(\sqrt{D^{+}} - \sqrt{D^{-}})/\sqrt{\Delta t/\pi}},
$$

(13)

where Erf($x$) = $(2/\sqrt{\pi}) \int_{-\infty}^{x} e^{-y^2} dy$ is the error function. This expression is independent of the partition coefficient $\Gamma$ but depends on the diffusion coefficients $D^{\pm}$. The displacement distribution in the simple case $D = D^{-} = D^{+}$ reads $q_{\Delta t}^{\ell}(\ell) = |\ell| \exp(-\ell^2/(4D\Delta t))/2(2D\Delta t)$. Note that
this is the same expression one would obtain for the displacement distribution of a freely diffusing molecule crossing a reference point in a homogeneous mixture, as shown in Fig. 2e,f. For the expressions for a finite \( \varepsilon \), see (C12) in Appendix C.

**Statistics of first passage times over a fixed distance**

We now consider the first passage time statistics for a molecule starting at \(-L < x_0 < 0\) in the dense phase of size \( L \) to reach a position \( x > 0 \) in the dilute phase for the first time. The moment generating function for the first passage time \( F(s; x_0, x) = \int_0^\infty f(t; x_0, x)e^{st}dt \) can be obtained for the sharp interface limit (see Appendix D)

\[
F_S(s; x_0, x) = \frac{\cos(\sqrt{\frac{x}{D^+}}(L + x_0))}{\cos(\sqrt{\frac{x}{D^+}})(L\sqrt{\frac{x}{D^+}}) - \Gamma \sqrt{\frac{D^-}{D^+}} \sin(\sqrt{\frac{x}{D^+}}) \sin(L\sqrt{\frac{x}{D^+}})}
\]

where reflecting boundary conditions at \( x = -L \) have been imposed and the subscript \( S \) indicates that the result is obtained in the sharp interface limit. This expression allows to directly compute the moments of the first passage time. The mean first passage time \( T(x_0, x) \) reads

\[
T_S(x_0, x) = -\frac{L^2}{2D^-} \left( 2 + \frac{x_0}{L} \right) x_0 \frac{L^2}{2D^+} \left( 2\Gamma + \frac{x}{L} \right) x.
\]

Taking into account the interface profile \( \phi_{eq}(x) \) with width \( w \) exact expressions for the mean first passage time can be obtained (see (D5)). Fig. 3a,b show the mean first passage times as a function of initial position \( x_0 \) and final position \( x \), for different values of the partition coefficient. The values in the sharp interface limit (15) are shown to together with the results for the finite interface obtained both from numerical evaluation of the exact expression in (D5) and from numerical simulations of the Langevin equation (8). This plot reveals that in the sharp interface limit the mean time required to reach the target is systematically increased as compared to a system with a finite interface width. This difference is roughly position independent and, for the volume fraction profile shown in Fig 1a, can be approximated as

\[
T_S(x_0, x) - T(x_0, x) \approx \frac{Lw}{2D^-} \frac{D^- (\Gamma - 1)^2 \log \Gamma - \Gamma \left( \frac{D^-}{D^+} - 1 \right)^2 \log \frac{D^-}{D^+}}{\Gamma - \frac{D^-}{D^+}},
\]

for small \( w \) and for a linear dependence of the diffusion constant on the volume fraction (see Appendix D).

**Determining phase-separation parameters from single-molecule trajectories**

Single-molecule trajectories carry detailed information about the environment in which the molecules move. In principle, the diffusion coefficients can be measured from the statistics of displacements inside each phase. However, such approach is complicated by the confinement and the presence of the interface. Interestingly, the presence of the interface allows to measure both diffusion coefficients simultaneously using the statistics from those displacements where molecules cross the interface. Indeed this displacement distribution depends on both diffusion coefficients, see (13) for the sharp interface limit. In this case, both diffusion coefficients can be determined from the mean and the variance of the displacements, which read

\[
\langle \ell^2 \rangle = \frac{\sqrt{\pi \Delta t}}{2} \left( \sqrt{D^+} + \sqrt{D^-} \right)
\]

\[
\langle (\ell^2 - \langle \ell^2 \rangle)^2 \rangle = \frac{4}{3} \Delta t \left( D^+ + D^- + \sqrt{D^+D^-} \right).
\]

Note that the distributions of displacements into and out of the dense phase are equal. Therefore these distributions do not determine which diffusion coefficient corresponds to which phase. If the system is probed at a resolution that reveals the structure of the interface, \( \varepsilon \ll w \) and sufficiently small \( \Delta t \), the displacement distributions exhibit features that provide information on the partition coefficient \( \Gamma \) and the interface width \( w \). Resulting differences of the statistics from the sharp interface limit are shown in Fig. 2b-d.

If the diffusion coefficients are the same in the dense and dilute phase, \( D^- = D^\neq \), and the interface is sharp, the displacement distributions of phase boundary crossings are identical to the displacement distributions crossing a virtual boundary within one phase. For an interface of finite width, distributions can differ slightly for \( \varepsilon \ll w \), see Fig. 2e,f.

The mean first passage time given in (15) reveals information about diffusion coefficients in the two phases and the partition coefficient. These quantities could be determined from mean first passage times as a function of the initial and final positions. The mean first passage time also contains information about the interface width \( w \), which could be estimated from the shift of the mean first passage time given by (16) and shown in Fig. 3.

**Single-molecule dynamics in non-equilibrium conditions**

So far we have considered trajectories of single molecules moving in equilibrated condensates. We now consider the situation where a diffusion flux \( j \) is imposed by boundary conditions. This results in volume fraction gradients on both sides of the interface (Fig. 4a). Fig. 4b shows the drift velocity \( \nu_d \) as a function of position, which
Figure 2. **Statistics of single-molecule displacements during a fixed time interval and their application to measure phase-separation parameters.** (a): Schematic of displacements (colored arrows) across the phase boundary (grey dashed line) from dense to dilute (↑) or dilute to dense (↓). ε indicates the resolution with which the boundary can be resolved. (b): Displacement distribution for Γ = 5.8, Δt = 0.1. (c): Same as (b) but for stronger phase separation, Γ = 24.6 and w = 0.021 μm. Both (b) and (c) are obtained for D = D0(1 − φ). Note that for (b) and (c) the displacement distribution of transitions from the dense to the dilute phase den → dil equals the one of transitions from the dilute to the dense phase dil → den. qΔ(↑) = qΔ(↓). The solid colored lines refer to numerical solutions of the Fokker-Planck equation, the dotted lines to the sharp interface limit solution following Eq. (13) and the histograms are sampled from stochastic simulations of the Langevin dynamics. (d): Mean displacement length normalized by \( \sqrt{\bar{D}} \) as a function of the diffusivity ratio between the dilute and dense phase \( D^+/D^- \). The dotted line shows the sharp interface limit given in (18) and the solid lines are numerical solutions of the Fokker-Planck equation. The solid symbols are the results of Langevin simulations. Circles are for time intervals Δt = 0.1 s and squares for Δt = 1 s. Different diffusion ratios are obtained using \( D = D_0(1 - \alpha \phi) \) and varying the parameter \( \alpha \). (e), (f): Comparison between the distribution of displacements crossing the phase boundary with the distribution of displacements crossing an arbitrary boundary in the dilute phase (virtual boundary). Histograms are obtained sampling from displacements generated with Langevin simulations. (e) uses a boundary resolution \( \varepsilon = 0 \) μm, corresponding to a perfectly resolved interface (see (a) for definition of boundary resolution). (f) uses \( \varepsilon = 0.02 \), thus not counting displacements with initial or final positions \(-0.02 \mu m < x < 0.02 \mu m\). Same parameters as in (e), but constant \( D = D_0 \). For all panels the dilute diffusivity coefficient is \( D_0 = 1 \mu m^2/s \).

extends beyond the interface region for non-equilibrium conditions (compare Fig. 1b and Fig. 4b). Interestingly, this drift velocity is in the opposite direction of the diffusion flux introduced by the boundary conditions. In order to understand the origin of this drift velocity, we first consider the simple case of a concentration gradient \( \nabla \phi \) in a dilute solution with constant diffusion coefficient. In this case \( \nabla \phi \) as defined in (9) vanishes because \( D_{\text{col}} = D, \) \( \mathbf{v} = -D\nabla \phi / \phi \) and \( -\nabla W / k_B T = \nabla \phi / \phi \). This reflects the fact that a single molecule that undergoes a random
walk does not exhibit any drift, while many such walkers forming a concentration gradient give rise to a net diffusion flux. If we now consider the case where molecules interact with each other, the diffusion flux given in (3a) contains the effect of such interactions. As a result, a net drift velocity arises in concentration gradients. For a constant molecular diffusion coefficient, \( D = D_0(1 - \phi) \) with \( D_0 = 1 \mu m^2/s \).

### Figure 3. Mean first passage times.

(a): Mean first passage time as a function of initial position. (b): Mean first passage time as a function of final position. In both panels the dashed lines correspond to the sharp interface limit as given in (15) and the solid lines to the evaluation of (D5). The solid circles are obtained from Langevin simulations. Both panels refer to a diffusion coefficient profile \( D = 0.047 \mu m^2/s \).

### Figure 4. Non-equilibrium effects on single molecules.

(a): Non-equilibrium volume fraction profile for \( \Gamma = 2 \) featuring a homogeneous flux \( j = 0.047 \mu m/s \). (b): Drift velocity profile \( v_d \) under non-equilibrium conditions and for constant \( D_0 = 1 \mu m^2/s \). The solid line is the exact expression from (9). The dotted line is the approximation neglecting the curvature of the volume fraction profile given in (19), which is accurate outside the interface region.

### Signatures of non-equilibrium in displacement distributions

Under non-equilibrium conditions, the distributions of transitions across the phase boundary and the probability of crossing are in general not equal for the reversed transitions, \( q_{\Delta t}^+(\ell) \neq q_{\Delta t}^-(\ell) \) and \( p_{\Delta t}^+ \neq p_{\Delta t}^- \). The signatures of non-equilibrium are pronounced in the difference \( p_{\Delta t}^- - p_{\Delta t}^+ = \Delta t J \), where \( J \) is the single-molecule probability flux as defined in (7). For the parameters used in Fig 4, \( J = 0.016 s^{-1} \) and the differences between \( q_{\Delta t}^+(\ell) \) and \( q_{\Delta t}^-(\ell) \) are weak.

### Discussion

We have shown that single molecular trajectories in a phase-separating system can be described by a Langevin equation with an effective potential and a drift velocity, which can both be determined from the coarse-grained concentration fields and fluxes. The effective potential exhibits a step-like change at the phase boundary, corresponding to a potential well that describes the enrichment of molecules in the condensate. Thus, a single
molecule diffuses as a Brownian particle in an effective potential well that is determined by the profile of the volume fraction and subject to an additional drift in the presence of fluxes. We find expressions for single-molecule and collective diffusion coefficients and discuss how they differ from each other as a result of molecular interactions. Because of such interactions, diffusion coefficients usually depend on composition. However, as shown in the Appendix, molecular diffusion coefficients inside and outside a condensed phase can be similar if solvent volume fractions are similar. Our approach also captures another interesting difference between single-molecule movements and collective transport. In a concentration gradient, freely-diffusing molecules display a collective diffusion flux while individual molecular trajectories have no drift. Interestingly, if molecules interact, we find that individual molecular trajectories tend to drift towards higher concentrations, opposite to the collective diffusive flux of the same molecules.

An important insight of our work is that, despite the difference in concentration between the dense and dilute phase, the displacement statistics across the phase boundary are equal for transitions entering the dense phase and for those leaving it when the system is at equilibrium. This is a consequence of detailed balance and microscopic reversibility. Out of equilibrium, detailed balance is broken and displacement distributions across the phase boundary are different. The statistics of movements in opposite directions have also been discussed in other contexts. The equality of jump time distributions of movements in opposite directions was shown for particles crossing asymmetric ion channels [29, 30]. This was also observed experimentally for transition path times for the formation and opening of DNA hairpins [31]. In this case, also the breaking of the symmetry under non-equilibrium conditions was observed.

Recently, single-molecule trajectories of RNA Polymerase were studied in biological compartments associated with viral replication [17]. The authors observed the same diffusion coefficients of RNA Polymerase inside and outside the compartments. Furthermore, the displacement distributions into and out of the compartments were indistinguishable. Both were also indistinguishable from the distributions of displacements across a randomly located line. From these observations, the authors concluded that the compartment boundary is not a phase boundary and that the compartment and its surroundings are not coexisting liquid-like phases. Our work, however, shows for coexisting liquid phases that the displacement distributions into and out of the compartment must be equal at equilibrium and that diffusion coefficients inside and outside the compartment can be equal. For similar diffusion coefficients inside and outside a compartment, the displacement distributions across the phase boundary are very similar to the distributions obtained from crossings of a line located within or outside the compartment. Therefore, the single-molecule data of [17] is consistent with viral replication compartments behaving as liquid-like phases that coexist with the surrounding cytoplasm. The equality of displacement distributions provides evidence of local equilibrium conditions. This is similar to recent observations that P granules in C. elegans embryos can be understood as phase coexistence at local equilibrium [32].

Our work shows how single-molecule trajectories in phase-separating systems can be used to measure key parameters such as diffusion coefficients, partition coefficients and interface profiles. In particular, single-molecule techniques provide an independent way to measure the partition coefficient, for which estimates from fluorescent intensities alone are often unreliable [33]. Apart from its application to single-molecule trajectories, the presented theory can also be used to analyze collective diffusion of labeled molecules, e.g. in fluorescence recovery after photobleaching (FRAP) assays [34]. Interesting extensions of our approach will include condensation on surfaces, effects of chemical reactions and of glass-like aging in biological condensates [35].
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Appendix A: Dynamics of a labeled component in a multicomponent fluid

Let us consider an incompressible mixture composed of \( n + 1 \) different components and denote \( \phi_i \) the volume fraction of component \( i \) (with \( i = 1, \ldots, n \)), and \( \phi_S = 1 - \sum_{i=1}^{n} \phi_i \) the volume fraction of the solvent. The Flory-Huggins free energy density reads

\[
f_m(\phi, T) = \frac{h}{\nu} + \frac{k_BT}{\nu} \left[ \sum_{i=1}^{n} \phi_i \log \phi_i + \left(1 - \sum_{i=1}^{n} \phi_i \right) \log \left(1 - \sum_{i=1}^{n} \phi_i \right) \right],
\]

where \( h \) includes all the energetic contribution from the internal energies and the interaction energies. For simplicity, we restrict ourselves to identical molecular volumes \( \nu \). The chemical potential \( \mu_i = \nu \delta f / \delta \phi_i \) reads

\[
\mu_i = k_BT \log \left( \frac{\phi_i}{\phi_S} \right) + h_i,
\]

where \( h_i = \frac{\delta h}{\delta \phi_i} \). The dynamics of the system is governed by the conservation laws \( \partial_t \phi_i = -\nabla \cdot \mathbf{j}_i \) where the fluxes are given by \( \mathbf{j}_i = -\sum_j M_{ij} \nabla \mu_j \). \( M_{ij} \) is a \( n \times n \) mobility matrix, which in general depends on volume fractions. To understand its structure it is useful to consider a lattice model where the molecules of the different species and solvent are allowed to exchange position with their neighbors. Let us define the exchange attempt rate on the lattice between molecules of species \( i \) and \( j \) as \( m_{ij} \) and the exchange attempt rate between species \( i \) and the solvent as \( m_{iS} \). For simplicity, we assume them to be independent of the volume fractions. In a mean-field approach, the overall exchange rate is proportional to the attempt rate multiplied by the product of the volume fractions of the two molecular species to be exchanged. This yields the mobility matrix

\[
M_{ii} = m_{iS} \phi_i \phi_S + \sum_{j \neq i} m_{ij} \phi_i \phi_j
\]

\[
M_{ij} = -m_{ij} \phi_i \phi_j, \quad \forall i \neq j
\]

with \( m_{ij} = m_{ji} \). This choice of mobility is equivalent to the one derived in [36] to describe the interdiffusion of polymer couples. The first term in (A3) expresses the rate with which a molecule of species \( i \) is exchanged with a molecule of the solvent. The second term in (A3), together with (A4), represent the rates of exchanges between molecules of species \( i \) with molecules of species \( j \). Note that the rate with which a molecule of species \( i \) exchanges its position with a molecule of the same kind \( m_{ii} \) is not relevant for the evolution of the volume fraction profile. It will prove convenient to rewrite \( M_{ii} = m_{iS} \phi_i \left[ (1 - \phi_i) - \sum_{j \neq i} \rho_{ij} \phi_j \right] \) where we have introduced

\[
\rho_{ij} = 1 - m_{ij} / m_{iS},
\]

with \( \rho_{ij} \leq 1 \). Using

\[
\nabla \mu_i = \nabla h_i + \frac{k_BT}{\phi_i \phi_S} \left[ (1 - \sum_{j \neq i} \phi_j) \nabla \phi_i + \phi_i \sum_{j \neq i} \nabla \phi_j \right]
\]

\[
\nabla (\mu_i - \mu_j) = \frac{k_BT}{\phi_i \phi_j} \left[ \phi_j \nabla \phi_i - \phi_i \nabla \phi_j \right] + \nabla (h_i - h_j),
\]

the flux of component \( i \) reads

\[
\mathbf{j}_i = -m_{iS} \left( k_BT \nabla \phi_i + \phi_i \nabla h_i - \phi_i \sum_{j=1}^{n} \phi_j \nabla h_j \right)
\]

\[
- m_{iS} \sum_{j \neq i} \rho_{ij} \left[ k_BT (\phi_i \nabla \phi_j - \phi_j \nabla \phi_i) - \phi_i \phi_j (\nabla h_i - \nabla h_j) \right].
\]

Let us now consider the case in which we label one of the molecular species. For the sake of clarity let us choose species \( n \) and label it so that we now have have \( n + 2 \) molecular species where the labeled (unlabeled) molecules of species \( n \) are denoted as \( L \) (\( U \)). The total volume fraction of species \( n \) is \( \phi_n = \phi_L + \phi_U \) and its flux \( \mathbf{j}_n = \mathbf{j}_L + \mathbf{j}_U \). Since the labeled and unlabeled molecules have the same physical properties they must have the same exchange
attempt rate with the solvent as in the case without labeling $m_{US} = m_{LS} = m_{nS}$. The same holds for exchanges with the other species $m_{iL} = m_{iU} = m_{n}$ for any $i < n$. Only the terms concerning the exchange between labeled and unlabeled molecules require additional knowledge. The exchange attempt rate among these species has to be specified and is contained in the coefficient $\rho_{LU}$. These exchanges do not affect the sum of the fluxes of labeled and unlabeled molecules, but they affect their specific molecular diffusion constants. Concerning the free energy, the fact that the non-entropic contributions to the chemical potential for labeled and unlabeled molecules are the same gives $h_n = h_L = h_U$. The flux of labeled molecules then reads

$$j_L = -m_{nS}\left[k_B T \nabla \phi_L + \phi_L \nabla h_n - \phi_L \left(\sum_{j=1}^{n-1} \phi_j \nabla h_j\right) + (\phi_U + \phi_L) \nabla h_n\right] + \sum_{j=1}^{n-1} \rho_{nj} \left[k_B T \left(\phi_L \nabla \phi_j - \phi_j \nabla \phi_L\right) - \phi_L \phi_j \nabla (h_n - h_j)\right] + \rho_{LU} k_B T \left(\phi_L \nabla \phi_n - \phi_n \nabla \phi_L\right)\right].$$

(A9)

Recalling $\phi_n = \phi_L + \phi_U$, the flux of labeled molecules can be expressed in terms of the total flux of component $n$, $j_n$ as

$$j_L = \frac{\phi_L}{\phi_n} j_n + D_n \left(-\nabla \phi_L + \phi_L \nabla \frac{\phi_n}{\phi_n}\right).$$

(A10)

Together with the continuity equation $\partial_t \phi_L + \nabla \cdot j_L = 0$, one finds (6) for the case of a binary mixture. The single-molecule diffusion coefficient reads

$$D_n = k_B T g m_{nS},$$

(A11)

$$g = 1 - \rho_{LU} \phi_n - \sum_{j=1}^{n-1} \rho_{nj} \phi_j,$$

(A12)

where the coefficient $g$ describes interactions with other components. In the simple case of a binary mixture ($n = 1$), setting $m_{nS} = m$, the single-molecule diffusion coefficient $D = k_B T m (1 - \rho_{LU}/\phi)$ with $\rho_{LU} \leq 1$. In the main text we consider the two cases $\rho_{LU} = 0$ and $\rho_{LU} = 1$ corresponding to a diffusion coefficient independent of volume fraction and to a linear dependence on volume fractions, respectively. For many components we consider the simple case where all components except for the solvent have similar kinetics so that $\rho = \rho_{nj}$ for every $j$ and $n$ and $\rho_{LU} = \rho$. In this case for all components $D = k_B T g m$, with $g = 1 - \rho(1 - \phi_S)$ and $m = m_{nS}$, only depends on the solvent volume fraction $\phi_S$. This shows for example that the diffusion coefficient of single molecules can be similar inside and outside a condensate if the solvent volume fraction are similar. All these cases are compatible with the theory of phase separation.

**Appendix B: Interpretation of the multiplicative noise**

(8) in the main text gives the Langevin equation governing the motion of single molecules where the multiplicative noise is evaluated using the Ito interpretation. By applying Ito’s lemma, we can derive the evolution of the probability density of a molecule obeying this Ito stochastic differential equation [22]:

$$\partial_t P = -\nabla \cdot \left[-\frac{D}{k_B T} \nabla W + v + \nabla D\right] P - \nabla (DP).$$

(B1)

This equation is the same as the Fokker-Planck equation given in the main text (7), as one can see by simply rearranging the terms.

**Appendix C: Solutions in the sharp interface limit**

As discussed in the main text, in the sharp interface limit the single-molecule propagator evolves following

$$\partial_t P^\pm(x,t) = D^\pm \partial_x^2 P^\pm(x,t),$$

(C1)
with the condition, imposed by partitioning, that at the interface (here set to \(x=0\))

\[
P^-(0,t) = \Gamma P^+(0,t),
\]

and the conservation law

\[
-D^- \partial_x P^-(0,t) = -D^+ \partial_x P^+(0,t).
\]

For a single molecule starting at \(x_0\) the initial condition is \(P(x,0) = \delta(x-x_0)\). The solution of the propagator in the sharp interface limit can be obtained by a Laplace transformation of equation (C1), which reads

\[
s\hat{P}^\pm(x,s) = D^\pm \partial_x^2 \hat{P}^\pm(x,s) + \delta(x-x_0),
\]

where \(\hat{P}^\pm(x,s) = \int_0^\infty P^\pm(x,t) e^{-st} dt\) denotes the Laplace transform of the propagator. The solution of this equation involves linear combinations of elementary solutions \(e^{-\xi^+ x}\) and \(e^{\xi^- x}\), with \(\xi^\pm = \sqrt{s/D^\pm}\). Assuming the starting position of the molecule in the dense phase \((x_0 < 0)\), the full solution is given by

\[
\hat{P}(x,s) = \begin{cases} 
    d e^{\xi^- x}, & \text{for } x < x_0 \\
    a e^{\xi^- x} + b e^{-\xi^- x}, & \text{for } x_0 \leq x \leq 0 \\
    c e^{-\xi^+ x}, & \text{for } 0 < x
\end{cases},
\]

where we have imposed a vanishing probability density at \(x \to \pm \infty\). The four unknown coefficients are fixed by the conditions at the interface \((C2)\), \((C3)\) and the conditions at the starting point \(x_0\), ensuring continuity

\[
\lim_{\epsilon \to 0} \left( \hat{P}(x_0 + \epsilon) - \hat{P}(x_0 - \epsilon) \right) = 0,
\]

for all \(s\) and

\[
\lim_{\epsilon \to 0} D^- \left( \partial_x \hat{P}(x_0 + \epsilon) - \partial_x \hat{P}(x_0 - \epsilon) \right) = -1.
\]

These conditions lead to a solution involving a linear combinations of terms of the kind \(e^{\pm k_i \sqrt{s}/\sqrt{s}}\) where \(k_i \geq 0\) are themselves linear combinations of the initial and final position \(x_0\) and \(x\). The Laplace back transformation of these terms can be explicitly obtained by recalling that, for \(k_i \geq 0\),

\[
\int_0^\infty dt \frac{1}{\sqrt{4\pi t}} e^{-\frac{k_i^2}{4t}} e^{-ts} = \frac{1}{\sqrt{s}} e^{-k_i \sqrt{s}},
\]

(see [37] 29.3.84). Assembling the various terms lead to (10) in the main text, which is valid for for \(x_0 \leq 0\).

**Propagator for a molecule starting in the dilute phase.** For a molecule starting in the dilute phase \(x_0 > 0\), one has to perform a reflection at \(x = 0\) and exchange the two phases \(D^\pm \to D^\mp\) and \(\Gamma \to 1/\Gamma\), corresponding to \(\alpha \to -\alpha\). This gives, for \(x_0 > 0\),

\[
P^\Delta(x|x_0) = \begin{cases} 
    & x < 0 \\
    \frac{1+\alpha}{\sqrt{4D^- \pi \Delta}} e^{\frac{(x-x_0 \sqrt{D^-/D^\pm})^2}{4D^- \Delta}}, & x < 0 \\
    \frac{1}{\sqrt{4D^+ \pi \Delta}} \left[ -\alpha e^{-\frac{(x-x_0 \sqrt{D^+/D^\pm})^2}{4D^+ \Delta}} + e^{-\frac{(x-x_0 \sqrt{D^+/D^\pm})^2}{4D^+ \Delta}} \right], & x \geq 0
\end{cases}
\]

**Time-reversed probabilities in the sharp interface limit.** In contrast with simple diffusion, the propagators presented in (10) and (C9) are not invariant under inversion of the initial point \(x_0\) and the final point \(x\) if these are on opposite sides of the phase boundary. By explicitly comparing them, we find

\[
\frac{P^\Delta(x|x_0)}{P^\Delta(x_0|x)} = \begin{cases} 
    1 & \text{for } x_0 < 0, x < 0 \\
    \frac{1}{\Gamma} & \text{for } x_0 < 0, x > 0 \\
    \Gamma & \text{for } x_0 > 0, x < 0 \\
    1 & \text{for } x_0 > 0, x > 0
\end{cases},
\]

where we have used the fact that \(1 + \alpha = \Gamma \sqrt{D^-} (1-\alpha)\). To reach equilibrium, for \(x_0 < 0, x > 0, P^\Delta(x_0) = P^\Delta(x_0), \Gamma P^\Delta(x), \Gamma P^\Delta(x)\), in accordance with what is expected from partitioning. This ensures the detailed balance condition

\[
P^\Delta(x|x_0) P^\Delta(x_0) = P^\Delta(x_0|x) t P^\Delta(x).
\]
**Displacement distributions with limited phase boundary resolution.** In the main text, (13) shows the displacement distribution in the sharp interface limit, for the case in which the cutoff length \( \varepsilon = 0 \). For a finite \( \varepsilon \)

\[
q_{\Delta t}(\ell) = \frac{\text{Erf} \left[ \frac{\ell-\varepsilon \left(1-\frac{D^+}{D^+} \right)}{2\sqrt{D^+\Delta t}} \right] - \text{Erf} \left[ \frac{\ell+\varepsilon \left(1-\frac{D^+}{D^+} \right)}{2\sqrt{D^+\Delta t}} \right]}{2(\sqrt{D^+} - \sqrt{D^-}) \sqrt{\Delta t/\pi}} ,
\]

with

\[
N_\varepsilon = \exp \left[ - \frac{(\varepsilon \left(1+\sqrt{\frac{D^+}{D^-}} \right))^2}{4D^+\Delta t} \right] - \frac{1}{2} \frac{\pi}{\sqrt{D^+D^-}} \varepsilon \left( \sqrt{\frac{D^+}{D^-}} + 1 \right) \text{Erfc} \left[ \frac{\varepsilon \left(\sqrt{\frac{D^+}{D^-}} + 1 \right)}{2\sqrt{D^+\Delta t}} \right] ,
\]

where \( \text{Erfc}(x) = 1 - \text{Erf}(x) \) is the complementary error function. These expressions do not depend on the partition coefficient \( \Gamma \). If \( \varepsilon = 0 \), \( N_\varepsilon = 1 \) and (C12) reduces to (13) in the main text. If the diffusion coefficient is the same in the two phases \( D^+ = D^- = D \) we have

\[
q_{\Delta t}(\ell) = \frac{(\ell - 2\varepsilon)e^{-\ell^2/(4D\Delta t)}}{2\sqrt{D\Delta t} \left[ \sqrt{D\Delta t} e^{-\varepsilon^2/(D\Delta t)} - \varepsilon \sqrt{\pi} \text{Erfc} \left( \frac{\varepsilon}{\sqrt{D\Delta t}} \right) \right]} .
\]

**Appendix D: First passage time statistics**

**First passage time in the sharp interface limit.** The probability distribution for the first passage time to a position \( x \) starting from \( x_0 \), \( f(t; x_0, x) \) can be computed in the sharp interface limit using Laplace transformations similarly to what was done for the propagator in Section C. Indeed, \( f(t; x_0, x) \) equals the propagator probability flux at \( x \), provided we impose an absorbing boundary condition at \( x \) \([38]\). Additionally, we consider a finite dense phase from \(-L\) to 0 and therefore impose a reflecting boundary condition at \(-L\). For \( L > 0 \), \( x_0 < 0 \) and \( x > 0 \), the Laplace transformation of the first passage time probability \( \hat{f}_S(s; x_0, x) = \int_0^\infty f(t; x_0, x)e^{-st}dt \) reads

\[
\hat{f}_S(s; x_0, x) = \frac{\text{cosh} \left( \sqrt{\frac{D^-}{D^+}}(L_- - x_0) \right)}{\text{cosh} \left( x \sqrt{\frac{D^-}{D^+}} \right) \text{cosh} \left( L_- \sqrt{\frac{D^-}{D^+}} \right) - \sqrt{\frac{D^-}{D^+}} \text{sinh} \left( x \sqrt{\frac{D^-}{D^+}} \right) \text{sinh} \left( L_- \sqrt{\frac{D^-}{D^+}} \right)} .
\]

Replacing \( s \) with \(-s\) gives the moment generating function of the first passage time reported in (14) in the main text. The mean first passage time can be computed by recalling the definition of the Laplace transform and taking a series expansion (see e.g. \([38]\))

\[
\hat{f}_S(s; x_0, x) = \int_0^\infty dt e^{-st}f_S(t; x_0) = 1 - s \int_0^\infty tf_S(t; x_0, x)dt + O(s^2) ,
\]

where one sees that the term proportional to \(-s\) is the mean first passage time.

**Mean first passage time for finite interfaces.** Here we compute the mean first passage time for finite interface widths. This is done by directly integrating the backward Fokker-Planck equation. Following \([22]\), section 5.2.7, one has that the mean first passage time to position \( x \), starting in \( x_0 \) and with a reflecting boundary in \(-L\) reads:

\[
T(x_0, x) = \int_{x_0}^x \frac{dy}{\psi(y)} \int_{-L}^y \psi(z)dz , \tag{D3}
\]

where, using (8)

\[
\psi(x) = \exp \left[ \int_{-L}^x dx' \left( -\frac{1}{k_BT} \nabla W(x') + \frac{\nabla D(x')}{D(x')} \right) \right] = \frac{\phi(x)D(x)}{\phi(-L)D(-L)} . \tag{D4}
\]
The integrand in the exponential in the first line is the ratio of the drift to the diffusion coefficient.

The integral to compute is then

$$ T(x_0, x) = \int_{x_0}^{x} \frac{dy}{\phi(y) D(y)} \int_{-L}^{y} \phi(z) dz. $$

(D5)

The exact value of the mean first passage time depends on how the diffusion coefficient depends on volume fraction and on the volume fraction profile. The sharp interface limit can be recovered by neglecting the smooth variation of $\phi(x)$ and $D(x)$ within the interface. Approximating them as step functions we can write $\phi(x) \approx \theta(x) \phi^+ + \theta(-x) \phi^-$, and $\phi(x) D(x) \approx \theta(x) \phi^+ D^+ + \theta(-x) \phi^- D^-$. Then, the integral in Eq. (D5), for $-L < 0$, $x_0 < 0$ and $x > 0$, evaluates to

$$ T(x_0, x) \approx \frac{-(2L + x_0)x_0}{2D^-} + \frac{x \left( \frac{\phi_+}{\phi} L + x \right)}{2D^+}, $$

(D6)

which, coincides with the expression obtained using the sharp interface limit ((15) in the main text) once we recall that $\Gamma = \phi^- / \phi^+$.

Difference between finite and sharp interfaces for the mean first passage time. Here we compute the leading contribution to the difference between the sharp interface limit and the finite interface case when the diffusion coefficient is a linear function of volume fraction. We start by noticing that the difference between the two solution is relevant only in the interface region, which has a width $2w$, which we consider small with respect to the other length scales $L, x, x_0$. The main contribution to the mean first passage times for for small distances is given by the terms linear in $x$ and $x_0$ in (15). We therefore focus on these terms, which are proportional to the inner integral in (D5) evaluated at the lower integration limit $z = -L$, which is approximately $L \phi^-$. The leading contribution is then given by the difference between $L \phi^- \int_{x_0}^{x} dy (\phi(y) D(y))^{-1}$ and its stepwise approximation (the sharp interface limit), which is $L (-x_0 / D^- + \Gamma x / D^+)$. For a linear dependence of the diffusion coefficient on the volume fraction and a volume fraction profile as the one shown in Fig. 1 b,

$$ \phi(x) = \frac{\phi^+}{2} \left[ (\Gamma + 1) - (\Gamma - 1) \tanh \left( \frac{x}{w} \right) \right], $$

(D7)

we have

$$ \int \frac{dy}{\phi(y) D(y)} = \frac{w}{2 \Gamma D^- \phi^+ (\frac{\phi^-}{\phi^+} - \Gamma)} \left\{ (\frac{D^-}{D^+} - 1)^2 \log \left[ \left( \frac{D^-}{D^+} + 1 \right) \left( 1 - \frac{D^-}{D^+} - \frac{1}{\Gamma + 1} \tanh \left( \frac{y}{w} \right) \right) \right] 
+ \left( \frac{D^-}{D^+} - \Gamma \right) \left( \log \left[ 1 + \tanh \left( \frac{y}{w} \right) \right] - \frac{D^-}{D^+} \log \left[ 1 - \tanh \left( \frac{y}{w} \right) \right] \right) 
- (\Gamma - 1)^2 \frac{D^-}{D^+} \log \left[ (\Gamma + 1) \left( 1 - \frac{\Gamma - 1}{\Gamma + 1} \tanh \left( \frac{y}{w} \right) \right) \right] \right\}. $$

(D8)

This expression takes a simple form if we evaluate it at $x_0 \ll -w$ and $x \gg w$ where the $\tanh(y/w)$ approaches $-1$ and $1$, respectively. The terms featuring $\log \left[ 1 \pm \tanh(y/w) \right]$ are the ones contributing the linear terms that are present in the sharp interface limit $L(-x_0 / D^- + \Gamma x / D^+)$. The other terms give the correction reported in (16) in the main text. In the special case in which $D^- / D^+ = \Gamma$, (16) reduces to

$$ T(x_0, x) - T_S(x_0, x) \approx -\frac{Lw}{D^-} (\Gamma - 1)^2 \left[ 1 + \frac{\Gamma + 1}{\Gamma - 1} \log \Gamma \right]. $$

(D9)

Appendix E: Numerical simulations

The histograms and the solid symbols presented in the figures are obtained through Langevin simulations integrated with the Euler method [39]. The histograms in Fig. 1c,d are obtained simulating 20000 trajectories. In Fig. 2b,c the histograms are obtained using 5000000 displacements. The solid symbols in Fig. 2d and the histograms in Fig. 2e,f are computed from 280000 displacements. Note that only a fraction of the simulated displacements crosses the phase boundary. The simulations in Figs. 1 and 2 are performed with time step $dt = 10^{-8}$ s. In Fig. 3 the solid circles are averages obtained from 10000 Langevin simulations with time step $dt = 10^{-6}$ s.


