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2 Results

Figure 6: |Example for innate motor control capability through a probabilistic skeleton.
a System architecture, indicating network inputs and outputs, as well as the 8 joints that
are controlled by the RSNN outputs. b Probabilistic skeleton for solving this motor
control task (base connection probabilities for its numerous input- and output neuron
types are shown in the Suppl., Fig S5) ¢ Spike raster of an RSNN sample with 458
neurons drawn from this probabilistic skeleton. Population coding of the 9 continuous-
valued input variables induced spatially structured firing activity in most of the neuron
types. d Sample dynamics of input and output variables of the RSNN controller on a
larger time scale.|
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2 Results

2.7 General results and principles for designing neural networks
through probabilistic skeletons.

The number of recurrent neuron types is a new measure for gauging the complexity of
the connection structure of neural networks that results from the probabilistic skeleton
approach. Fig. 7a shows that the performance of RSNN samples tends to depend above
some rather small threshold very little on the exact number of neuron types for which
the probabilistic skeleton has been optimized. Note that we excluded the motor control
task from the control experiments in this section because of its substantially higher
computing demands.

It is reasonable to assume that the connectivity structure of neural networks in the
brain was not optimized for a specific number N of neurons, both because of differ-
ences in brain sizes between and within species, and because of changing network sizes
during ontogeny. Fig.7b shows that even if the probabilistic skeleton is optimized just
for a single number N of neurons in RSNN samples (indicated by a star), computing
capabilities that are induced through a probabilistic skeleton tend to generalize to sub-
stantially larger neural networks. The decays in performance for large values of N arise
partially because neural representations and spatial distributions of network inputs did
not grow accordingly. If these grow with the network size, and even more if the proba-
bilistic skeleton is optimized for RSNN samples of different sizes, even better invariance
of computational performance can be expected.

Biological neural networks are subject to continuously ongoing spine motility, i.e.,
pruning of synaptic connections and generation of new connections, both spontaneously
and during learning [19, 20] Hence we wondered whether probabilistic skeletons provide
robustness to random changes in the strengths of synaptic connections. Fig.7¢ shows
that the computational performance of RSNN samples is little affected by pruning up
to 10% of their synapses, and decays gracefully for more radical pruning. If pruning
is accompanied by simultaneous random generation of new synaptic connections, as
suggested by the experimental data for biological neural networks, robustness of perfor-
mance becomes even better. If one changes the number of synaptic connections for each
connected pair of neurons randomly up or down, the RSNN samples tolerated pertur-
bations of up to 75% in the number of synaptic connections for each pair of neurons
without significant changes in performance, see Fig. 7d.

Another characteristic feature of neural networks of the brain is that they have to
carry out their computations in the presence of a substantial amount of noise in synap-
tic transmission, caused by the fact that the probability of presynaptic release of a vesicle
of neurotransmitters in response to a spike of the presynaptic neuron is in the neocor-
tex typically around 0.5 [21]; in other words, synaptic transmission is highly unreliable.
Since neural networks that have been trained in the traditional way typically have prob-
lems with that, we wondered whether probabilistic skeletons endow RSNN samples with
more robustness to noise in synaptic transmission. Fig.7e shows that their computing
capability is little affected by random changes up to 75% in the strengths of individual
synaptic connections for each presynaptic spike, and decays gracefully for even larger
noise amplitudes. This result suggests that encoding computational function through
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2 Results

the architecture, rather than through individual synaptic weights, automatically endows
neural networks in the brain with high tolerance to continuously ongoing noise due to
spine motility. Altogether the results shown in Fig. 7 illustrate a new range of proper-
ties that emerge in RSNNs when one installs their basic computational capabilities by
methods that appear to be employed by nature.

A further inherent property of RSNN samples from probabilistic skeletons is that their
number of synapses and total wire length grow linearly with the number of neurons (see
Suppl. section 2.5 and 2.6), rather than quadratically as in most neural network designs.
Furthermore, since these RSNN samples have a well-defined spatial structure, one can
relate the number of neurons per square mm, the number of synapses per neuron, and
their total wire length to experimental data. It turns out that they stay in all three
counts below the measured numbers from the neocortex, by a 1-3 orders of magnitude
(see Methods). One reason is that the number M of neurons in a minicolumn was in
our examples well below the 80 -120 neurons that are typically found in a neocortical
minicolumn. Also, the number K of neuron types stayed in our examples well below
the 111 neuron types identified in mouse V1 [11]. Hence brain data are consistent with
a hypothesis that a generic cortical microcircuit can be understood as a superposition
of several RSNN samples, each from a different probabilistic skeleton that endows the
microcircuit with an additional innate computing capability.
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2 Results

a Role of different numbers of neuron types b Role of different sizes of RSNN samples
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3 Discussion

Figure 7: |General functional properties of RSNN samples from probabilistic skeletons.
Performance of RSNN is measured relative to random guessing as a common baseline for
all tasks, see Methods for details. a Mean performance values achieved by optimizing
probabilistic skeletons with different numbers of recurrent neuron types. b Generaliza-
tion capability of probabilistic skeletons to RSNN samples with different neuron numbers
N. The value of N that was considered during the optimization of the probabilistic skele-
ton is marked by a star. ¢ Degradation of computing capabilities through pruning of
synapses (elimination of synapses with the smallest connection probabilities). The x-
axis depicts the average number of synapses per neuron. The star marks the number
of synapses per neuron before pruning. d Performance after random perturbation of
the strengths of synaptic connections, plotted as a function of the maximal amount of
change in the number of synaptic connections for each neuron pair (i,j), expressed as
a fraction of the original number m;; of synaptic connections. e Performance in the
presence of independent noise in synaptic transmission for each presynaptic spike and
each synapse. Noise amplitude was measured similarly as for panel d; see Methods for
details. |

3 Discussion

We have shown that a simple mathematical model for genetically controlled neural net-
work features suffices for endowing RSNNs with substantial computing capabilities, in
particular with standard examples of innate computing capabilities. This method pro-
vides a highly compressed indirect code for specifying network function that is diametri-
cally opposed to the standard procedure in machine learning, where computing capabil-
ities are directly induced in the very large parameter space of synaptic weights through
extensive training on huge datasets, starting from a tabula rasa initial state. Our results
imply that a largely overlooked structural difference between biological and artificial
neural networks plays an essential role for that: Biological neural networks consist of a
fairly large number of genetically different neuron types, whereas artificial neural net-
works usually consist of just one or very few neuron types. Surprisingly, this structural
difference is relevant even if one ignores the diverse morphological and neurophysiological
features of different biological neuron types: Just the possibility to define network ar-
chitectures in terms of connection probabilities between different neuron types provides
a powerful method for programming computational function into neural networks.

The concept of a probabilistic skeleton provides a rigorous basis for exploring this
biological link from network architecture to network function. It defines a probabilis-
tic generative model that can generate an unbounded number of neural networks -with
different numbers of neurons and different synaptic weights- whose architectures share
some functionally salient features on the statistical level. Arguably, such a probabilistic
model better captures the impact of the genetic code on network function than determin-
istic models. They also raise an interesting theoretical question: Are there functionally
desirable network architectures that can be generated with significant probability by a
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suitable generative model, but are hard to construct deterministically? It is already
known that certain graphs with attractive information routing capabilities, such as ex-
panders and concentrators, are hard to generate through deterministic wiring rules, but
have a non-zero probability of being generated through probabilistic wiring rules [22].

Neural network samples from probabilistic skeletons differ in another aspect from
commonly considered network architectures: Their number of synapses and total wire
length grow just linearly with the number of neurons. This appears to be essential
for physical implementations of large neural network instances, both in brains and in
neuromorphic hardware, but is rarely met by existing design methodologies. It arises in
samples from probabilistic skeletons through extensive uses of topographic maps between
different neuron types and external inputs, which enable an interesting style of 2D in-
place-computing.

Our concept of a probabilistic skeleton only aims at capturing a minimal fragment of
the functionally relevant genetically encoded program for neural network architectures.
It will be interesting to see which further computing capabilities of neural networks
emerge if one allows neurons of different types to have different electrophysiological
and/or morphological properties, as they have in the neocortex [9, 10]. We found that
allowing different neuron types to use different GLIF3 point neuron models of [10] did
not enhance performance for the tasks that we considered. Additional extensions of
the concept of a probabilistic skeleton can phase in different spatial decay constants for
connection probabilities for different neuron types, as indicated in Fig. 4 of [10], as
well as selected long-range connections between spatially separated network modules.
Furthermore, it is well-known that cortical microcircuits employ not only genetically
different types of neurons, but also many genetically different synapse types [23], [24].
Different synapse types were found to exhibit important differences in their short term
[25], [26] and long term dynamics [27]. Hence they are likely to affect both computing
capabilities and learning aspects of neural network samples.

Probabilistic skeletons provide an approach for meeting the challenge of [1]: Under-
stand the functional impact of the "genomic bottleneck”, i.e., of the fact that the number
of bits which the genome uses for encoding the neural networks is really small in com-
parison with their number of synapses. This challenge has also been addressed by other
recent work. [28] models its impact on a more abstract level, assuming that the ex-
istence of synaptic connections can be inferred deterministically from binary codes for
neurons through linear operations. The model of [29] is less abstract than ours and
that of [28]. It is based on individual neuron-to-neuron compatibility rules based on
transcription factors that are especially salient in smaller brains. A functional advan-
tage of the genomic bottleneck was demonstrated in both of these approaches in terms
of enhanced generalization capabilities of trained feedforward artificial neural networks.
We have demonstrated in Fig. 7 implications of the genomic bottleneck for more brain
like recurrent networks of spiking neurons, such as robustness to changes in the number
of neurons or synapses, changes in the strengths of synaptic connections, and noise in
synaptic transmission. This inherent robustness should be contrasted with the inherent
brittleness of deep neural networks [30]. It also suggests a new approach for the design
of neuromorphic chips that are based on extremely energy-efficient but imprecise mem-
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4 Methods

ristors or other novel physical devices [31]. Another possible technological application
arises in the domain of organoids [32].

Probabilistic skeletons provide a biologically derived method for indirect encoding
of functional neural networks. It will be interesting to compare this biological style of
indirect encoding with approaches that have recently been proposed in machine learning,
especially in the context of meta-learning [33] [34]. Their style of indirect encoding
is also likely to produce nice expansions of indirect coding approaches in the area of
neuroevolution [35, 36].

4 Methods

Neuron types

There are 3 kinds of neuron types: input types, recurrent types, and output types. The
neurons from these three categories are referred to as input neurons, recurrent neurons,
and output neurons.

Input neurons provide external inputs in the form of spike trains. They have no
internal states, and there are no recurrent connections from recurrent neurons or output
neurons back to the input neurons. The output neurons receive their input from the
recurrent neurons (see Fig. 1g).

Recurrent neurons can have connections from input neurons and other recurrent neu-
rons. Each recurrent neuron type consists only of excitatory neurons or only of inhibitory
neurons. Note that input or output types only consist of excitatory neurons.

Neuron and synapse models

Recurrent and output neurons are modelled as discrete-time versions of standard Leaky-
Integrate-and-Fire (LIF) neuron models, More precisely of the GLIF; model from [37].
The definition of the continuous neuron model can be found in the Suppl. in section
2.1. Control experiments with the GLIF3 model from [10] produced qualitatively similar
results.

For the discrete time version of neuron j € {1,...,N} of type J the membrane
potential is denoted by V; and the input current by /;. We assume that currents are
constant on small intervals [t, £+ dt], which have been set to a length of 1 ms. The neural
dynamics of the model in discrete time can then be given as

aVi(t) + (1 = a)(Ep + o= L;(t))  if 2(t) =0

Vj(t + 6t) = { v e (1)

(2)
where o = exp (—;) and

i(t) = H (V;(t) = vn(1)) (3)
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4 Methods
: o : 0 <0 . :
with the Heaviside function H(x) = 1 else Here 7 € R is the membrane time

constant, F; € R is the resting potential, C,, € R is the membrane conductance and
vy, 18 the threshold voltage. After spiking the neuron enters a refractory period, lasting
trer > 0, in which z;(¢) is fixed to zero.

The previously defined neuron model use the following set of parameters:

H=A{C,. 7V v, tl, | J=1,... . K}.

The values for {C}, 77,V vt/ | J =1,...,K} are taken from [10], and the raw
data is available in [38]. A good overview of these neuron types has been made available
online in the database of the Allen institute. Detailed biological and modelling data
for the prototype of the excitatory neuron can be found at Excitatory neuron and the
prototype for the inhibitory neuron at Inhibitory neuron. We have seen no evidence that
the exact values of the GLIF; parameters are essential for the results reported in this
paper.

The same synapse model as in [10] has been used. Additional information about the
synapse model can be found in the Suppl. in section 2.2.

Details to the definition of a probabilistic skeleton

A probabilistic skeleton consists of

(i) A natural number K (the number of neuron types in the model; we have set K = 6
in the illustrations of the model in Fig. 1c.

(ii) Base connection probabilities p;_,; for neurons of type I to neurons of type J,
for the case that they are located within the same minicolumn (see upper part of
Fig. 1c for a sample table of such base connection probabilities).

(iii) The prevalence p; of each neuron type I, i.e., a number representing the fraction
of neurons belonging to type I in a generic minicolumn, see the bottom plot of
Fig. 1c. Further details can be found in the Suppl., section 2.3.

(iv) The common weight w;, of all synapses from input neurons, as well as the common
weight wg of all synapses from excitatory and the common weight w; of all synapses
from inhibitory neurons in the recurrent network.

(v) A scaling parameter ¢ that controls the decay of connection probabilities with the
horizontal distance between somata.

A probabilistic skeleton is a generative model, which defines a distribution over neural
networks of different sizes and with different synaptic connections that share common
architectural features.

One samples a neural network from a probabilistic skeleton according to the following
rules:
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1. Pick a number n,,.,; of minicolumns and a number M > K of neurons per mini-
column. This determines the number of neurons N = n,,.; - M in the sample
network.

2. Draw S times for any pair (¢, j) of neurons with ¢ of type I and j of type J from
the binomial distribution with probability:

_ Dist(i,j)?

P[Synapse from i to j] = prye” o2 : (4)
This yields the number m;; of synaptic connections from i to j.

The functional form of the dependence of connection probabilities on Dist(7, j) ap-
proximates the corresponding data from [10], see panels b and d in Fig. 1. We have set
S = 8 in all our experiments, thereby allowing up to 8 synaptic connections between
any pair of neurons. According to Fig. 7A in [9] most synaptically connected neurons do
in fact have multiple synaptic connections. The effective strength (weight) of a synaptic
connection from neuron ¢ to neuron 7 is then the product of the general scaling parameter
Win, Wg, O wy, that depends on the type of neuron ¢, and the number m;; of synaptic
connections from ¢ to j that results from drawing S = 8 times from the distribution
given in equ. (4).

Optimization method

Probabilistic skeletons were optimized for specific computing tasks with the Separable
Natural Evolution Strategy (Separable NES), which had been introduced in [15]. The
algorithm is given below in pseudo code. For the optimization of the d-dimensional vector
0 of parameters of the probabilistic skeleton the algorithm uses a Gaussian distribution
in every dimension, with means g € RY and variances o € R?. The basic idea is that
one samples A\ times from this distributions, then evaluates the fitness values of the
so-called offsprings, i.e. the vectors 8; ~ N (u,Io), and finally adapts the Gaussian
distributions to capture more of those parts of the parameter space where the fitness of
the offsprings is higher. The fitness function F' depends on the computational task for
which the probabilistic skeleton is optimized. The mean values of the parameters are
initialized by truncated normal random variables with mean zero and variance 1.0 and
the variance values are initialized as ones. We found that choosing the learning rate for
p as 1, = 1.0 yields good results, which is consistent with the suggested value in [39]
and [40]. The learning rate for o was chosen as 7, = 0.01. As suggested in [40] mirrored
sampling has been employed, see, e.g., [41]. That is, for every Gaussian noise vector
s € R also the offspring, which results from using —s, will be evaluated.
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4 Methods

Algorithm 1 Separable NES

Require: A € N, u € R, o ¢ Rdﬂman
Ensure: A =0 mod 2,7, >0, 7, >0
for epoch=1,... N do
for k=1,...,)\/2 do
Init s € RA as s ~ N(0,1), S(r40/2) = —Si
O, — p+oOsg
Compute Fitness F'(60y)
end for

Vi = Yot F(B1)sy

Vo Y, PO~ 1)
B p+n,oV,

o+ oexp{%V,}

Compute gradients

Update parameters

end for

For the optimization of the base connection probabilities p;_,; one needs to make sure
that they are always assigned values in [0,1]. For that purpose real valued auxiliary
parameters k;; € R are optimized, from which the base connection probabilities are
obtained by using the sigmoid function:

1
14+ e w1r’

Pr—g = (5)
The value of the number K of neuron types and of the scaling parameter o from
equation (4) were optimized through a separate hyperparameter search.

Details to the construction of the connectivity graph (chord
diagram) of a probabilistic skeleton

The chord diagrams in Fig. 3c and Fig. 4c are drawn in the style of Fig. 7C of [9],
using the base connection probabilities p;_,;. The thickness of each chord reflects the
value of the corresponding base connection probability and the length of each segment
(arc) on the perimeter is proportional to the expected fraction of synapses from and to
the corresponding neuron type. Such a chord graph of a probabilistic skeleton should
not be confused with the connectivity graphs of individual RSNN samples from this
probabilistic skeleton. The latter also depends on the selected number N of neurons, the
value of o, and numerous outcomes of random drawings. More precisely, the arc length
of the type I is proportional to:

ijl—u + ZJpJ—)I
2 Z]Jpl—u
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4 Methods

Experiments

Details to computations on spike times.

Task description: The goal is here to classify the temporal distance between two waves
of input spikes. There is a fixed time interval of 200 ms, which is divided into four bins
of 50 ms. For each class the first spike occurs at the beginning ¢ = 0 and the second
spike is uniformly drawn from the four bins, which results in four classes of input spike
trains. The precise timing of the second spike is again uniformly sampled within the
time interval of the chosen bin.

Input: The network receives as input a wave of spikes at the beginning of a 200ms
long trial, and the second wave at any other time during the trial. For each input neu-
ron some Gaussian noise with mean zero and variance 1 ms has been added to the spike
times to avoid that all input neurons spike at the exact same time.

Performance measure: The percentage of correctly classified distances between the two
waves of input spikes is used as a performance measure. The standard deviation of the
performance on this and the subsequent tasks was obtained by averaging over the per-
formance of 50 different RSNNs sampled from the same probabilistic skeleton evaluated
on 100 inputs each.

Fitness function: Best optimization results are achieved when a different fitness measure
than accuracy is used. To compute the fitness the softmax function was applied to the
vector (ry,79,73,74)T of spike counts of the 4 output neuron types during the last 30ms of
a trial to obtain the class probabilities (py, p2, p3, p4)T. To compute the fitness the target
class y was first one-hot encoded to the target class vector y, i.e. to a vector where all
entries are 0 except the element at position y — 1, which has the value 1. An example of
one-hot encoding can be found in the Suppl., section 2.4. The fitness function is given
by the negative cross entropy loss. For a single example with one-hot-encoded target
class y the fitness is defined as:

F(6) = i log(ps)- (6)

Details of the probabilistic skeleton and its optimization process: A decay constant
of 0 = 77.7 was used for this task. The scaling parameters for synaptic strengths were
Wiy, = 14.6, wg = 15.49, w; = 6.92. The 304 neurons of RSNN samples during optimiza-
tion were arranged in n,,.; = 16 minicolumns on a 4x4 grid, where M = 19. In every
minicolumn there are two input neurons and there is one output neuron per type.

During the optimization of the probabilistic skeleton the activity of output neurons
was not only considered during the last 30ms. Instead, initially all spikes of output
neurons were counted during the full 200ms of a trial. In the course of the optimization
this period was gradually reduced to the last 30ms.
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Details to installing in RSNNs the capability to recognize specific
spike patterns?

Generation of spike inputs: Two clearly distinct ensembles of Poisson spike trains from
4 neurons with a rate of 50 Hz were frozen as templates. Spike input patterns of classes
1 and 2 were generated by creating variations of these spike templates: For every input
neuron two time steps from the first 50ms were chosen, and a new spike was inserted at
them or the spike was deleted if there was a spike at this time step. Subsequently the
spike times of all spikes in the template were shifted by a random amount drawn from a
Gaussian with mean zero and variance 0.5 ms and rounded to the nearest integer value.
The third class consisted of random Poisson spike trains over 50ms with a rate of 50 Hz.

Input: The network received as input a spike pattern of 4 input neurons over 50ms
from one of the three classes, drawn with uniform probability from the three classes.

Performance Measure: The same performance measure as for the preceding task was
used.

Fitness function: A corresponding fitness function as for the preceding task was used.

Details of the probabilistic skeleton and its optimization process Parameters w;, =
14.38, wg = 7.85, wy = 7.90 and o = 129.73 were used. RSNN samples that were tested
during the optimization of the probabilistic skeleton consisted of 148 neurons, which
were arranged in a 3x4 grid of n,,.,; = 12 minicolumns, each minicolumn consisting of
M = 12 neurons. There was one input neuron in every corner of the grid, hence the
corresponding columns had one neuron more than M.

Details to local contrast enhancement

Task description: In this task 2D patterns x € [0, 1]v™meot*Vimeol gre presented to the
network, where n,,., is the number of minicolumns; these are arranged in a square grid.
For optimizing the probabilistic skeletons, n,,..; = 25 was selected, resulting in a 5x5
grid.

Input generation To generate a pattern x first a fixed number N,gins of coordinate
pairs (m,n) € {2,...,\/ime — 1}* were drawn randomly. In a second step, the value
1.0 was assigned to these points, all other points were set to zero. Finally, a discrete
2D Gaussian filter with variance 1.25 is applied to this binary matrix and the result
is normalized to [c, 1], where ¢ is a baseline intensity, which is drawn uniformly from
[0.05,0.15]. For the 12x12 patterns that can be seen in Fig.5 Npins = 6 was used.
Npoints = 2 was used for 5x5 input patterns. The resulting 2D patterns were presented
to the RSNN through corresponding 2D arrays of Poisson spike trains. Their rates be-
tween 0 and 200 Hz were linearly scaled by the grey-values of the corresponding grid
cells of the 2D pattern. The length of a trial was 300 ms.
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Targets for the computation: Target values were computed by applying the Mexican
hat filter defined below, with symmetric padding to the 2D input pattern, followed by
clipping at zero and normalization to [0, 1]. The Mexican was defined by:

0 -1 0
filter=| =1 4 -1 (7)
0 -1 0

Output: There were n,,., output neurons, one in each minicolumn, which were ar-
ranged in a square grid. The output value of each output neuron i was computed by
counting its spikes and normalizing that value:

si=> (), (8)

(9)

i max(§)

Performance Measure and fitness function: Fitness was the normalized cross corre-
lation between target signal y and output signal s:

Nmecol
- B k=1 SkYk
F(e) - NCC - \/Znnwol 2 ancol 2
k=1 Sk 2uk=1 Yk

This value can easily be interpreted: A value of 0.0 would indicate that the two patterns
are totally different while a value of 1.0 would show that the two patterns are identical.
Hence we used it also for measuring performance.

Details of the probabilistic skeleton and its optimization process: The probabilistic
skeleton, shown in Fig. 8a, had K = 4 types and was optimized for RSNN samples with
Nmeot = 2D minicolumns (arranged in a square grid) and M = 8 neurons per column,
resulting in N = 200 neurons of RSNN samples. Other parameters of the probabilistic
skeleton were w;, = 1.70, wg = 1.71, wy = 2.15, and o = 73.6.

Details to the coincidence detection

Task description: Two 12x12 input patterns were simultaneously presented to the net-
work. The goal was to mark positions in the 12x12 grid where both input patterns were
reasonably strong, using a product operation.

Input: The input patterns were generated using the same algorithm as for the con-
trast enhancement task, with the only difference that a minimum distance of 3 was
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imposed on the points used to generate the input pattern.

Computing the targets: The target outputs of the coincidence detection task were
computed by the following formula:

P(x1 © %)
max(¢p(x; © Xz))

y = (10)
where x; and X5 are the two input patterns. ® refers to the element wise product, and
¢ is a function that returns element wise the identity of the input if the element is higher
than the average of all vector coordinates of the input vector, else it returns zero, as
described in equation 11:

¢(v1)
:  bw) = {vk v > mean(v) (a1

é (Un) 0 else.

Output, performance measure and fitness function: The same output convention and
fitness function, and performance measure as for the contrast enhancement task were
used.

Details of the probabilistic skeleton and its optimization process: The probabilistic
skeleton, shown in Fig. 8b, used K = 12 neuron types and M = 15 neurons per mini-
column. Its other parameters were w;, = 2.28, wg = 3.08, w; = 1.92, and o = 70.

Note, that in the coincidence detection task, the target output is not the sum of two
input values, but their product. This is salient, since simply computing a sum and
thresholding its value is a trivial task for an RSNN. However, approximating a product
is substantially more challenging. In Fig. 8c it becomes apparent that simply computing
the sum would not be a good strategy, as it would yield a low fitness value.
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Figure 8: |Details to the induction of 2D computing capabilities through probabilis-
tic skeletons. a Probabilistic skeleton for local contrast enhancement task. b
Probabilistic skeleton for the coincidence detection task. ¢ Normalized cross
entropy between the output of the RSNN for the coincidence detection task,
the target and the average of the two input patterns. This shows that ap-
proximating the coincidence detection target with a linear operation yields a
substantially smaller correlation. d and e show 2D input patterns for the coin-
cidence detection task along with the RSNN output and the target output. A
5x5 grid was used in this figure, the format for which the probabilistic skeleton
had been optimized. |

Details to innate motor control capabilities through probabilistic
skeletons

Task description: For the simulation of the environment (AntMuJoCoEnv-v0) the Py-
Bullet physics engine [42] was used. The agent is a quadruped walker and is usually
referred to as ’ant’ in the literature. It consists of four legs with four joints, which are
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attached by another four joints to a torso, modelled as a sphere. The center of the sphere
defines the location of the plant on a 2D plane. The goal of this task is to achieve a high
movement speed over the whole trial period, while also avoiding to touch the ground.
An episode is terminated if the center of its torso moves below a height of 0.2m, or if
the maximum number of time steps has been reached.

Spatial structure of RSNN samples The population coding of continuous-values in-
put variables induced a prominent 1D dynamics in populations of input neurons, and
there seems to be no natural way to map these 2D input arrays properly into a 2D
structured RSNN for computational processing. For this reason, and because such basic
motor control capabilities are likely to be encoded in the spinal cord and other subcorti-
cal structures, we used for this task a 1D arrangement of neurons in order to define their
spatial distances, rather than neocortical minicolumns. More precisely, the neurons of
input and recurrent types were evenly-spaced distributed over a 1D line segment [0, 660]
pm. The locations of output neurons, organized for each output variable into two output
types consisting of 4 neurons at the same location (see below), were optimized alongside
the other parameters of the probabilistic skeleton. The distance measure Dist(i, j) for
neurons ¢ and j was computed as the absolute value of the difference between their 1D
coordinates.

Input: Time in the simulated environment was discretized to time steps of 17 ms
length. For this reason the network received each continuous-valued input value for
17 ms through population coding in one of the 9 input neuron types, each having 16
neurons. It should be noted that population coding is commonly employed in the brain
to encode continuous-valued variables [43]. The input was provided by the current state
of the simulated environment. Its state space was 111 dimensional. We excluded most of
them, for example angular velocities, to have a more compact and arguably biologically
more realistic network input.

Output: The action space of the controller is given by A = [—1, 1]%, which corresponds
to 8 torques applied to the 8 joints of the ant. An output torque y € [—1,1] of the
model is computed by using two output neuron types, each consisting of 4 output neu-
rons, representing negative and positive torques to a joint, denoted by J_ and J,. This
corresponds to motor commands in the form of firing rates to 2 antagonistic muscles
for a joint. Firing activity of output neurons of the RSNN were decoded as signal to
the simulated environment by computing the normalized linear combination of the spike
rates over a 17 ms time step of the environment:

127 e Tout (s7-(t) — s7+ (1))
Y= 1157:1 1 ) (12)
t:Zl e 7wt max (s7-(t), s+ (1))

where 7,,; = 10.
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Performance measure and fitness function: The performance measure was the same
as the fitness value. The fitness was given by the total reward received from the envi-
ronment, summed up over time. At every time step of 17ms length the agent received a
reward

F(0) = vtwa — 0.15; + 1, (13)

where vg.q is the velocity of the center of the ant in the z direction, j; := number of joints
which are at the limit. A constant reward of 1 was added for each time step in order to
induce long lasting locomotion without premature abortion of an episode because the
torso touched the ground.

RSNN samples with 458 neurons from the optimized probabilistic skeleton produced
an average fitness of 517 (standard deviation of 51.85) using 250 steps in the environ-
ment, where the average was computed over 100 trials. The version of the model where
30% of the recurrent and output neurons are randomly deleted achieved a fitness of 421.

Details of the probabilistic skeleton: The probabilistic skeleton consisted of K = 40
types, and was optimized for RSNN samples with N = 458 neurons. Every input
type was constrained to only form connections to one recurrent type, which did not

receive synaptic inputs from another input type. The other parameters were w;, = 4.75,
wg = 4.5, wy = 2.3 and o = 80.0.

Note: The version of the ant locomotion task that we considered differed somewhat
from the version that is commonly considered in the literature [44]. There one does not
assume a delay in feedback from the environment. Also, the more limited observation
space that we used made it harder for the model to know in which direction it was facing,
especially at a later point in the trial. This made it harder to move especially along the
x-axis, which was the only direction in which locomotion was rewarded.

Details to Figure 7 (General results and principles)

To compare the different tasks it is necessary to use for different computing tasks a
common performance scale. This can be achieved by defining the baseline for every task
as the performance level of a random output. For example, the computations on spike
times task required a decision between 4 classes, hence picking a random class would
give for a uniform distribution of classes an expected accuracy of 25%. Analogously
the baseline accuracy for the spike pattern classification, which involves three classes,
is 33.33%. For the contrast enhancement task and the coincidence detection task it is
possible that a probabilistic skeleton has a fitness of 0.0, hence this was chosen to be the
baseline for these tasks.

The performances on these different tasks were scaled by calculating for each task
the difference between the theoretically best possible performance (either accuracy or
normalized cross correlation) to the baseline performance and normalizing this difference
to [0, 1].
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Panel a: For each number of recurrent neuron types 80 probabilistic skeletons were
optimized for every task, and the best performing ones were used for the plot.

For panel b the number of neurons N was varied by increasing the number of mini-
columns 7,,.0;. The number of neurons per column M was not changed.

The pruning experiments for panel ¢ were done by deleting synapses that had a con-
nection probability below a certain threshold, where the threshold was raised until the
average number of synaptic connections was at the desired levels needed for a value on
the x-axis.

Panel d: Each value m;; was perturbed by a positive or negative value drawn uniformly
from the range around m;; bounded by the fraction marked on the x-axis. The resulting
value was rounded to the next non-negative integer.

For panel e, the effective weight of each individual synapse was independently per-
turbed for each presynaptic spike. The amplitude of this perturbation was measured as
fraction x of its current value, and the maximal fraction is indicated on the x-axis of
the panel. For each value of x the noise value was drawn uniformly from the interval
[—z, x]. The resulting perturbed weight was set to zero if the perturbation caused its
sign to change.

Details to the comparison of neuron density, synapses numbers, and wire length with
experimental data from the neocortex. According to Fig. 2B of [45] the number of
neurons under a square mm of the neocortical sheet is in the mammalian brain around
100,000. The number of synapses per neuron was estimated in [46] to be 7777, and the
total length of axons per neuron was estimated to be 4.4cm. We have compared these
experimental data with corresponding estimates that arise for RSNN samples from prob-
abilistic skeletons for the computing tasks that we considered (see Table 1 in the Suppl.).
For example, the RSNN for coincidence detection, whose firing activity and performance
was shown in Fig.5 f-h, has 2160 neurons, occupies a square patch of 0.5184mm?, has
360, 100 synapses, and a total wire length of 17.5m. Thus its number of neurons per
square mm is by a factor 22 smaller than in the mammalian brain, the number of synapses
is by a factor 1008 smaller, and its total wire length is by a factor 118 smaller than in the
data. Thus, these numbers are in a reasonable range, but significantly smaller than in
the experimental data. The main reason for that is that the number of neuron types that
are needed for each of the computing tasks that we considered is substantially smaller
than the estimated 111 neuron types in mouse V1 [11]. Consistent with that, the num-
ber M of neurons in a minicolumn was in our examples well below the 80 -120 neuron
in a typical neocortical minicolumn. Note that the number of synapses and total wire
length grow superlinearly with the number of neuron types, (see Suppl. section 2.5 and
2.6). In addition, we only counted wire length in the horizontal direction, and ignored
long-range connections.
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