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    Abstract
Self-supervised deep language modeling has shown unprecedented success across natural language tasks, and has recently been repurposed to biological sequences. However, existing models and pretraining methods are designed and optimized for text analysis. We introduce ProteinBERT, a deep language model specifically designed for proteins. Our pretraining scheme consists of masked language modeling combined with a novel task of Gene Ontology (GO) annotation prediction. We introduce novel architectural elements that make the model highly efficient and flexible to very large sequence lengths. The architecture of ProteinBERT consists of both local and global representations, allowing end-to-end processing of these types of inputs and outputs. ProteinBERT obtains state-of-the-art performance on multiple benchmarks covering diverse protein properties (including protein structure, post translational modifications and biophysical attributes), despite using a far smaller model than competing deep-learning methods. Overall, ProteinBERT provides an efficient framework for rapidly training protein predictors, even with limited labeled data. Code and pretrained model weights are available at https://github.com/nadavbra/protein_bert.

Competing Interest Statement
The authors have declared no competing interest.
Footnotes
	nadav.brandes{at}mail.huji.ac.il

	dan.ofer{at}mail.huji.ac.il

	michall{at}mail.huji.ac.il

	
https://github.com/nadavbra/protein_bert/


	
ftp://ftp.cs.huji.ac.il/users/nadavb/protein_bert/protein_benchmarks/







  


  
  



  
      
  
  
    Copyright 
The copyright holder for this preprint is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under a CC-BY 4.0 International license.


  


  
  



  





  


  
  



  
      
  
  
    View the discussion thread.


  


  
  



  
      
  
  
     Back to top  


  
  



			

		

		
		
			
			  
  
      
  
  
     PreviousNext 
  


  
  



  
      
  
  
    Posted May 25, 2021.  


  
  



  
      
  
  
    
	  
  
		
          
            
  
      
  
  
     Download PDF  


  
  



  
      
  
  
    Supplementary Material 
  


  
  



  
      
  
  
     Data/Code  


  
  



          

        

        
        
          
            
  
      
  
  
     Email

  
    
  
      
  
  
    
 Thank you for your interest in spreading the word about bioRxiv.
NOTE: Your email address is requested solely to identify you as the sender of this article.




  Your Email *
 



  Your Name *
 



  Send To *
 

Enter multiple addresses on separate lines or separate them with commas.




  You are going to email the following 
 ProteinBERT: A universal deep-learning model of protein sequence and function



  Message Subject 
 (Your Name) has forwarded a page to you from bioRxiv



  Message Body 
 (Your Name) thought you would like to see this page from the bioRxiv website.



  Your Personal Message 
 








CAPTCHAThis question is for testing whether or not you are a human visitor and to prevent automated spam submissions.










  


  
  



  





  


  
  



  
      
  
  
     Share  


  
  



  
      
  
  
    


		  
		  
  
      
  
  
    

      
      ProteinBERT: A universal deep-learning model of protein sequence and function
    

  
      Nadav Brandes, Dan Ofer, Yam Peleg, Nadav Rappoport, Michal Linial

  
      bioRxiv 2021.05.24.445464; doi: https://doi.org/10.1101/2021.05.24.445464 

  
  
  


  


  
  



	  

	
  
  	
  
      
  
  
    
  
    Share This Article:
  
  
    
  
  
    Copy
  


  


  
  



  

	
		  
	    
  
      
  
  
    [image: Reddit logo] [image: Twitter logo] [image: Facebook logo] [image: LinkedIn logo] [image: Mendeley logo]
  


  
  



	  

	


  


  
  



  
      
  
  
     Citation Tools

  
    
  
      
  
  
      
  
      

      
      ProteinBERT: A universal deep-learning model of protein sequence and function
    

  
      Nadav Brandes, Dan Ofer, Yam Peleg, Nadav Rappoport, Michal Linial

  
      bioRxiv 2021.05.24.445464; doi: https://doi.org/10.1101/2021.05.24.445464 

  
  
  


  

  
  	      Citation Manager Formats

        
      	BibTeX
	Bookends
	EasyBib
	EndNote (tagged)
	EndNote 8 (xml)
	Medlars
	Mendeley
	Papers
	RefWorks Tagged
	Ref Manager
	RIS
	Zotero

    

  



  


  
  



  





  


  
  



          

        

	
 	
	
	


  


  
  



  
      
  
  
    	Tweet Widget
	Facebook Like
	Google Plus One



  


  
  



  
        Subject Area

    
  
  
    	Bioinformatics




  


  
  



  
      
  
  
    


  

  
      
  
  
    
  
      
  
    Subject Areas  




  


  
  



  
      
  
  
    
  
      
  
    All Articles  




  


  
  



  
      
  
  
    	Animal Behavior and Cognition (5175)

	Biochemistry (11637)

	Bioengineering (8678)

	Bioinformatics (29011)

	Biophysics (14859)

	Cancer Biology (11996)

	Cell Biology (17261)

	Clinical Trials (138)

	Developmental Biology (9359)

	Ecology (14079)

	Epidemiology (2067)

	Evolutionary Biology (18197)

	Genetics (12183)

	Genomics (16700)

	Immunology (11788)

	Microbiology (27848)

	Molecular Biology (11469)

	Neuroscience (60459)

	Paleontology (449)

	Pathology (1860)

	Pharmacology and Toxicology (3212)

	Physiology (4913)

	Plant Biology (10342)

	Scientific Communication and Education (1678)

	Synthetic Biology (2865)

	Systems Biology (7315)

	Zoology (1634)


  


  
  

  







  


  
  



			

		

	
	
 	
	
	


    

  


      


  

    
  
  
    
  
      







  