Multiscale computer model of the spinal dorsal horn reveals changes in network processing associated with chronic pain
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Abstract

Pain-related sensory input is processed in the spinal cord before being relayed to the brain. That processing profoundly influences whether stimuli are correctly or incorrectly perceived as painful. Significant advances have been made in identifying the types of excitatory and inhibitory neurons that comprise the spinal dorsal horn (SDH), and there is some information about how neuron types are connected, but it remains unclear how the overall circuit processes sensory input. To explore SDH circuit function, we developed a computational model of the circuit that is tightly constrained by experimental data. Our model comprises conductance-based neuron models that reproduce the characteristic firing patterns of excitatory and inhibitory neurons. Excitatory neuron subtypes defined by calretinin, somatostatin, delta opioid receptor, protein kinase C gamma, or vesicular glutamate transporter 3 expression or by transient/central spiking/morphology, and inhibitory neuron subtypes defined by parvalbumin or dynorphin expression or by islet morphology were synaptically connected according to available qualitative data. Synaptic weights were adjusted to produce firing in projection neurons, defined by neurokinin-1 expression, matching experimentally measured responses to a range of mechanical stimulus intensities. Input to the circuit was provided by three types of afferents whose firing rates were also matched to experimental data. To validate our model, we ablated specific neuron types or applied other changes and compared model output with experimental data after equivalent manipulations. The resulting model provides a valuable tool for testing hypotheses in silico to plan novel experiments on SDH circuit dynamics and function.

Introduction

The spinal dorsal horn (SDH) plays a crucial role in processing somatosensory information, including pain. Sensory input conveyed to the SDH via primary afferent neurons is processed by local excitatory and inhibitory interneurons before being relayed to the brain (Todd, 2010). Superficial layers of the SDH, laminae I-II, receive noxious input responsible for nociceptive pain. Deeper layers receive predominantly innocuous tactile input but that input can be mistakenly perceived as painful if it is misprocessed (Prescott et al., 2014), resulting in mechanical allodynia, which is a common symptom in neuropathic pain conditions (Jensen and Finnerup, 2014).
The classic *Gate Control theory* emphasized the importance of pain processing at the spinal level, particularly gating achieved through synaptic inhibition (Melzack and Wall, 1965). Much is now understood about those inhibitory mechanisms and about SDH circuits in general. Early efforts to classify SDH neurons by their spiking pattern, dendritic morphology and neurochemical phenotype (Grudt and Perl, 2002; Prescott and De Koninck, 2002; Ruscheweyh and Sandkühler, 2002; Yasaka et al., 2010) have been augmented more recently by molecular techniques that identify genetically-defined neuron types (Hantman et al., 2004; Duan et al., 2014; Petitjean et al., 2015, 2019; Abraira et al., 2017; Zhang et al., 2018; Peirs et al., 2020, 2021). Even genetic techniques only offer partial cell-type categorization. For example, 85% of calretinin neurons in laminae I-II are excitatory, overall nearly half of all SDH excitatory neurons, but the remaining 15% are inhibitory. Hence, extra steps must be taken to subdivide the group into neuron types with uniform functional properties (Peirs et al., 2021). These decades of research have naturally revealed the circuitry to be much more complex than originally envisioned by Melzack and Wall (for reviews see Peirs and Seal (2016); Lechner (2017)).

Despite this progress, many unknowns remain and making sense of available data is becoming more difficult. Indeed, impressive advances in basic pain research have not yet translated into improved clinical outcomes (Yekkirala et al., 2017). One way to take fuller advantage of available data – to identify patterns, reveal knowledge gaps, and help infer function – is through multiscale computational modeling (O’Leary et al., 2015; Lytton et al., 2017; Hunt et al., 2018). Compared with other areas of neuroscience, pain research has seen relatively scant computational investigation. Various aspects of SDH neuron and circuit function have been modeled (Britton and Skevington, 1989; Prescott et al., 2006; Le Franc and Le Masson, 2010; Arle et al., 2014; Zhang et al., 2014, 2015; Ratté et al., 2015; Balachandar and Prescott, 2018; Crodtelle et al., 2019) but even the most sophisticated circuit models consider only a small fraction of available experimental data.

Here, we constructed a network model of lamina I-III that carefully incorporates the latest experimental data. Our conductance-based neuron models reproduce the characteristic spiking patterns of SDH neurons. The model also accounts for the differential input each neuron type receives from myelinated and unmyelinated primary afferents carrying information about low- and high-threshold mechanical input. Though synaptic connectivity patterns between each neuron type have been described, there is little quantitative information available about synaptic weights. We
therefore tuned synaptic weights using a parameter space search with a genetic algorithm targeted to reproduce experimentally-observed projection neuron responses to primary afferent input patterns under specific stimulus conditions. The model was able to reproduce several experimental observations including the effects of selectively activating or inhibiting/ablating specific neuron types. This publicly-available, validated model will provide a resource for testing hypotheses in silico to predict experimental results, and for integrating new experimental data to further develop the model to obtain a more quantitative, comprehensive understanding of SDH function. In particular, multiscale modeling allows for linking changes at the molecular level (i.e. druggable targets) with emergent properties at the cellular and network levels that underlie clinical symptoms.

Materials & Methods

GENERAL INFORMATION

We created a realistic spinal dorsal horn (SDH) model that reproduced network output in rodent dorsal horn during mechanical stimulation under normal conditions, pathological conditions and after experimental ablation of specific spinal neuron types. Simulations were conducted with NEURON 8.0 (Hines and Carnevale, 2001; Carnevale and Hines, 2006) using NetPyNE 0.9.7 (Dura-Bernal et al., 2019), http://netpyne.org with an integration step of 25 µs at temperature 37°C. Model building, optimization and some of the analysis were also performed using NetPyNE 0.9.7. Additional analyses were performed in MATLAB R2021a (MathWorks). The network consisted of 409 neurons from 14 population subtypes. Five seconds of simulation time took 23.4 min to run on one processor with Intel 1.2 GHz Core m3. Parallel simulations were conducted with 10 cores. Approximately 2,000 network simulations and a similar number of single neuron simulations were run to develop this model.

Genetic algorithms were used to help tune ion channel densities to reproduce the spiking pattern of each neuron type, and to tune synaptic weights to reproduce projection neuron firing rates in response to a range of mechanical stimulus amplitudes (Neymotin et al. 2017; Dura-Bernal et al. 2015; Dura-Bernal et al. 2017). Ion channel conductances were tuned to provide tonic, delayed and initial burst firing. A-type potassium and delayed rectifier potassium (Kdr) channels in soma, hillock and dendrite were optimized with the genetic algorithm to obtain the reasonable interspike intervals. Conductances of Kdr channels and Hodgkin Huxley type sodium channels were optimized with the genetic algorithm so that experimentally-obtained spike train patterns were
produced with appropriate current injection. For synaptic weights, the mean firing rate of pNK1 neurons after 50, 100 and 200 mN mechanical stimuli were set as the fitness functions; synaptic weights between afferents and neurons and between presynaptic and postsynaptic neurons were optimized. We employed a custom genetic algorithm with tournament selection, uniform crossover, Gaussian mutation and generational replacement. Population size, maximum number of generations and mutation rate were set to 100, 500 and 0.4 for all genetic algorithm fitting.

**DETAILS ABOUT NETWORK MODEL**

**CELL MODELS AND MORPHOLOGY**

The dorsal horn contains excitatory and inhibitory interneurons, and projection neurons. Starting from the morphology and conductance densities used by Zhang et al. (2014), parameters were optimized within a range of values constrained by the literature to match more closely with rodent experimental data for specific neuronal subtypes. All neurons consisted of soma, dendrites and axon initial segment (AIS). Membrane capacitance for all types of neurons was set to 1.0 µF/cm². For excitatory neurons, two distinct firing patterns - delayed and transient firing - were implemented by adjusting conductance densities (Table 1). A-type potassium current (Kₐ), which activates at subthreshold membrane potential and delays firing, was added to all excitatory neurons. In lamina II of the rodent spinal cord, delayed and transient firing are the major patterns seen in excitatory neurons, whereas tonic firing is most commonly observed in inhibitory neurons (Fig. 1) (Yasaka et al., 2010; Duan et al., 2014). We modeled transient central (eTrC) neurons with their main physiological characteristic of transient firing (Fig. 1A) which presents as brief firing within 100 msec of current onset at all amplitudes tested. Initial spike latency of delayed firing excitatory neurons decreased with increased current (Fig. 1B). Spike height of these neurons was 107 mV from holding voltage, similar to the experimental value of 110 mV. Simulated tonic firing for inhibitory neurons was similar to the experimental firing profiles with 10, 30 and 130 pA current injection (Fig. 1C). Ion channel conductance parameters are given in Table 1, except for the tonic firing pattern for which conductance values were the same as previously described by Zhang et al. (2014).
<table>
<thead>
<tr>
<th>Excitatory/inhibitory interneuron population</th>
<th>Channel</th>
<th>Conductance at dendrite (mho/cm²)</th>
<th>Conductance at soma (mho/cm²)</th>
<th>Conductance at AIS (mho/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delayed firing excitatory neurons (ePKCy, eVGLUT3, eDOR, eSST, eCR)</td>
<td>HH-type Na-1</td>
<td>0.0</td>
<td>0.08548</td>
<td>0.02375</td>
</tr>
<tr>
<td></td>
<td>HH-type Na-2 (B_Na)</td>
<td>0.0</td>
<td>1.652x10⁻⁴</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>HH-type K⁺</td>
<td>0.144</td>
<td>0.0043</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>9.33x10⁻⁴</td>
<td>0.0109</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>Kdr</td>
<td>9.6x10⁻⁶</td>
<td>1.11x10⁻⁴</td>
<td>0.01547</td>
</tr>
<tr>
<td></td>
<td>KCa</td>
<td>0.002</td>
<td>0.002</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>9.6x10⁻⁷</td>
<td>9.6x10⁻⁷</td>
<td>9.6x10⁻⁷</td>
</tr>
<tr>
<td>Transient firing excitatory neurons (eTrC)</td>
<td>HH-type Na-1</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>HH-type Na-2 (B_Na)</td>
<td>0.0</td>
<td>0.3066</td>
<td>5.147</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>1.58x10⁻⁴</td>
<td>0.04957</td>
<td>5.0x10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>Kdr</td>
<td>0.2061</td>
<td>1.06x10⁻⁵</td>
<td>0.2171</td>
</tr>
<tr>
<td></td>
<td>KCa</td>
<td>0.002</td>
<td>0.002</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>4.2x10⁻⁵</td>
<td>4.2x10⁻⁵</td>
<td>4.2x10⁻⁵</td>
</tr>
<tr>
<td>Tonic firing inhibitory neurons (iPV, iDYN and iISLET)</td>
<td>HH-type Na-1</td>
<td>0.0</td>
<td>0.008</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>HH-type Na-2 (B_Na)</td>
<td>0.0</td>
<td>3.45</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Kdr</td>
<td>0.034</td>
<td>0.0043</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>1.1x10⁻⁵</td>
<td>1.1x10⁻⁵</td>
<td>1.1x10⁻⁵</td>
</tr>
<tr>
<td>Projection neurons (pNK1)</td>
<td>HH-type Na</td>
<td>0.0</td>
<td>0.0</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>HH-type K</td>
<td>0.036</td>
<td>0.001075</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>CaAN</td>
<td>9.1x10⁻³</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>CaL</td>
<td>3.0x10⁻³</td>
<td>1.0x10⁻⁴</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>KCa</td>
<td>0.001</td>
<td>1.0x10⁻⁴</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>NaP</td>
<td>0.0</td>
<td>1.0x10⁻⁴</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>4.2x10⁻³</td>
<td>4.2x10⁻⁵</td>
<td>4.2x10⁻⁵</td>
</tr>
</tbody>
</table>

**Figure 1.** Firing patterns of isolated neurons under current clamp. (A) Transient firing of eTrC neurons compared to experimental data from (Duan et al., 2014). (B) Delayed firing seen in ePKCy, eVGLUT3, eDOR, eSST, eCR neurons compared to experimental data from (Ruscheweyh and Sandkühler, 2002). (C) Tonic firing characteristic of iPv, iDyn, and iISLET neurons compared to experimental data from (Melnick et al., 2004).  

Primary afferent neurons were not simulated as a conductance-based model; instead, they were treated as random (Poisson) input streams whose time-dependent firing rates in response to different mechanical stimulus intensities were set according to *in vivo* recordings from mice (Murthy et al., 2018; Walcher et al., 2018). Input streams representing Aβ, Aδ, and C fibers were synaptically connected to specific spinal neuron types (see below). C fibers were subdivided into peptidergic (C,TRPV1) and non-peptidergic (C,IB4) classes.

**SPINAL NEURON POPULATIONS**

In order to construct the network, inhibitory neurons were divided into three subtypes (designated by “i”) defined by their expression of parvalbumin (iPV) or dynorphin (iDyn), or by their islet morphology (iISLET). Some iPv neurons have islet morphology (Boyle et al., 2019), but in the model these two populations are implemented separately. Excitatory neurons were subdivided into six subtypes (designated by “e”) defined by their expression of protein kinase C gamma (ePKCy), vesicular glutamate transporter 3 (eVGLUT3), delta opioid receptor (eDOR), somatostatin (eSST), or calretinin (eCR) or by their transient-spiking pattern (eTrC). Previous experiment has shown substantial overlap in gene expression between different excitatory subtypes (Fig. 2A). Specifically, these studies have highlighted the overlap between different excitatory neuron populations.
expressing SST: 35% of VGLUT3-expressing neurons (Cheng et al., 2017), 63% of PKCγ-expressing neurons (Gutierrez-Mecinas et al., 2016), 67% of CR-expressing neurons (Gutierrez-Mecinas et al., 2016), and 62% of DOR-expressing neurons (Wang et al., 2018) have been shown to also express SST. Furthermore, Peirs et al. (2015) reported a 25% and 7% overlap between VGLUT3-expression with CR or PKCγ, respectively, with little to no overlap between CR and PKCγ expression. In the SDH model, each of these neuronal subtypes are described as their own population, such that the eSST population is the subset of neurons which do not also express VGLUT3, PKCγ, CR, or DOR. Some eSST and eCR neurons have vertical morphology with dorsoventral and rostrocaudal dendrites (Huang et al., 2018; Gutierrez-Mecinas et al., 2019). Projection (p) neurons are defined by the expression of the neurokinin-1 (NK1) receptor and are henceforth referred to as pNK1 neurons (Todd et al., 2000). Choi et al. (2021) recently identified subtypes of projection neurons that do not express the NK1 receptor, but Browne et al. (2019) found that 83% of neurons projecting to the parabrachial nucleus were NK1 positive.

The model contains inputs from 200 afferent fibers (20 Aβ, 20 Aδ, 80 C,IB4, and 80 C,TRPV1) and 209 spinal cord neurons (30 ePKCγ, 4 eVGLUT3, 30 eDOR, 10 eTrC, 15 eSST, 20 eCR, 15 iPV, 60 iDYN, 15 iISLET and 10 pNK1). The number of neurons and nociceptors were approximated based on the distribution of the diameters of afferent fibers measured in histological sections (Le Bars et al., 2001) and the proportion of each genetically defined neuron type (Häring et al., 2018).

NETWORK CONNECTIVITY
Neuronal connectivity of the SDH model (Fig. 2B,C) was based on recent reviews of experimental data (Peirs and Seal, 2016; Lechner, 2017), with additional connections and neurons based on more recent observations (Petitjean et al., 2015, 2019; Cheng et al., 2017; Wang et al., 2018; Smith et al., 2019). According to the previous reviews, eCR neurons were assumed to be the presynaptic neurons of eSST neurons, but eCR and eSST neurons are differentially involved in mechanical allodynia. Specifically, it was shown that eCR neurons selectively contribute to static allodynia following nerve injury (Duan et al., 2014; Petitjean et al., 2019), whereas eSST neurons contribute to both static and dynamic allodynia (Duan et al., 2014). Recent work has also demonstrated that some eCR neurons connect directly to the lamina I projection neurons (Petitjean et al., 2019; Smith et al., 2019). Based on these findings, eCR neurons were implemented separately from eSST and were
connected directly to pNK1 neurons. Cheng et al. (2017) demonstrated that ablation of eVGLUT3 neurons attenuated dynamic allodynia but not static allodynia after nerve injury. Conversely, pharmacological inhibition of ePKCγ neurons reduced both types of allodynia (Petitjean et al., 2015). These data suggest that eVGLUT3 neurons have synaptic connections with other neurons involved in dynamic mechanical stimuli in addition to their connections with ePKCγ neurons. Based on these experimental observations, a connection between eVGLUT3 and eSST neurons was implemented in the model. eDOR neurons were also simulated and connected with eSST and eCR neurons based on observations that DOR agonists inhibited the activity of eSST neurons and increased the von Frey threshold (Wang et al., 2018). Also, it was demonstrated that Aδ fibers exhibit monosynaptic or polysynaptic connections with eDOR and eSST, but not ePKCγ neurons (Wang et al., 2018), and this is therefore reflected in the model circuitry. Variability in the spike trains of neurons across a population reflects the irregularity of input from primary afferent spike trains, as well as the unique connectivity formed between each neuron with its presynaptic input. Specifically, each neuron in the presynaptic population has a 20% probability of forming a connection with a neuron in the postsynaptic population; this connection probability dictates that each postsynaptic neuron will receive input from different presynaptic neurons and thus provide heterogeneity in spiking responses across the postsynaptic population.

SYNAPSE MODELS

Excitatory synaptic transmission was mediated by AMPA, NMDA and NK1 receptors whereas inhibitory synaptic transmission was mediated by GABA and glycine receptors. Therefore, AMPA and NMDA receptors were implemented at each excitatory connection and GABA and glycine receptors were implemented at each inhibitory connection, except: NMDA receptors were not included at the C–eTrC, C–iDYN, C–iISLET synapses; glycine receptors were not included in the iISLET–eTrC, iDYN–iISLET, and iISLET–iDYN synapses (Lu and Perl, 2003). NK1 receptors were included exclusively at the C,TRPV1–pNK1, eSST–pNK1, and eCR–pNK1 synapses based on experimental findings showing overlapping expression of substance P with SST (Gutierrez-Mecinas et al., 2017) or CR (Gutierrez-Mecinas et al., 2019). The connectivity between each presynaptic and postsynaptic population is summarized in Fig. 2C. Synapses were modeled with the Exp2Syn mechanism, which is defined by rise and decay time constants, and scaled by a synaptic weight. Rise and decay time constants (ms) were: AMPA 0.1, 5; NMDA 2, 100; NK1 100,
1000; GABA\textsubscript{A} 0.1, 20; glycine 0.1, 10. Inhibitory reversal potential ($E_{ANION}$) was -70 mV and excitatory reversal potential ($E_{REV}$) was 0 mV. Synaptic weights for each presynaptic and postsynaptic connection were tuned as described in the Result section.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Synaptic connectivity of the SDH model. (A) Gene expression overlap among excitatory spinal neurons (overlap percents in with eSST in white based on eVGLUT3: Cheng et al., 2017; ePKC\textgreek{g} and eCR: Gutierrez-Mecinas et al., 2016; eDOR: Wang et al., 2018; eVGLUT3 with ePKC, eCR: Peirs et al., 2015). (B) Connectivity schematic; laminar locations indicated at right. (C) Connectivity matrix (CR: calretinin; DOR: delta opioid receptor; IB4: isoleucin B4; NK1: neuropeptide-1; PKC\textgreek{g}: protein kinase C gamma; PV: parvalbumin; SST: somatostatin; DYN: dynorphin; TrC: transient central neurons; TRPV1: transient receptor potential cation channel subfamily V member 1; VGLUT3: vesicular glutamate transporter 3).

**Results**

The portion of the dorsal horn simulated consists of the superficial laminae I-III (Fig. 2B). Activation was via experimentally-known firing-rate correlates of stimulus input. One input population arrives via fibers of types A\textbeta, projecting to 4 neuron types, 2 inhibitory and 2 excitatory, in deep lamina II and in lamina III. Nociceptive A\textalpha fibers arrive more superficially and activate 3 excitatory neuron types. Two sets of nociceptive C fibers also arrive in this superficial bundle and project together to 5 interneurons, 3 excitatory and 2 inhibitory, as well as projecting directly to the output neuron population: the pNK1 spinal projection neurons. These pNK1 neurons also receive inputs from 3 interneuron populations, 1 inhibitory and 2 excitatory. The latter 2 excitatory
populations, somatostatin (eSST) and calretinin (eCR) neurons, are both network hubs and share most inputs (eCR lacks an input from eVGLUT3). Overall, our simulations were designed to demonstrate input-output relations: skin stimulation strength, measured in milliNewtons (mN), produces activity in the network which results in projection neuron output.

Responses to mechanical stimulation

We tuned synaptic weights in the SDH model by assessing firing rates of pNK1 neurons in response to mechanical stimuli of various intensities (50, 100, and 200 mN). Mechanical stimuli were simulated at the input fiber level (Aβ, nociceptive Aδ, and C fibers) by matching firing rates observed experimentally in response to different stimulus intensities (see Method section). At the intermediate intensity tested (100 mN; Fig. 3A), activation of Aβ (brown), Aδ (gold), and C fibers (green) caused an increase in the firing rates of all excitatory and inhibitory neuron populations (except for iISLET neurons), and this resulted in an increase in pNK1 firing rates (black). Heterogeneity in the spike trains of neurons across a given population (Fig. 3A, raster plot) reflects the unique connectivity between each postsynaptic neuron with its presynaptic input (see Methods), as well as the randomness of spiking in primary afferents. At the weakest stimulus tested (50 mN; Fig. 3B, left), primarily Aβ fibers were activated. This was sufficient to activate some excitatory and inhibitory interneurons (blue and red hues, respectively), but only caused modest activation of projection neurons; ~40% of pNK1 neurons responded with 7-30 spikes over the 500 msec period. At 200 mN stimulation (Fig. 3B, right), there was a greater contribution of input from Aδ and C-fibers with no further increase in Aβ input. Because of these differences in afferent input firing rates, slightly deeper neurons such as iPV and ePKCγ neurons, which receive input predominantly from Aβ fibers, showed only mild increases in firing as the stimulus intensity was increased from 50 to 200 mN. In contrast, neurons positioned more superficially, which receive significant direct input from Aδ and C fibers, showed substantial increases in firing as the stimulus intensity changed from 50 to 200 mN.

Figure 3C compares experimental firing rates from NK1 projection neurons during mechanical stimulation (Allard, 2019) with firing rates of pNK1 neurons in the SDH model after synaptic weights were tuned (Fig. 3D). As in most neural networks, there is great variability in responses across neurons of a given type, as well as within one neuron across multiple stimulus intensities. Variability in the model is due to randomness in the timing of input (afferent) spikes.
and to randomness in synaptic connectivity (i.e. each neuron in a presynaptic population has a 20% possibility of connecting to each neuron in the postsynaptic population). We therefore present a sample of pNK1 neuron firing rates as a function of stimulation strength and compare these firing rates with firing rates previously reported in mice. At each stimulus intensity tested, the model (white, n=10) reliably reproduced the firing rates of real (grey, n=32) projection neurons (50 mN: experiment = 1.09 (0.27–4.88) spk/s, model = 0.40 (0–1.80) spk/s; 100 mN: experiment = 5.46 (0.48–11.39) spk/s, model = 3.00 (1.20–6) spk/s; 200 mN: experiment = 9.70 (2.99–21.96) spk/s, model = 11.30 (7.40–14.20) spk/s; expressed as median (IQR)).

To test that the SDH model could reproduce experimental findings (without any additional tuning of parameters), we compared the firing rates of pNK1 neurons before and after disinhibition caused by GABA_A and glycine receptor blockade (Fig. 4). We set the synaptic weights of all GABAergic and glycinergic connections to zero to simulate the blockade of these inhibitory receptors. Following inhibitory receptor blockade, the median firing rates of model pNK1 neurons increased by 14.8 spk/s at 10 mN, 39.5 spk/s at 20 mN, 64.2 spk/s at 50 mN, 64.7 spk/s at 100 mN, and 61.20 spk/s at 200 mN. The firing rates of pNK1 neurons following inhibitory receptor blockade ranged from 0–85 spk/s across all stimulus intensities. These findings were comparable to the range of firing rates (10-170 spk/s) seen experimentally in lamina I projection neurons following the application of bicuculline and strychnine to block GABA_A and glycine receptors (Allard, 2019). Importantly, following disinhibition, the firing rates of pNK1 at the lightest simulated intensities (10mN: 14.8 (7.6–19) spk/s; 20 mN: 39.5 (27.2–43.2) spk/s; expressed as median (IQR)), were consistent with experimental projection neuron firing rates in response to innocuous brush stimulation following inhibitory receptor blockade (brush: 30 (0–100) spk/s; Fig. 4, dashed line; Allard (2019)). Interestingly, inhibitory receptor blockade at 10 mN resulted in an equivalent pNK1 firing rate to that seen at 200 mN under normal stimulus conditions; consistent with disinhibition leading to mechanical allodynia. These findings validate the SDH model and further demonstrate its ability to simulate disinhibition in the context of aldynia and hyperalgesia.
Figure 3. Fitting of SDH model to data. (A) Representative spike raster and firing rate histograms by population (100 mN ongoing stimulation; firing rate histograms based on 100 ms Gaussian kernel here and in following figures). (B) Firing rate histograms at 50 (left) and 200 (right) mN stimulation. (C) pNK1 projection neuron firing rates (n=10) compared to experiment (n=32 from Allard (2019)). (D) Synaptic weight matrix of the tuned SDH model.
Figure 4. Network disinhibition (GABA_A, glycine receptor blockade) compared to experiment (dashed line: median firing rate of lamina I projection neurons in response to brush stimulation following inhibitory receptor blockade (Allard, 2019)).

Ablation of different spinal neuron populations

To further validate our model and make testable predictions for future work, we investigated changes in SDH circuit behaviour in response to ablation of different neuron types (Fig. 5). Previous experimental studies have examined the effect of ablating or silencing different spinal neuron populations, via genetic and pharmacological approaches, on changes in pain sensitivity in rodent models. Here, we used firing rates of pNK1 neurons as a biomarker indicating pain intensity in silico, where an increase or decrease in pNK1 firing rates indicates an increase or decrease in pain, respectively. This biomarker is consistent with previous experimental work which demonstrated that selective ablation of NK1 receptor positive projection neurons in lamina I attenuates allodynia and hyperalgesia in rodents (Mantyh et al., 1997; Nichols et al., 1999), as well as more recent work showing that their selective activation evokes behaviours associated with stress and anxiety (Choi et al., 2021).

In the context of mechanical allodynia, recent work by Petitjean et al. (2015) demonstrated that ablation of PV neurons by saporin decreased mechanical threshold (i.e. increased sensitivity) to von Frey stimulation in mice. Interestingly, this mechanical allodynia in PV-ablated mice was reversed following inhibition of PKCγ neuron activity by γV5-3 application. To examine the effects of iPV ablation in the SDH model, we set the number of iPV neurons to zero while leaving all other aspects of the model unchanged, and measured the firing rate of pNK1 neurons. Ablation of iPV neurons increased pNK1 median firing rates by 154.25x from 0.4 to 61.70 spk/s at 50 mN (Fig.
and 6.19x from 11.30 to 70 spk/s at 200 mN (Fig. 5Ah), indicating an increased pain response at these intensities compared to control conditions (Fig. 5Aa,g). ePKCγ neurons were the excitatory spinal neurons most affected by the loss of iPV neurons, which drastically increased their firing rate (Fig. 5Ab,h). In agreement with experimental findings (Petitjean et al., 2015), simultaneous ablation of ePKCγ neurons mitigated the increased pNK1 firing rate caused by ablation of iPV neurons (Fig. 5Ac,i). In our SDH model, iPV neurons inhibit ePKCγ and eDOR neurons, but not eSST neurons, which offer an alternate path for low-threshold inputs to reach pNK1 neurons. Ablating eDOR neurons had little to no effect on the increased pNK1 firing following iPV ablation (Fig. 5Ad,j) whereas ablating eSST neurons decreased pNK1 neuron firing (Fig. 5Ae,k), but not as significantly as ePKCγ ablation. Finally, ablating ePKCγ, eDOR, and eSST neurons blocked the increase in pNK1 firing rate caused by iPV ablation at both 50 mN (Fig. 5Af) and 200 mN (Fig. 5Al). Beyond demonstrating the importance of polysynaptic circuits for Aβ input to reach pNK1 neurons, these results demonstrate that multiple routes exist within those circuits.

Figure 6 explores some of those additional routes. For instance, the eSST neurons that escape inhibition by iPV neurons are instead inhibited by iDYN neurons. Ablation of iDYN neurons increased pNK1 firing at 200 mN (red, Fig. 6), but less so than might have been expected from the results of Duan et al. (2014) (see Discussion). Ablation of other major excitatory neurons populations (Fig. 6) – eCR (purple) and eVGLUT3 (blue) – reduced pNK1 firing rates at both 50 mN (not shown) and 200 mN, consistent with the results of Petitjean et al. (2019) and Cheng et al. (2017), respectively. These simulation results help validate our SDH model insofar as the model qualitatively reproduces several experimental observations without parameter re-tuning.
Figure 5. Effect of iPV neuron ablation on pNK1 firing depends on excitatory interneurons. (A) Firing rate histograms at 50 mN (a-f) and 200 mN (g-l) stimuli following ablation of specific populations (control: a,g; ablations of iPV:b,h; iPV+ePKCγ:c,i; iPV+eDOR:d,j; iPV+eSST:e,k; iPV+ePKCγ+eDOR+eSST:f,l). (B) Data summary with ablations indicated by minus signs.

Figure 6. Effects of additional neuron type ablations on pNK1 response to 200 mN stimulation.
**Effect of chloride dysregulation on SDH circuit behaviour**

Synaptic inhibition is critical for proper processing of somatosensory stimuli in the SDH network. Following nerve injury, synaptic inhibition is reduced in the spinal cord such that innocuous “touch” signals are misperceived as painful. This so-called disinhibition in SDH can result from multiple different mechanisms including inhibitory receptor blockade (see Fig. 4) or chloride dysregulation, which results from downregulation of the potassium-chloride cotransporter 2 (KCC2), which in turn causes a depolarizing shift in the anion reversal potential ($E_{\text{ANION}}$). Recent work has explored the effects of chloride dysregulation on SDH neurons (Keller et al., 2007; Lee et al., 2019), but the effect of these cellular-level changes on circuit-level function remains to be investigated. As such, using our model we investigated the effect of depolarizing $E_{\text{ANION}}$ from -70 to -50 mV on excitatory-inhibitory (E-I) balance in the SDH network and subsequent pNK1 firing rates. A global shift in $E_{\text{ANION}}$ (i.e. in all spinal neurons) resulted in increased firing in excitatory (blue hues) and inhibitory (red hues) spinal neuron populations, as well as a net increase in pNK1 (black) firing rates (Fig. 7A, center left column). This increase in pNK1 firing rates following a 20 mV global shift in $E_{\text{ANION}}$ was consistent across all stimulus intensities (Fig. 7B, grey boxes).

We also applied the depolarizing $E_{\text{ANION}}$ shift individually to either excitatory or inhibitory spinal neurons. When applied only to excitatory neurons, the shift resulted in increased firing rates in excitatory spinal neuron populations (Fig. 7A, center right column) and a greater increase in pNK1 firing rates (blue boxes; Fig. 7B) compared to those seen during the global $E_{\text{ANION}}$ shift (grey boxes; Fig. 7B). Conversely, the same shift in only inhibitory spinal neurons resulted in increased firing rates in inhibitory spinal neuron populations (Fig. 7A, rightmost column) and little to no change, or even a small decrease, in pNK1 firing rates across all stimulus intensities (Fig. 7B, red boxes). The difference in pNK1 firing rates (Fig. 7B) seen during an $E_{\text{ANION}}$ shift in all spinal neurons (grey) compared to only in excitatory neurons (blue) suggests that increased excitation of inhibitory spinal neurons may help mitigate the effect of increased excitation of excitatory spinal neurons during chloride dysregulation. Together with our validation work in GABA$_A$ and glycine receptor blockade (Fig. 4), these results further validate the ability of the SDH model to reproduce experiment findings related to disinhibition, as well as provide new insight into E–I balance following chloride dysregulation in the SDH network.
Disinhibition due to a depolarizing shift in $E_{\text{ANION}}$. (A) Firing rate histograms. (B) Data summary across stimulus intensities.

**Effect of pharmacological manipulation of $K_A$ channels**

$A$-type potassium ($K_A$) channels regulate neuronal excitability at subthreshold potentials in many types of neurons. In the spinal dorsal horn, $Kv4.2$ and $Kv4.3$ subunits are selectively expressed in excitatory neurons (Huang et al., 2005; Haring et al., 2018) and have been implicated in pain sensitivity (Chien et al., 2007; Duan et al., 2012). Based on the contribution of excitatory neurons to polysynaptic circuits that relay low-threshold input to pNK1 neurons, we hypothesized that $K_A$ channels represent another gating mechanism (beyond synaptic inhibition) that is liable to be important for mechanical allodynia.
We therefore simulated the effect of enhancing or suppressing the conductance of $K_A$ channels in excitatory interneurons. Theoretically, inhibiting $K_A$ channel conductance should increase the firing rate of excitatory spinal interneurons and thus lead to an increase in pNK1 firing. As predicted, incremental blockade of these channels in the model led to a gradual increase in pNK1 firing at 200 mN (Fig. 8). The median firing rate of pNK1 increased from 11.30 spk/s to 95.90 spk/s following complete blockade of $K_A$ channels (0% of baseline; Fig. 8). The firing rate of pNK1 neurons following a decrease in $K_A$ conductance to 40% of its baseline was comparable to that after disinhibition caused by inhibitory receptor blockade at 200 mN mechanical stimulus in our model (Fig. 4), suggesting that blockade of $K_A$ channels could lead to allodynia. The firing rate of excitatory neurons, including ePKCγ, eSST, eCR, eVGLUT3, and eDOR neurons, were also increased (data not shown). Conversely, at 160% of the baseline $K_A$ conductance, the median pNK1 firing rate decreased from 11.30 spk/s to 0.9 spk/s where they plateaued indicating a floor effect of $K_A$ enhancement.

![Figure 8. Effect of A-type potassium ($K_A$) channel block (0%) and enhancement on NK1 firing rate to 200 mN mechanical stimulus.](image)

**Effect of NK1 receptor blockade on disinhibition**

In this study we used an increase in pNK1 neuron firing as a biomarker for pain. NK1 receptor blockade has been shown to attenuate both mechanical allodynia and hyperalgesia in rodents (Cahill and Coderre, 2002). As such, we simulated the response NK1 receptor blockade in the SDH model (Fig. 9). Under 10 mN control conditions (Fig. 9Aa), there was no firing in pNK1 neurons since...
the polysynaptic input from Aβ fibers is blocked by spinal inhibitory mechanisms (Fig. 9A). At 200 mN, NK1 receptor blockade resulted in a decrease in pNK1 firing rates (Fig. 9Af) compared to control conditions (Fig. 9Ae). As previously shown, disinhibition unmasks significant Aβ fibers input to pNK1 neurons (see Figs. 4 and 7). The increase in pNK1 firing rates caused by GABA_A and glycine receptor blockade (Fig. 9Ac,g) was dramatically attenuated by NK1 receptor blockade for 10 mN (Fig. 9Ad) and 200 mN (Fig. 9Ah) stimulation, consistent with NK1 receptors contributing to mechanical allodynia and hyperalgesia, respectively. These findings are summarized in Fig. 9B and demonstrate the prediction that NK1 receptor blockade attenuates the effect of disinhibition.

Figure 9. NK1 receptor blockade modulates the effect of disinhibition. (A) Firing rates (10 mN a-d; 200 mN e-h) with receptor blocks noted at bottom of B. (B) Data summary.
Discussion

In this study, we built and validated a model of the spinal dorsal horn (SDH) network. Ion channel conductance densities of known SDH neuron types and synaptic weights were tuned so that pNK1 neuron firing rates, the network output, reproduced activity recorded during hind paw stimulation. Using these parameters, we reproduced experimental data of SDH changes following experimental manipulations: GABA_A/glycine receptor blockade and ablation/silencing of specific neuron types. The validated model was then used to make experimentally testable predictions. A theme that emerges from these simulations is the importance of synaptic inhibition in gating transmission of low-threshold inputs via excitatory interneurons.

Model construction and validation

Accumulated information about intrinsic neuron properties (Fig. 1) and synaptic connectivity (Fig. 2C) were used to create the starting model. After tuning conductance densities to reproduce single-neuron current-clamp spiking patterns, we tuned synaptic weights (Fig. 3D) using experimental data reporting lamina I projection neuron responses to mechanical stimulation (Allard, 2019), and separate experimental data reporting primary afferent responses to comparable stimuli (Murthy et al., 2018; Walcher et al., 2018). This set of weights is not an exclusive parameter set due to solution degeneracy (see below) but, importantly, the resulting model successfully reproduced several other results.

To test model generalization to conditions it was not designed on, we simulated experimental manipulations that have been shown to modulate projection neuron firing, or that are inferred to do so given their impact on pain behavior. Our model quantitatively reproduced the elevated projection neuron firing (Fig. 4) observed by Allard (2019) after blocking GABA_A and glycine receptors. It also reproduced the inferred increase in output caused by ablating iPV neurons and the mitigation of that effect by silencing ePKCγ neurons (Fig. 5), consistent with Petitjean et al. (2015). This is also consistent with Boyle et al. (2019), though we did not simulate presynaptic inhibition. Our model also reproduced the inferred decrease in output caused by ablating eCR neurons (Fig. 6), consistent with Petitjean et al. (2019) (notwithstanding Duan et al. (2014)). Our model also confirmed the importance of eVGLUT3 neurons (Fig. 6), consistent with Cheng et al. (2017). Ablating iDYN neurons caused only a modest increase in output in our model (Fig. 6),
contrary to the large effect reported by Duan et al. (2014). These successes serve to validate our model and the one inconsistency highlights biological redundancy (see below) rather than a fundamental flaw in the model.

**Biological insights emerging from the model**

Comparing results in Figures 5 and 6 suggests that inhibitory input from iPV neurons is more critical for gating low-threshold input to pNK1 neurons than inhibitory input from iDYN neurons. Ablating iDYN neurons in our model had a smaller effect than reported by Duan et al. (2014), which suggests that we underestimated the weight of iDYN synapses onto eSST and eCR neurons. This is possible because inhibition mediated by iDYN and iPV neurons is mostly redundant, with iDYN neurons inhibiting excitatory neurons immediately presynaptic to pNK1 neurons whereas iPV neurons inhibit excitatory further upstream (Fig. 2B). Based on this connectivity, iPV and iDYN neurons are each sufficient to gate the polysynaptic circuit relaying low-threshold inputs to pNK1 neurons. But this network structure predicts that ablating iPV neurons should not have a large effect (contrary to Petitjean et al. (2015)) when inhibitory input from iDYN neurons remains intact; the relative contribution of iPV and iDYN neurons may reflect the type of mechanical stimuli tested (see below). The data used to tune synaptic weights in Figure 3 did not allow us to resolve inhibition from iPV neurons from inhibition mediated by iDYN neurons. Nor can the source of inhibition be resolved from experiments blocking GABA<sub>A</sub>/glycine receptors or shifting <i>E<sub>ANION</sub></i> since inhibition is disrupted regardless of the type of presynaptic neurons.

For simulations in Figure 5, we silenced three different types of excitatory interneurons – ePKCy, eSST, and eDOR – alone and in combination to explore their contribution to driving pNK1 neuron firing after loss of inhibition from iPV neurons. Input relayed via ePKCy was largest, but eDOR neurons (also inhibited by iPV neurons) and eSST neurons (not inhibited by iPV neurons) also contributed. Simulation results in Figure 6 are also consistent with low-threshold input reaching pNK1 neurons via multiple pathways. Past experiments have emphasized the role of excitatory interneurons in mechanical allodynia (Torsney and MacDermott 2006; Santos et al. 2007; Wang et al. 2013; Duan et al. 2014; Christensen et al. 2016), but our results highlight the multiplicity of routes through this interconnected circuit. Different types of stimuli (e.g. punctate pressure vs brush) may preferentially utilize certain routes, making certain routes more or less important for static vs dynamic allodynia (Duan et al., 2014). It is also likely that different chronic...
pain states (e.g. inflammatory vs neuropathic) are associated with different pathological changes that disrupt sensory processing in different ways (Peirs et al., 2021).

When we blocked inhibition, the weakest stimulus tested (10 mN) evoked pNK1 neuron firing comparable to that evoked under normal conditions by the strongest stimulus tested (200 mN), consistent with allodynia caused by loss of spinal inhibition (see Prescott 2015 for review) (Fig. 4). Blocking GABA_A and glycine receptors (Fig. 4) caused disinhibition comparable to a large (20 mV) depolarizing shift in E_{ANION} (see Fig. 7), consistent with experiments by Lee and Prescott (2015). The depolarizing shift in E_{ANION} caused by KCC2 downregulation occurs in both excitatory and inhibitory interneurons (Lee et al., 2019) but simulating an E_{ANION} shift selectively in excitatory interneurons caused more disinhibition than a global shift (Fig. 7), predicting that disinhibition of inhibitory neurons (which enhances inhibitory interneuron firing) can mitigate the effect of reduced chloride driving force. Our simulation results also predict that reducing the intrinsic excitability of excitatory interneurons (Fig. 8) or reducing substance P-NK1 receptor transmission from eSST and eCR neurons onto pNK1 neurons (Fig. 9) can reduce the activation of pNK1 neurons by low-threshold inputs, independent of the inhibitory gating.

**Model limitations and outlook for future simulations**

Combinations of synaptic weights other than those depicted in Figure 3D can produce similar pNK1 neuron firing rates, as already discussed in the context of inhibitory input from iPV and iDYN neurons. This is because the model is relatively unconstrained for many reasons. First, quantitative information about many properties (e.g. the numbers of each neuron type, the probability of connection between neuron types, etc.) is unclear or altogether lacking. We have estimated such parameters based on the best available evidence. Second, even for parameters that can be tuned to reproduce experimental data such as neuron spiking patterns (see Fig. 1), there is significant heterogeneity within each neuron type – including quantitative variations in excitability as well as qualitative differences in spiking pattern (Balachandar and Prescott, 2018) – and there is also heterogeneity in the synaptic weights connecting neurons of particular types. Neither source of heterogeneity has been accounted for in the current model because relatively little is known about the underlying parameter distributions, or indeed if they can be fit by statistical models. That said, some heterogeneity is built into the model in the form of irregular primary afferent spike trains and random connectivity between neuron types. Third, complex systems are often degenerate, meaning
equivalent output can be achieved on the basis of different parameter combinations (Edelman and Gally 2001; Prinz et al. 2004). Measuring many different aspects of cellular and network function can provide more constraints and a better fitted model, but this is fundamentally limited by biological degeneracy, which is to say there is no one set of parameters that uniquely describes the SDH network, even before considering variations that undoubtedly exist between each individual of a species. Despite these limitations, data-driven multiscale modeling can reveal important knowledge gaps to direct future experiments. Subsequent use of the resulting experimental data is then used to revise the model in an iterative manner to yield mechanistic insights that could not emerge from any particular data set considered in isolation. Indeed, increasing computing power and techniques emerging from artificial intelligence facilitate exploration of such high-dimensional data sets, as well as assisting in the model building itself.

In summary, we have built a model of the SDH circuit. The model was able to reproduce several experimental results, and was able to highlight and suggest explanations for apparent discrepancies in the experimental literature such as the role of iPV vs iDYN neurons. Integrating independent data sets into the model serves not only to strengthen the model, but will also lead to a more cohesive and quantitative understanding of pain processing. This will, we hope, help disentangle how the many pathological changes in the SDH caused by inflammation or nerve injury disrupt pain processing (Prescott et al., 2014) so that robust therapies can be more efficiently developed.
Conflict of Interest: The authors declare no conflicts of interest.

Acknowledgments: This research was supported by New York State Spinal Cord Injury Research Grant (DOH01-C32250GG-3450000 2017-2022; SD, WL); NIH NIMH R01MH086638 (WL); NIH U24EB028998 (SD), NSF 1904444-1042C (SD, WL); CIHR Foundation Grant 167276 (SAP); Restracomp Scholarship from the Hospital for Sick Children (LM).

Author Contributions: KS, LM, SD, SAP, and WWL conceived and designed the study. KS and LM conducted simulations and analyzed data. KS, LM, SD, SAP and WWL wrote the final paper.
References


Lee KY, Ratté S, Prescott SA (2019) Excitatory neurons are more disinhibited than inhibitory neurons by chloride dysregulation in the spinal dorsal horn. eLife 8:e49753.


