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Abstract 

Chromatin-associated RNA (caRNA) is a vital component of the interphase nucleus; yet its 
distribution and role in the 3D genome organization remain poorly understood. Here, we map 
caRNA’s spatial distribution on the 3D genome in human embryonic stem cells, fibroblasts, and 
myelogenous leukemia cells. We find that the relative abundance of trans-acting caRNA on DNA 
reflects the 3D compartmentalization, and the caRNA’s sequence is predictive of its spatial 
localization. We observe localized caRNA-genome interactions that span several hundred 
kilobases to several megabases. These caRNA domains correlate with chromatin loops and 
enhancer-promoter interactions. Global reduction of caRNA abundance increases the number of 
chromatin loops and strengths, which could be reversed by suppression of caRNA’s electrostatic 
interactions. These results indicate that caRNA regulates chromatin looping, at least in part 
through RNA’s electrostatic interactions.   
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Introduction 

After initial debates 1, chromatin-associated RNA (caRNA) has been recognized as a “widespread 
component of interphase chromosomes” rather than artificial degradation product 1-6. The 
contemporary definition of caRNA is any RNA that is physically associated with chromatin, which 
includes the nascent transcripts and fully transcribed RNAs that are retained on or recruited to 
chromatin 4,7. caRNA can regulate gene transcription 8-17 and post-transcriptional RNA processing 
and localization 18,19. These regulatory roles often depend on caRNA’s nuclear localization 7,13,20-

22. However, the spatial organization of caRNAs has not been systematically characterized. Here, 
we generate and combine genome-wide caRNA-DNA 7,23-26 and DNA-DNA 27,28 interaction maps 
to describe the spatial distribution of caRNAs in the nucleus and their role in 3D genome 
organization.  

To map the associated genomic sequence of each caRNA, we used in situ Mapping of RNA-
Genome Interaction (iMARGI) 18,24 to generate genome-wide RNA-DNA interaction maps. iMARGI 
captures RNA-genome interactions by proximity ligation followed by reverse transcription of RNA 
and high-throughput paired-end sequencing 24. To describe the 3D organization of the genome, 
we used in situ Hi-C (Hi-C) 27,28 to detect long-range chromatin interactions genome-wide 27,28 and 
PLAC-seq to detect the long-range chromatin interactions at selected genomic regions 29. We 
also used the genome’s nuclear compartmentalization states (“SPIN states” 30) relative to nuclear 
speckles, nuclear lamina, and putative nucleoli, derived from integrating TSA-seq 31, DamID 32, 
and Hi-C based on a probabilistic graphical model 30. Combining these data, we investigate the 
spatial organization of caRNA and its relationship to the 3D genome organization features, 
including A/B compartments, topologically associating domains (TADs), and chromatin loops.  

There is yet no consensus on how caRNA is expected to impact long-range chromatin interactions. 
On the one hand, a high-level of caRNA is thought to suppress chromatin looping 33. This 
suppressive impact depends on caRNA’s electrostatic property (ionic charge), where a high-level 
of caRNA promotes dissolution of condensates or liquid droplets, thus releasing interacting cis-
regulatory sequences 33-37. On the other hand, caRNA is believed to promote chromatin 
interactions 22,33,38-40. This active role likely depends on caRNA’s ability to trap chromatin binding 
proteins or facilitate protein-protein interactions, including those that promote DNA looping, in the 
physical vicinity of cis-regulatory sequences 22,33,38,39. To highlight this scaffolding nature in 
contrast to caRNA’s electrostatic property, hereafter we call caRNA’s ability to serve as a 
structural material as caRNA’s architectural property. In this work, we report that a genome-wide 
reduction of caRNA promotes chromatin looping. Further, we reconcile caRNA’s seemingly 
opposite impacts to chromatin interactions by accounting for the relative impacts of caRNA’s 
electrostatic property (suppressive impact) and architectural property (promotive impact) on 
different genomic regions.  

To delineate caRNA’s role in the 3D genome organization, we treated human embryonic stem 
cells with ammonium acetate (NH4OAc) to disrupt RNA’s electrostatic interactions (the 
interactions due to electric charges”) 41-43, Flavopiridol (FL) to suppress transcription elongation 
44-46, and RNase A 36,47 to reduce caRNA, and generated Hi-C and iMARGI datasets after every 
treatment. We report a tradeoff between caRNA’s suppressive and promotive impacts to 
chromatin interactions (Supplementary Figure S1). caRNA’s architectural property exhibits a 
greater impact outside loop anchors, where caRNA primarily promotes chromatin interactions. On 
the loop anchors, caRNA’s electrostatic property 33 exhibits a greater impact, where a high-level 
of caRNA suppresses chromatin looping.  
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Results 

RNA attachment level (RAL) reflects their target genomic sequences’ spatial 
compartmentalization  

We generated iMARGI data from human embryonic stem (H1), foreskin fibroblast (HFF), and 
chronic myelogenous leukemia (K562) cells in duplicates and compared them with Hi-C data from 
the same cell types (Table S1). We derived the A/B compartment score based on the Hi-C contact 
matrix’s first eigenvector 48 (a.k.a. A/B compartment score, Figure 1a), and the relative amount of 
caRNA attached to every genomic region based on iMARGI’s RNA attachment level (RAL, 
defined as the number of iMARGI read pairs with the DNA ends mapped to this genomic segment 
23, purple curve, Figure 1a, Supplementary Figure S2). Hi-C contact matrix’s first eigenvector 
exhibited a genomewide correlation with RAL (p-value < 2e-16, one way ANOVA) (Figure 1b, 
Supplementary Figure S2), suggesting an association of the genome’s spatial 
compartmentalization and caRNA distribution.  

To test if different species of caRNAs have the same distribution on the genome, we separately 
analyzed the Alu-containing caRNA (Alu-caRNA) and LINE1-containing caRNA (L1-caRNA). Both 
Alu-caRNA and L1-caRNA’s RALs exhibit similar genome-wide distributions as the RAL of all the 
caRNAs (Supplementary Figure S3), suggesting both trans-interacting Alu-caRNA and L1-caRNA 
are enriched in the A compartment. The enrichment of trans-interacting L1-caRNA in the A 
compartment does not correlate with the relative depletion of LINE1 genomic repeats in the A 
compartment 49,50. However, the ratio of Alu-caRNA’s RAL vs. L1-caRNA’s RAL exhibits a 
genome-wide correlation with the A/B compartment score (Supplementary Figure S3). These data 
suggest that it is the relative levels of Alu-caRNA vs. L1-caRNA that correspond to the genome’s 
A/B compartments, and thus not all caRNAs’ distributions on the genome are the same.  

We next compared caRNA-DNA interactions with the compartmentalization of the chromatin 
relative to various nuclear bodies. We identified 9 nuclear compartmentalization states (SPIN 
states) 30 (Figure 1a, Supplementary Figure S4). We removed any iMARGI read pairs where the 
RNA and DNA ends were mapped to within 10 Mb on the same chromosome to filter out 99.99% 
of the read pairs mapped within any contiguous genomic region of the same SPIN state 
(Supplementary Figure S4). The RNAs transcribed from 6,623 genes exhibited specificity in 
targeting the genomic sequences of some SPIN states (BH adjusted p-value < 0.01, Chi-square 
test, degrees of freedom = 8, Supplementary Figure S5a). For a simple visualization, we projected 
the RNA-SPIN state matrix (Supplementary Figure S5a) to a two-dimensional space by UMAP 51, 
where each dot corresponds to an RNA and the UMAP preserves RNA-to-RNA similarities of the 
nuclear localizations of each RNA’s target genomic regions (Figure 1c, d).   

Next, we asked if any sequence feature of the caRNA correlates with the 3D localization of their 
targets. We tested 15 features, including lincRNA (whether this RNA is a lincRNA), gene length, 
5’ UTR length, 3’ UTR length, exon/intron length ratio, the proportion (by length) of LINE/L1, 
LINE/L2, SINE/Alu, SINE/MIR, LTR/ERVL, LTR/ERVL-MaLR, LTR/ERV1, DNA/hAT, DNA/TcMar, 
and simple repeats. Both LASSO 52 and Generalized Linear Model (GLM) identified the same four 
features as the most predictive (Supplementary Figure S5b), namely exon/intron length ratio 
(Figure 1c), gene type/lincRNA (Figure 1d), SINE/Alu, and 3’ UTR length as associated with the 
target genomic sequences’ SPIN states. Using these four features, GLM predicted the target 
genomic sequences’ SPIN states with an average area under the ROC curve (AUC) of 0.854 

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted June 11, 2021. ; https://doi.org/10.1101/2021.06.10.447969doi: bioRxiv preprint 

https://doi.org/10.1101/2021.06.10.447969


based on 5-fold cross validations (Supplementary Figure S5c). The area under precision-recall 
curve (AUPR) was 0.588, as compared to a prediction baseline AUPR of 0.216 (Supplementary 
Figure S5d). For external validations, we tested the model trained with H1’s data on HFF’s and 
K562’s iMARGI data and SPIN states, which yielded an AUC of 0.795 for HFF (Figure 1e) (AUPR 
= 0.623, baseline AUPR = 0.327, Supplementary Figure S5d) and 0.777 for K562 (Figure 1e) 
(AUPR = 0.525, baseline AUPR = 0.258, Supplementary Figure S5d). These data suggest that 
several sequence features are predictive of the RNA’s target genomic sequences’ 3D localization.  

RNA-DNA interactions are limited to within TADs  

Most TADs, in which “DNA sequences interact with each other more frequently than with the 
sequences outside”53, were either enriched or depleted with iMARGI read pairs (Figure 1f, 
Supplementary Figure S6a). Throughout the genome, the RNAs transcribed from within each 
TAD were more frequently attached to the genomic regions in the same TAD than to this TAD’s 
flanking regions (p-value < 2.2e-16, t test) (Figure 1g). Conversely, the RNAs transcribed from 
the genomic sequences outside a TAD were more frequently associated with the flanking 
sequences (p-value = 3e-4, t test) (Supplementary Figure S6b). These data suggest that TADs 
are also self-interacting genomic regions of caRNA-DNA interactions.  

caRNA-DNA contacts are stronger inside chromatin loops  

We asked whether RNA-DNA contacts more often appear within loops 27 than other parts of the 
genome. We used the Hi-C density ratio (HDR) to quantify the enrichment of Hi-C read pairs 
inside each loop as compared to this loop’s nearby genomic regions (Methods, Supplementary 
Figure S7a) and iMARGI density ratio (MDR) to quantify the enrichment of iMARGI read pairs 
inside each loop (Methods, Supplementary Figure S7b). A total of 2,473 chromatin loops were 
identified based on H1’s Hi-C data (a total of 616 million read pairs in the untreated H1 cells, 
Table S1b). MDRs were larger in the loops than in the randomly shuffled genomic regions that 
matched the loop number and loop size distribution (p-value < 1e-5, Wilcoxon test), suggesting a 
genome-wide tendency of more caRNA-DNA interactions within loops than other genomic regions. 
For example, the two anchors of a loop near the MEGF6 gene demarcated extensive caRNA-
DNA interactions within this loop (Figure 2a). We repeated this analysis with a micro-C dataset 
generated from the H1 cells that has a deeper sequencing depth (3.22 billion read pairs in total, 
Accession ID: 4DNES21D8SP8) 54 than our Hi-C dataset, which yielded 30,220 chromatin loops, 
and the MDRs remained larger in the loops than randomly shuffled genomic regions with matched 
the loop number and loop sizes (p-value < 2.2e-16, Wilcoxon test).  

Among the loops, the high-HDR loops were associated with the high-MDR loops (442 high-HDR 
loops vs. 239 high-MDR loops, p-value = 3e-11, Chi-square test) (Supplementary Figure S7c). As 
an alternative approach to the HDR analysis, we called loop domains (the loops with strong within-
loop Hi-C contacts) as previously described55. Consistently, the identified loop domains were also 
enriched with high-MDR loops (620 loop domains vs. 442 high-MDR loops, p-value = 5.5e-4, Chi-
square test) (Supplementary Figure S7c). These data suggest that a loop with strong within-loop 
DNA-DNA interactions tend to exhibit strong within-loop RNA-DNA contacts.  

caRNA domains: chromatin domains demarcated by localized caRNA-DNA interactions 

Inspired by the discovery of TADs from Hi-C’s contact matrix 53, we asked whether there is any 
recurring pattern in iMARGI’s contact matrix, where the rows represent iMARGI’s read pairs’ RNA 
ends and the columns represent the corresponding DNA ends 24 (Figure 2a, b, Supplementary 
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Figure S8a). A notable difference to Hi-C’s symmetric contact matrix is that iMARGI’s contact 
matrix is asymmetric. This is because a caRNA transcribed from location A interacting with the 
DNA in location B, denoted in the (A,B)th entry of iMARGI’s contact matrix, does not always have 
a reciprocal interaction, denoted in the (B,A)th entry.    

Rectangular blocks of high-value entries emerged as a recurring pattern from iMARGI’s contact 
matrix (Figure 2a, b). We identified the rectangular blocks by using HOMER to call peaks on the 
rows of the contact matrix (row peaks), and in each row peak using HOMER to call one strongest 
peak in the columns (column peak). A pair of row peak and column peak defines a rectangular 
block. We identified 3,217, 2019, and 2,468 rectangular blocks from H1, HFF, and K562’s iMARGI 
data (Supplementary Figure S8b).  

All the identified rectangular blocks overlap with the diagonal entries of iMARGI’s contact matrix, 
suggesting that they represent localized caRNA-genome interactions where a caRNA’s target 
genomic sequences are near this caRNA’s gene. These rectangular blocks’ heights (tens to 
hundreds kilobases) that correspond to the caRNAs are usually smaller than their widths (several 
hundred kilobases to several megabases) that correspond to the caRNA’s target genomic regions 
(Supplementary Figure S8a, c), suggesting a caRNA usually interacts with its own gene and its 
own gene’s flanking genomic regions. Each rectangular block corresponds to a unique chromatin 
domain, characterized by localized caRNA-DNA interactions. Hereafter we term such domains 
“caRNA domains”. The rectangles’ heights are similar to the lengths of the longest genes 
overlapping with each rectangle’s y coordinates (Supplementary Figure S8e, f, g), suggesting that 
most caRNA domains are decorated by the caRNAs of single genes.     

Co-localization of caRNA domains and DNA loops  

We asked whether caRNA domains overlap with chromatin loops. We call a caRNA domain 
colocalized with a DNA loop if this caRNA domain overlaps with at least one anchor of this loop. 
Of the H1 cells’ 2,473 DNA loops, 1,067 (43.1%) overlapped with caRNA domains (3,217 caRNA 
domains in H1 cells) (p-value < 9.3e-12, Chi-square test), suggesting a genome-wide 
colocalization of caRNA domains and loops.  

Among the 1,067 loops that colocalized with caRNA domains, 600 (56.2%) involved a promoter 
as a loop anchor (p-value = 7.2e-4, degree of freedom = 1, Chi-square test), suggesting a 
genome-wide association of promoter-participating loops with caRNA domains. For example, the 
BLCAP’s promoter formed loops with 3 downstream anchors, and the transcripts originated from 
the genomic sequence near BLCAP’s promoter spread across approximately 300 kb genomic 
regions to reach the three downstream anchors (Figure 2b).  

Then, we identified each promoter’s interacting sequences (PINS) from PLAC-seq (Table S1) and 
categorized promoters into two groups, namely those with and without PINS. The caRNA-DNA 
interactions surrounding the promoters with PINS were stronger than those surrounding the 
promoters without PINS (Figure 2c). We also compared PINS’ positions (upstream or downstream 
to TSS) with the caRNA domains’ positions. The ratio of the numbers of PINSs that are upstream 
and downstream to a TSS (PINS asymmetric ratio) correlated with the ratio of the upstream and 
the downstream length (with respect to the TSS) of the caRNA domain overlapping with this 
promoter (RNA asymmetric ratio) (SCC = 0.85, p-value < 1e-32, permutation test) (Figure 2d). 
Thus, if a promoter has more upstream PINSs than downstream PINSs, the caRNA domain 
overlapping with this promoter tends to extend further to the upstream direction, and vice versa.     
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Transcription arrest increases whereas RNase treatment decreases Hi-C’s contact 
frequencies at submegabase distances 

We treated H1 cells with NH4OAc, FL, and RNase A based on established protocols (NH4OAc 
42, FL 44, RNase A 36) (Supplementary Figure S9). NH4OAc is established to disrupt RNA’s 
electrostatic interactions in living cells by providing monovalent cations without perturbing 
intracellular pH 42. To check the expected effects of the three treatments, we immunostained 
nuclear speckle-associated proteins SON 56 and SC35 57 in control and each treatment. NH4OAc 
reduced SON and SC35’s foci (p-value = 0.001 for SON, 0.009 for SC35, Wilcoxon test) (Figure 
3a, b, Supplementary Figure S10), consistent with the role of RNA’s electrostatic interactions in 
maintaining nuclear speckles 42. Conversely, FL made SON and SC35 foci larger and more 
distinct 58 (Figure 3c, Supplementary Figure S10). RNase A increased SON and SC35’s foci (p-
value = 0.034 for SON, 0.010 for SC35, Wilcoxon test) (Figure 3d, Supplementary Figure S10), 
consistent with the observations that “low RNA/protein ratios promote phase separation into liquid 
droplets” 37 and condensate formation 33.  
 
We generated Hi-C and iMARGI data after each treatment in duplicates (Table S1) and analyzed 
these data together with those of the unperturbed H1 cells (control). As expected, FL exhibited 
the largest reduction of the heights of the rectangular blocks in iMARGI’s contact matrix (p-value 
< 3e-104, Wilcoxon rank sum test) (Supplementary Figure S8h), consistent with FL’s inhibitory 
effect on transcription elongation 44. RNase exhibited the largest reduction of caRNA domains’ 
number (3,217 in control and 357 in RNase, p-value < 3e-9, paired t test) (Supplementary Figure 
S8c) and sizes (widths of the rectangular blocks) (p-value < 5e-210, Wilcoxon rank sum test) 
(Supplementary Figure S8i).    
 
We sequenced the Hi-C libraries of each condition (control, NH4OAc, FL, RNase) to similar 
sequencing depths (~600-650 million read pairs per condition, Table S1). Compared to control, 
NH4OAc had little impacts to the proportions of intra- and inter-chromosomal Hi-C interactions 
(Figure 3e) or Hi-C’s intra-chromosomal contact frequency as a function of the genomic distance 
between the contacting loci 59. (Figure 3f, g, h). FL increased the proportion of intra-chromosomal 
Hi-C interactions (Figure 3e) and the proportion of submegabase-distance intra-chromosomal 
contacts (p-value < 2e-16, Wilcoxon test) (Figure 3f, g, h), consistent with the idea that inhibition 
of transcription elongation leads to chromatin compaction 35. On the other hand, RNase 
decreased the proportion of intra-chromosomal Hi-C interactions (Figure 3e) and the proportion 
of submegabase-distance intra-chromosomal contacts (p-value < 2e-16, Wilcoxon test) (Figure 
3f, g, h), suggesting that caRNA contributes to maintaining the chromatin contact frequencies in 
submegabase genomic distances. The opposite impacts of RNase and FL to Hi-C’s contact 
frequencies at submegabase distances indicate that the transcription arrest-induced chromatin 
compaction is due to the traversal of RNA polymerase rather than the transcribed RNA.   
 
TADs and A/B compartments remain mostly unchanged after perturbations of caRNA  

Based on the “Measure of Concordance (MoC)”, a summary statistic on the genome-wide 
differences of TAD numbers and positions between experimental groups 60, the genome-wide 
TAD numbers and positions of all four conditions were categorized as “highly concordant” 
(pairwise MoCs = 0.93, 0.90, 0.82, which were all above the threshold 0.75 for being “highly 
concordant” 60). Slightly more TADs were detected in FL and less TADs were detected in RNase 
(Supplementary Figure S6c), consistent with increase and decrease of the proportions of intra-
chromosomal and submegabase-distance genomic interactions in FL and RNase (Figure 3e, g).  
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Hi-C contact matrix’s first eigenvector in each treatment was strongly correlated with that in control 
(Figure 3i, j, k, l), suggesting small impacts of FL, RNase, and NH4OAc to the genome’s A/B 
compartments, if any. FL and RNase attenuated the resemblance of RAL to A/B compartments 
(SCC between RAL and Hi-C’s first eigenvector = 0.63 in control, 0.55 in FL, 0.52 in RNase) 
(Figure 1b, Figure 3n, o). NH4OAc further reduced this resemblance (SCC = 0.28) (Figure 3i, m). 
For example, Malat1’s RAL (calculated from the subset of iMARGI’s read pairs where the RNA 
reads were mapped to Malat1) correlated with Hi-C’s first eigenvector in control (SCC = 0.61, 
Supplementary Figure S11a), however this correlation was diminished in NH4OAc (SCC = -0.01, 
Supplementary Figure S11b). These data suggest that electrostatic interactions are required for 
RAL to reflect the genome’s A/B compartments. 

FL and RNase treatment increases chromatin loop numbers and loop strengths 

We called chromatin loops from our Hi-C data in each of the four conditions that have comparable 
sequencing depths (Table S1) using HiCCUPS (Methods). The loop numbers were similar in 
control (2,473 loops) and NH4OAc (2,437 loops) (p-value = 0.55, paired t test) and were 
increased in FL (5,039 loops) (p-value < 1.1e-8, paired t test) and RNase (4,963 loops) (p-
value < 2.3e-9, paired t test) (Figure 4a). These loop number differences cannot be attributed 
to different sequencing depths or batch effect because the samples were prepared in the same 
batch and sequenced to comparable depths (600 – 650 million read pairs per condition, Table 
S1b). Most of the new loops formed in FL colocalized with the new loops in RNase (first column, 
Figure 4a). For example, a loop linking ATF7 and KRT18 genes that was absent in control and 
NH4OAc emerged in both FL and RNase (arrows, Figure 4b, c). For another example, a loop 
linking the two ends of ZMYND8 gene in control was enriched with caRNA-DNA interactions 
(Arrow, Figure 4g). NH4OAc rewired this loop into a larger loop by shifting one of the two anchors 
(Arrow, Figure 4h). FL retained the loop in control (Arrow) and induced two additional loops 
(Figure 4i). RNase also induced two loops (Figure 4j), including a loop coinciding with a FL-
induced loop (Arrowhead, Figure 4j). The other two loops in FL shrank into smaller sizes in RNase 
(Arrows 1 and 2, Figure 4i, j).          
 
The loop size (distance between the two loop anchors) distributions were similar in control and 
NH4OAc (p-value = 0.93) and were increased in FL (p-value = 0.005) and RNase (p-value = 3.3e-
5, Wilcoxon test) (Figure 4d). The overall loop strength was similar in control and NH4OAc, but 
stronger in FL and RNase, as reflected by both Peak to Lower Left (P2LL) and Z-score Lower Left 
(ZscoreLL) scores 27 (Supplementary Figure S12a, b). We repeated these analyses based on the 
union of the loops in the four conditions and quantified every loop’s strength by Peak to Mean 
(P2M) in each condition. P2Ms were greater in FL and RNase than in control (p-value < 2.2e-16, 
Wilcoxon test), whereas NH4OAc’s P2Ms were not different from the control’s (p-value = 0.41, 
Wilcoxon test) (Figure 4e, f, Supplementary Figure S12c). The increased loop numbers and 
strengths in FL and RNase suggest an indispensable role of the nuclear transcriptome to the 
genome’s 3D structure.  
 

Discussion 

Our data revealed pronounced correlations of caRNA-DNA interactions and the genome’s 3D 
structural features including compartmentalization (Figure 1a, b), TADs (Figure 1g), and loops 
61,62 (Figure 4). The caRNA’s sequence features are predictive of their target genomic regions’ 3D 
localization (Figure 1c, e). In addition, “caRNA domains” emerged from the caRNA-DNA contact 
map as the most prominent pattern (Figure 2a, b). Each caRNA domain represents a caRNA-
enriched chromosomal domain, where the enriched caRNAs are transcribed from one or several 
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genes inside this domain. The presence and the relative position of caRNA domains correlate 
with the existence of promoter-enhancer loops (Figure 2c) and the enhancer’s relative positions 
(Figure 2d).  

These correlations begged the question of whether there is any dependence between the 
genome’s 3D structure and the caRNA? On the one hand, because several 3D features of the 
genome can be reproduced by computational models without considering caRNA 63,64 and in vitro 
experiments recapitulate loop extrusion without RNA 65, caRNA was not expected to affect the 
genome’s 3D organization (RNA-independence model). On the other hand, caRNA demarcates 
active and repressive chromosomal domains 20,21,49,66,67, and specific lncRNAs or chromatin-
bound RNA binding proteins 16,68,69 can assist chromatin folding, indicating an involvement of 
caRNA in spatial organization the genome (RNA-dependence model).  

In line with the RNA-dependence model, both FL and RNase treatments increased the number of 
chromatin loops (Figure 4a) and the strengths of pre-existing loops (figure 4e, f). Most FL- and 
RNase-induced loops overlapped (Figure 4a), suggesting FL and RNase invoked a shared loop 
formation mechanism. This shared mechanism likely involves caRNA rather than the 
transcriptional process’ polymerase reaction because both FL and RNase reduces caRNA and 
only FL stops the polymerase reaction.  

Previous data revealed two seemingly opposite impacts of caRNA to chromatin looping. Removal 
16 or mutation of the RNA-binding domain 40,70 of chromatin-bound RNA binding proteins (RBP) 
suppressed chromatin interactions, suggesting caRNAs promote chromatin contacts. However, 
high levels of caRNAs dissolve chromatin-participating condensates and thus release the 
chromatin loops 33, suggesting a negative impact of high-level caRNA to chromatin looping. We 
speculated that these two seemingly opposite impacts can be explained by differentiating RNA’s 
architectural and electrostatic properties. The RBP knockdown and mutation experiments 16,40,70 
disrupted protein-RNA binding, which we loosely categorize as a part of caRNA’s architectural 
impact. On the other hand, the dissolution of chromatin-participating condensates by high-level 
of caRNA 33 depends on a principle of RNA-mediated phase separation, that is high and low 
RNA/protein ratios lead towards dissolution and formation of phase separated droplets or 
condensates, respectively 37. We call these effects caRNA’s electrostatic impact.  

Our questions are, first, which impact dominates the genome-wide distance distribution of Hi-C 
contacts, and second, which impact dominates the Hi-C detected chromatin loops? NH4OAc, 
which disrupts RNA’s electrostatic interactions without perturbing intracellular pH 41-43, did not 
change the distance distribution of Hi-C contacts (Figure 3f, h), suggesting negligible electrostatic 
impact on the distance distribution. Thus, if caRNA can affect Hi-C contacts’ distance distribution, 
we expect the architectural impact to dominate. Therefore, the predicted direction of change 
would be a reduction of the proportion of submegabase-distance Hi-C contacts in RNase, which 
is indeed the case (Figure 3g). As a control, transcription arrest (FL) increased the proportion of 
submegabase-distance Hi-C contacts as expected 35 (Figure 3g).  

Both FL and RNase reduced caRNA as expected (RAL tracks, Figure 3i) and increased Hi-C 
detected chromatin loops (Figure 4a). This direction of change suggests that caRNA’s 
electrostatic impact dominates the loops detected by Hi-C. If the emerged chromatin loops in FL 
and RNase were indeed mediated by caRNA’s electrostatic interactions, we would expect that 
NH4OAc, which also reduces caRNA genome-wide (RAL tracks, Figure 3i), did not increase Hi-
C detected chromatin loops, because NH4OAc disrupts electrostatic interactions 43. This is indeed 
the case (Figure 4a). Furthermore, NH4OAc did not increase the strengths of Hi-C detected loops 
either (Figure 4e).  
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Taken together, our data reveal the relative importance of the transcription process, caRNA’s 
architectural impact and electrostatic impact to chromatin interactions. Hi-C contacts’ distance 
distribution is modulated by a balance of the transcription process that reduces and caRNA’s 
architectural impact that enhances submegabase-distance Hi-C interactions. caRNA’s 
electrostatic impact has the largest effect on Hi-C derived loops. Reducing caRNA without 
depleting them or disrupting their electrostatic interactions lead to more Hi-C loops. Finally, the 
union of chromatin loops in control, FL, and RNase provide a genome-wide “backbone” map of 
chromatin loops, including those loops in the current cell type and the locations where chromatin 
loops can emerge.  

Limitations of this Study 

The number of detected chromatin loops depends on the experimental method, e.g. Hi-C or micro-
C and the sequencing depth, making it challenging to compare the numbers of chromatin loops 
across different experimental conditions (control, NH4OAc, FL, RNase). We used two approaches 
to make our comparisons fair. First, we used the same experimental method and comparable 
sequencing depths amongst the experimental conditions. Second, we took the union of the loops 
detected in every experimental condition and compared every loop’s loop strength across the 
experimental conditions. By taking the union of loops across all experimental conditions, even if 
a loop is not detected in an experimental condition (does not reach the threshold to be called as 
a loop), this “candidate loop’s” position is still considered in the loop-strength comparison. 
Because this approach considers all the candidate loop positions, it ameliorates the concern that 
some loops are missed by a particular experimental technique or sequencing depth. Because 
most loops’ loop-strength changes between any treatment and the control are in the consistent 
direction as the change of the loop numbers, we expect that our conclusion on the loop number 
increase or decrease would not change even if we were to change our experimental technique or 
sequencing depth.   
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Figure legends 

Figure 1. Comparison of RNA-DNA interactions and genomic interactions. All plots are based on H1 cells unless 
otherwise specified. (a) iMARGI-derived RNA attachment level (RAL, purple curve) and A/B compartments 
represented by Hi-C’s contact matrix’s first eigenvector (A/B, red and green bars) of each 500 kb bin on 
Chromosome 11, juxtaposed with SPIN states (SPIN, color bars) derived from Hi-C, TSA-seq, and DamID data. 
(b) Scatterplot of Hi-C’s first eigenvector (y axis) and RAL (x axis) on every 500 kb genomic bin (dot) of the entire 
genome. (c, d) UMAP projection of the RNA-SPIN state contact matrix, where each dot corresponds to an RNA 
and a row in panel c. Each RNA gene’s exon/intron ratio is marked from high (dark) to low (c), or whether an 
RNA is a lincRNA (black) or not (grey) (d). (e) ROC curves of a cross-validation in H1 (red) and external 
validations in HFF (blue) and K562 (green). Values: AUCs. (f) iMARGI’s contact matrix from RNA (rows) to DNA 
(columns) of the corresponding genomic region. Boxes: TADs called from Hi-C, including caRNA-enriched (blue) 
and caRNA-depleted TADs (green boxes). (g) The RAL calculated from only the RNAs transcribed within each 
TAD (row), plotted across this TAD (center block) and its equal-length flanking regions on both sides. Blue curve 
at the bottom: the average RAL of all TADs (rows).  

Figure 2. RNA stripe. (a) A loop (blue dots) superimposed on iMARGI’s RNA(row)-DNA(column) contact matrix. 
Bottom: arc plots of iMARGI read pairs and loop. (b) Three loops (colored dots) superimposed on RNA-DNA 
contact matrix. Middle: arc plots of iMARGI read pairs, loops, H3K4me3 PLAC-seq read pairs. Bottom: H3K27ac, 
H3K4me3, H3K4me1, CTCF, RAD21, and YY1 ChIP-seq tracks. (c) RNA-chromatin interaction intensities (y 
axis) surrounding the promoters with (blue) and without PINS (yellow). (d) Scatterplot the relative positions of 
PINS (log PINS asymmetric ratio, x axis) and RNA stripes (log RNA asymmetric ratio, y axis) with respect to the 
TSS for every gene (dot).   

Figure 3. RNA perturbations. (a-d) Immunostaining of SON in control (a), NH4OAc (b), FL (c), and RNase treated 
H1 cells (d). Scale bar = 6 µm. (e) Proportions of Hi-C’s intra- (yellow) and inter-chromosomal (blue) read pairs 
in each condition. (f-h) Distance distribution of Hi-C’s intra-chromosomal read pairs in each condition. (g,h) 
Expanded views of the distance distribution (f) in the range of 0-2 Mb (g) and ≥ 2 Mb (h). (i) A/B compartment 
scores (red/green) based on Hi-C’s first eigenvector (A/B) and RAL (purple curve) in each condition. (j-l) 
Scatterplots of A/B compartment scores based on Hi-C’s first eigenvector (A/B) in NH4OAc (y axis) (j), FL (k), 
and RNase (l) vs. in control (x axis). Each dot is a 500 kb bin. (m-o) Scatterplots of A/B compartment scores 
(A/B) vs. RAL in NH4OAc (m), FL (n), and RNase (o).  

Figure 4. Loop comparisons. (a) Upset plot of loop numbers of the four conditions (rows). (b) Hi-C contact matrix 
of every replicate (row). (c) iMARGI contract matrix of each condition for the corresponding genomic region of 
(b). Dots: loops. Arrows in panels b & c: a shared loop in FL and RNase that is absent in control and NH4OAc. 
(D) Loop size distribution in each condition (column). **: p-value < 5.0e-3, ****: p-value < 3.3e-5. (e) Loop strength 
(P2M) distribution in each condition (column). ****: p-value < 2.2e-16. (f) A ternary plot for each loop (dot)’s P2M 
change in each treatment as compared to control. A loop with equal P2M in a treatment and in the control 
corresponds to a point at the center (50% mark) of this treatment’s axis. (g-j) iMARGI contract matrix and loops 
(blue dots) in each condition.  
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Supplementary Figures  
 
Supplementary Figure S1. A tradeoff between caRNA’s roles in promoting and suppressing chromatin 
interactions. caRNA’s architectural property promotes chromatin contacts (a), whereas caRNA’s 
electrostatic property regulates chromatin loop formation and dissolution in a dosage-dependent 
manner (b). caRNA’s architectural property exhibits a greater impact than caRNA’s electrostatic 
property to chromatin contacts in most of the genomic regions (a), whereas caRNA’s electrostatic 
property exhibit a greater impact on loop anchors (b).  
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Supplementary Figure S2. Comparison of RNA-chromatin and genomic interactions. (a, b) iMARGI-
derived RNA attachment level (RAL, purple curve) and A/B compartments represented by Hi-C’s 
contact matrix’s first eigenvector (A/B, red and green bars) of each 500 kb bin on Chromosome 11 in 
HFF (a) and K562 (b). (c, d) Scatterplot of Hi-C’s first eigenvector (y axis) and RAL (x axis) on every 
500 kb genomic bin (dot) of the entire genome in HFF (c) and K562 (d).  
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Supplementary Figure S3. Comparison of Alu-caRNA, L1-caRNA, and genomic compartments. All plots 
are based on H1 cells unless otherwise specified, plotted for chromosome 11 (a) and 7 (b). RAL track: 
RAL distribution across the chromosome. All caRNAs are included in calculating the RAL.  Alu RAL 
track: Alu-caRNA’s RAL distribution across the chromosome. L1 RAL track: L1-caRNA’s RAL 
distribution across the chromosome. Log2(Alu/L1): log ratio of the Alu-caRNA’s RAL and L1-caRNA’s 
RAL. A/B: A/B compartment score, that is the Hi-C’s contact matrix’s first eigenvector. SPIN: SPIN 
states derived from Hi-C, TSA-seq, and DamID data. 
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Supplementary Figure S4. SPIN states and RNA’s target sequences in every SPIN state. (a, b, c) 
Number of genomic regions in each SPIN state (column) in H1 (a), HFF (b), and K562 cells (c). (d, e, 
f) the length distribution of the genomic regions in each SPIN state. (g) A cartoon showing the iMARGI 
read pairs mapped to a contiguous genomic region annotated by the same SPIN state are removed 
(grey dotted curve) from further analysis. (h) The contingency table used for testing the association of 
a gene (gene A)’s RNA and the SPIN states of the RNA’s target genomic regions.  
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Supplementary Figure S5. RNA’s target genomic sequences in SPIN states. (a) Heatmap of the RNA 
(row)-SPIN state (column) contact matrix. Each matrix entry is the normalized sum of iMARGI read 
pairs from this RNA (row) to all the genomic regions of this SPIN state (column). (b) Coefficients of 15 
features using generalized linear model (GLM) and LASSO predicting RNA localization specificity as 
interior (Y=-1) or exterior (Y=+1). Significance of each feature considering feature mean and variance 
(z-score) were denoted as: 0<p(|z-score|)<0.001: ***, 0.001<p(|z-score|)<0.01: ** and 0.01 <p(|z-
score|)<0.1 *. (c) ROC curves from 5-fold cross validations in H1. (d) Precision recall curves for a cross-
validation test in H1 (red) and external validations with HFF (blue) and K562 (green). Dotted lines: 
prediction baselines. Values: the area under PR curve (AUPR) values.    
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Supplementary Figure S6. TADs. (a) Proportions of caRNA-enriched (blue) -and caRNA-depleted 
(green) TADs in each condition (column). Error bar: SEM. (b) The RAL of every TAD (row) and its equal-
length flanking regions, based on all the RNAs transcribed from any genomic sequences outside of this 
TAD (row). The TAD lengths are normalized (center, x axis). Blue curve at the bottom: average RALs 
of all TADs. (c) TAD numbers in each condition (column).  
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Supplementary Figure S7. Calculation of Hi-C density ratio (HDR) (a) and iMARGI density ratio (b). 
X_loop: the square sub-matrix as demarked by a given loop. X_out_1, 2, 3, 4: the rectangular sub-
matrices, spanning d/2 to the outside of the loop, where d is the loop size. HDR/MDR is defined as 
the ratio of the sum of all the cells in X_loop versus the sum of the cells in X_out_1, 2, 3, 4 in the Hi-
C/iMARGI contact matrix at 10 kb resolution. (c) Venn diagram of high MDR regions, high HDR 
regions, and loop domains. **: p-value < 1.0e-3, ***: p-value < 1.0e-10.  
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Supplementary Figure S8. caRNA domains. (a) an identified rectangular block (blue) from iMARGI’s contact 
matrix. (b) Upset plot of the numbers of caRNA domains in H1, HFF, and K562. (c) Upset plot of the numbers of 
caRNA domains in untreated H1 (Control) and H1 treated with NH4OAc, FL, and RNase. (d) Box plots of the 
heights (blue) and widths (green) of the detected rectangular blocks. (e-g) Scatter plots of the rectangular blocks’ 
widths that correspond to caRNA domain’s sizes (x axis) and the lengths of the longest gene in each caRNA 
domain (y axis). (h) Distributions of the heights, *: p value < 1e-25, ***: p value < 1e-75, ****: p value <1e-100. 
(i) Distributions of widths. *: pvalue < 1e-50 , ***: p value < 1e-180.  
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Supplementary Figure S9. RNA size distributions in several RNase A titrations. H1 cells were gently 
permeabilized with 0.01% Triton X-100 in PBS and then treated with 0, 10, 25, 50, 100, 200 µg/mL of RNase A 
in PBS for 10 min. The extracted RNAs was normalized to 0.1 µg/mL and the size distribution was measured by 
Bioanalyzer’s Pico RNA chip. The concentration of 200 µg/mL was chosen for all the experiments presented in 
this paper.  
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Supplementary Figure S10.  Immunofluorescence analyses of SC35 and SON. (a-d) Immunostaining 
of SC35 in control (a), NH4OAc (b), FL (c), and RNase treated H1 cells (d). Scale bar = 6 µm. (e-g) 
Distribution of SON’s average number of foci per nucleus in control and each treatment (first row). *: p-
value < 0.05. **: p-value < 0.01. In comparison, SON’s mean background fluorescence (last row) does 
not change between control (pink) and each treatment (green). ns: not significant. (h-j) Distribution of 
SC35’s average number of foci per nucleus in control and each treatment (first row). **: p-value < 0.01. 
***: p-value < 1.0e-3. In comparison, SC35’s mean background fluorescence (last row) does not change 
between control (pink) and each treatment (green). ns: not significant.  
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Supplementary Figure S11. iMARGI-derived Malat1’s RNA attachment level (Malat1’s RAL, purple 
curve) and A/B compartments represented by Hi-C’s contact matrix’s first eigenvector (A/B, red and 
green bars) of each 500 kb bin on Chromosome 11 in control (a) and NH4OAc (b).   
 

 
  

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted June 11, 2021. ; https://doi.org/10.1101/2021.06.10.447969doi: bioRxiv preprint 

https://doi.org/10.1101/2021.06.10.447969


Supplementary Figure S12. Loop strengths. (a) Peak to Lower Left (P2LL) and (b) Z-score Lower Left 
(ZscoreLL) scores, based on the loops detected in each condition (red) and the union of loops of the 
four conditions (green). Either P2LL or ZscoreLL is an overall score of the entire Hi-C dataset. (c) 
Distribution of every loop’s Peak to the Mean (P2M) in each condition, based on the union of loops of 
the four conditions. ****: p-value < 2.2e-16.  
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Table S1. Summary of iMARGI (a), Hi-C (b), PLAC-seq (c) datasets. 
 

a. iMARGI datasets 
Cell line Treatment Number of replicates Total # of read pairs Source 

H1 None  4 2,642,778,166 This work 
NH4OAc 2 1,247,204,613 

FL 2 1,438,312,761 
RNase 2 1,670,230,715 

HFF None 2 2,755,576,893 
K562 None 2 1,293,950,206 

b. Hi-C datasets 
Cell line Treatment Number of replicates Total # of read pairs Source 

H1 None 2 616,625,628 This work 
NH4OAc 2 613,098,350 

FL 2 604,503,572 
RNase 2 654,798,738 

HFF None 2 2,764,855,452 4DNESNMAAN97 
K562 None 6 907,136,828 4DNESI7DEJTM 

c. PLAC-seq datasets 
Cell line Treatment Number of replicates Total # of read pairs Source 

H1 None  2 237,966,651 This work 
 HFF None 2 134,809,941 

K562 None 2 314,344,830 
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Methods 

Cell culture and treatments. Human embryonic stem cells (H1), hTert-immortalized human 
foreskin fibroblasts (HFF), and chronic myelogenous leukemia lymphoblasts (K562) were 
obtained from the 4D Nucleome (4DN) Cell Repository and cultured following the 4DN 
Consortium’s approved culture protocol for each cell line (https://www.4dnucleome.org/cell-
lines.html). The cell lines in the 4DN Cell Repository were established by the 4DN Consortium in 
collaboration with WiCell and ATCC for providing quality-controlled cells from the identical batch 
to minimize cell source and culture condition variations. The cell culture protocols were developed 
by the 4DN Cell Line Working Group and approved by the 4DN Steering Committee.   

Ammonium acetate treatment. H1 cells were treated with 0.1 M NH4OAc in complete mTeSR 
medium for 10 min as described in a previous study2. Briefly, a crystalline NH4OAc (Sigma-Aldrich, 
Cat# A1542-500G) was dissolved in nuclease-free water and further diluted in cell medium. 
Aspirate medium in each well and H1 cells were treated with 0.1 M NH4OAc in medium for 10 min 
at RT.  

Flavopiridol treatment. H1 cells were treated with 1µM flavopiridol in complete mTeSR medium 
for 1h in incubator as described previously3 . Specifically, a crystalline flavopiridol (hydrochloride) 
(Cayman Chemical, item# 10009197) was dissolved in DMSO to prepare 1mM flavopiridol (FL) 
stock solution. 1mM FL stock solution was further diluted with complete mTeSR medium. Aspirate 
cell medium in each well and H1 cells were either treated with 1µM FL in medium or equivalent 
amount of DMSO in medium in incubator at 37°C for 1h.  

RNase A treatment. H1 cells were harvested from cell culture plate and aliquoted cell suspension 
to 10 million H1 cells per 1.5 mL tube. Wash the cells with 1 mL 1X PBS and centrifuge at 500 X 
g for 3 min at RT. Then, cells were gently permeabilized by resuspending cell pallets with 0.01% 
PBST (TritonX-100 in PBS) and treated for 5 min at RT. After permeabilization, cells were treated 
with 200 µg/mL RNase A (Thermo Fisher Scientific, Cat# EN0531) on rotator for 10 min at RT. 
The treated cells were fixed with 4% formaldehyde (Thermo Fisher Scientific, Cat# 28906) for 
immunofluorescence imaging. For Hi-C and iMARGI library generation, the treated cells were 
fixed with 1 mL 1% formaldehyde on rotator for 10 min at RT. Then, the reactions were terminated 
with 250 µL 1M glycine on rotator for 10 min at RT. The treated sample was centrifuged at 2000Xg 
for 5 min at 4°C and washed with 1 mL cold 1X PBS.  

Immunofluorescence imaging. The cells on coverslip (Fisher Scientific, Cat# 12-541A) were 
fixed with 4% formaldehyde at RT for 30 min. The fixed cells were washed with 1X PBS once and 
permeabilized with 0.1% TritonX-100 in PBS (PBST) at RT for 15 min on shaker. Afterwards, cells 
were blocked with 5% BSA (VWR, Cat# 97061-420) in PBST at RT for 30 min with gentle shaking. 
For SC35 staining, H1 cells were incubated with 1 mL diluted mouse monoclonal anti-SC35 
primary antibody (1:250) (Abcam, Cat# ab11826) in 5% BSA at 37°C for 1h, and subsequently 
washed three times with PBST on shaker for 10 min. Cells were further incubated with 1 mL 
diluted goat anti-mouse secondary antibody with Alexa Fluor 568 (1:500 dilution) (Invitrogen, Cat# 
A-11004) in 5% BSA at 37°C for 30 min. For SON staining, the cells were incubated with 1 mL 
diluted rabbit anti-SON primary antibody (1:2000 dilution) (Atlas Antibodies, HPA023535) in 5% 
BSA at 37°C for 1h, and subsequently washed three times with PBST on shaker for 10 min. The 
cells were incubated with 1 mL diluted goat anti-rabbit secondary antibody with Alexa Fluor 488 
(1:500 dilution) (Invitrogen, Cat# A-11008) in 5% BSA at 37 in 5% BSA at 37°C for 30 min. After 
staining, the cells were washed three times with PBST on shaker for 10 min. The cells on 
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coverslips were mounted on slides (Fisher Scientific, Cat# 12-544-2) with 10 µL ProLong antifade 
glass mountant with NucBlue stain (Thermo Fisher Scientific, Cat# P36981), placed in dark room 
for air-dry overnight. Images in the size of 512×512 pixels were acquired on Applied Precision 
OMX Super Resolution Microscope using a 100X/1.518 oil objective (GE Healthcare Life 
Sciences) (pixel size = 0.079 μm). Z-stack images were acquired with thickness of 0.3 μm sample 
thickness. 

Identification of nuclear speckle foci. Nuclear speckle foci were identified by a previously 
described method 2. Briefly, the nuclei were manually segmented and the mean fluorescence 
intensity in nuclei were measured with FIJI. The nuclear speckle foci were identified by FIJI 3D 
Object Counter plugin, with an appropriate intensity threshold of the mean fluorescence intensity 
in the cell nuclei and a size cut-off of more than 50 adjoining pixels (pixel size, 79 nm X 79 nm).  

In situ Hi-C library generation and data processing. The Hi-C libraries were generated with 
the Arima-HiC kit (Arima Genomics, material# A510008, Document# A160134 v00) following the 
manufacturer’s instructions. Hi-C data was processed following 4DN consortium’s Hi-C data 
processing protocol (https://www.4dnucleome.org/protocols.html). Briefly, the Hi-C data were 
processed using the 4D Nucleome (4DN)’s Hi-C Processing Pipeline (v0.2.5) 
(https://data.4dnucleome.org/resources/data-analysis/hi_c-processing-pipeline), with MAPQ > 30 
to filter out multiple mappings.  

The output .pairs file were provided to Cooler (v0.8.10) and Juicer Tools (v1.22.01) to 
generate .mcool and .hic files. The .mcool file was used in HiGlass for visualization. The .hic files 
were inputted in Juicer Tools for A/B compartment, TAD, and loop analyses. A/B compartments 
were called by Juicer’s “Eigenvector” tool based on KR normalized observed/expected (O/E) 
contacts at 500 kb resolution. TADs were called by Juicer’s “Arrowhead” tool based on KR-
normalized contacts at 10 kb resolution. Loops were called by Juicer’s “CPU HiCCUPS” tool 
based on KR-normalized contacts simultaneously at 5 and 10 kb resolutions. Except for the 
resolution parameter, all the other parameters were left as the default. 
Unique loops and overlapping loops were determined as follows. First, the Juicer called loops 
from each condition were merged into “unique loops” by taking the union (7,041 unique loops in 
the union). Then the unique loops in the union were reassigned to each condition by the following 
rule: a unique loop i (in the union) was re-assigned to a sample j if both anchors of loop i were 
within +/-10 kb flanking regions of a loop in sample j before the taking the union. Aggregate Peak 
Analysis was performed using the Juicer’s “APA” tool with default parameters. Loop domains 
were called as previously described 1, by searching for loop-domain pairs where the peak pixel 
was within the smaller of 50 kb or 0.2 of the length of the domain at the corner of the domain.  
 
iMARGI library generation and data processing. iMARGI libraries were generated and 
processed as previously described 2. According to 4DN’s approved iMARGI’s data processing 
protocol 2, any iMARGI read pair in which the RNA end and the DNA end mapped to within 1,000 
bp of each other on the genome are removed from the data analysis. The RNA attachment level 
(RAL) of each genomic segment is the count of the DNA-ends mapped to this genomic segment 
3. Only the inter-chromosomal and the intra-chromosomal iMARGI read pairs that are 
separated by at least 200 kb apart were used for calculating RAL in any the correlation 
analyses.  

PLAC-seq library generation and data processing. PLAC-seq libraries were generated and 
processed as previously described 4. The promoter interacting sequences (PINS) were identified 

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted June 11, 2021. ; https://doi.org/10.1101/2021.06.10.447969doi: bioRxiv preprint 

https://www.4dnucleome.org/protocols.html
https://data.4dnucleome.org/resources/data-analysis/hi_c-processing-pipeline
https://doi.org/10.1101/2021.06.10.447969


by MAPS 5 with default parameters and the input data of PLAC-seq and H3K4me3 ChIP-seq 
(doi:10.17989/ENCSR443YAS for H1, ENCSR813CFB for HFF, and ENCFF699EUP for K562). 

Summary of RNA’s target genomic regions by SPIN states. SPIN states were called following 
the approach as previously described 6 with additional steps to ensure that the SPIN states are 
comparable across multiple cell types (Wang et al., manuscript in preparation). We removed any 
iMARGI read pair of which the two reads are mapped to the same chromosome and within 10 Mb 
from each other. Only the genes with at least one iMARGI read pair’s RNA-end mapped to this 
gene and the DNA-end mapped to a SPIN annotated genomic region are used. Three outlier 
genes, GRID2, WDR74 and SNHG14, which accounted for 25.58%, 6.78% and 4.69% of the 
variance of the first principal component of the RNA-SPIN state matrix, were removed.  

The association of a RNA’s target genomic sequences and the SPIN states was identified by a 
Chi-square test. A null hypothesis is that this RNA’s target genomic sequences are not associated 
with any SPIN state. The continency table of this test is shown in Supplementary Figure S2h.  

The Chi-square test identified RNAs were further tested with APEX-seq data. The processed 
APEX-seq data were downloaded from GEO (GSE116008). The processed data include the p-
values and fold-changes for every APEX analyzed component/localization. Lamina-specific RNAs 
were identified with the Initial Criteria: lamina’s p-value < 0.1, lamina’s fold-change > 0, and 
nucleolus fold-change < 0.1, and the Second criterion: the BH adjusted p-value of satisfying the 
Initial Criteria < 0.01. Nuclear interior-specific RNAs were identified with the Initial Criteria: nuclear 
localization sequence (NLS)’s fold-change > 0, NLS’s p-value < 0.1, lamina’s fold-change < 0.1, 
nuclear pore’s fold-change < 0.1, and nucleolus’s fold-change < 0.1, and the Second Criterion: 
the BH adjusted p-value of satisfying the Initial Criteria < 0.01.       

Analysis of RNA’s sequence features. Gene features are extracted using R package 
GenomicRanges (version 1.38.0) from GENCODE hg38 gtf v24. Repeats of hg38 were 
downloaded from RepeatMasker (Smit, AFA, Hubley, R & Green, P. RepeatMasker Open-4.0). 
The sequence features were ranked by their Z-scores derived from fitting a generalized linear 
model (GLM). The same sequence features were ranked again by LASSO with L1-norm.  

caRNA domains. Each rectangular block on iMARGI’s contact matrix was identified as a peak of 
the iMARGI’s read pairs’ RNA ends (the height of this RNA peak) and a corresponding DNA peak 
of the DNA ends (the width of this RNA peak). Homer’s findPeaks function was applied the RNA 
ends of iMARGI’ read pairs (peak size = 5,000 bp, minimum peak interval = 12,000 bp) to identify 
the peaks on the RNA ends (RNA peak). For reach RNA peak, all the iMARGI’s read pairs with 
their RNA ends inside this RNA peak were retrieved. The retrieved read pairs’ DNA ends were 
subjected to Homer’s findPeaks (peak size=25,000 bp, minimum peak interval=50,000 bp) to 
identify the peaks on the DNA ends (DNA peaks). If multiple DNA peaks were reported, the DNA 
peak with the highest read number was designated as the corresponding DNA peak.   

Normalized RNA-chromatin interaction densities on TSS’ flanking regions. Each TSS’ 
flanking region (-1,000 bp to 1,000 bp) was segmented into 250 bp bins. For each caRNA domain 
overlapping this this TSS, a normalized interaction intensity of this caRNA domain on each bin is 
calculated by the ratio of the number of iMARGI read pairs’ DNA ends in this caRNA domain in 
each bin vs. the total number of iMARGI read pairs’ DNA ends in this caRNA domain in this 2,000 
bp flanking region. When there is the more than one caRNA domain overlapping with a TSS, we 
used the sum of every caRNA domain’s normalized interaction intensities of each bin as the 
normalized interaction intensity of this bin.  
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Hi-C density ratio (HDR) and iMARGI density ratio (MDR). HDR and MDR were calculated 
based on the five sub-matrices of contact matrix, which are a square sub-matrix (X_loop) 
demarked by a given loop of size d and four rectangular sub-matrices spanning d/2 to the outside 
of the loop (sizes d x d/2) (X_out_1, X_out_2, X_out_3, X_out_4). HDR/MDR was calculated as 
the ratio of the sum of all the cells in X_loop versus the sum of the cells in X_out_1, 2, 3, 4 in the 
Hi-C/iMARGI contact matrix (Supplementary Figure S5).  
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