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The biochemical reaction networks that regulate living systems are all stochastic to varying degrees. The resulting randomness affects biological outcomes at multiple scales, from the functional states of single proteins in a cell to the evolutionary trajectory of whole populations. Controlling how the distribution of these outcomes changes over time - via external interventions like timevarying concentrations of chemical species-is a complex challenge. In this work, we show how counterdiabatic (CD) driving, first developed to control quantum systems, provides a versatile tool for steering biological processes. We develop a practical graph-theoretic framework for CD driving in discrete-state continuous-time Markov networks. We illustrate the formalism with examples from gene regulation and chaperone-assisted protein folding, demonstrating the possibility that nature can exploit CD driving to accelerate response to sudden environmental changes. We generalize the method to continuum Fokker-Planck models, and apply it to study AFM single-molecule pulling experiments in regimes where the typical assumption of adiabaticity breaks down, as well as an evolutionary model with competing genetic variants subject to time-varying selective pressures. The AFM analysis shows how CD driving can eliminate non-equilibrium artifacts due to large force ramps in such experiments, allowing accurate estimation of biomolecular properties.

A fundamental dichotomy for biological processes is that they are both intrinsically stochastic and tightly controlled. The stochasticity arises from the random nature of the underlying biochemical reactions, and has significant consequences in a variety of contexts: gene expression [1], motor proteins [2], protein folding [3], all the way up to the ecological interactions and evolution of entire populations of organisms $[4,5]$. Theories for such systems often employ discrete state Markov models (or continuum analogues like Fokker-Planck equations) which describe how the probability distribution of system states evolves over time. On the other hand, biology utilizes a wide array of control knobs to regulate such distributions, most often through time-dependent changes in the concentration of chemical species that influence state transition rates. In many cases these changes occur due to environmental cues - either threatening or beneficial - and the system response must be sufficiently fast to avoid danger or gain advantage.

The interplay of randomness and regulation naturally leads us to ask about the limits of control: to what extent can a biological system be driven through a prescribed trajectory of probability distributions over a finite time interval? Beyond curiosity over whether nature actually tests these limits in vivo, this question also arises in experimental contexts. Certain biophysical methods

[^0]like optical tweezers or atomic force microscopy (AFM) apply perturbations (e.g. mechanical force) to alter the state distribution of single biomolecules in order to extract their intrinsic properties [6]. Controlling the distribution can facilitate interpretation of the data. In synthetic biology [7] one may want to precisely specify the probabilistic behavior of genetic switches or other regulatory circuit components in response to a stimulus.

Control of a system is generally easiest to describe and quantify if the perturbation is applied slowly. For example, some tweezer or AFM experiments use an increasing force ramp to unfold single molecules or rupture molecular complexes [8]. Theoretical treatments of this process typically assume the force changes slowly enough (adiabatically) that the system remains in quasiequilibrium [8-11]. The advantage of this assumption is that, at each moment of the experimental protocol, the approximate form of the state probability distribution is known from equilibrium thermodynamics. Deriving results for faster pulling rates is more challenging [12], but useful in order to compare experiments with molecular dynamics simulations. In natural settings, responses to rapid environmental changes may entail sharp changes in the concentrations of biochemical components. For instance, an ambient temperature increase of even a few degrees can significantly increase the probability that proteins misfold and aggregate. In response to such "heat shock", cells quickly upregulate the number of chaperones-specialized proteins that facilitate unfolding or disaggregating misfolded proteins [13-18].

There is no guarantee that the quasi-equilibrium as-
sumption holds throughout such a process, and thus the standard tools of equilibrium or near-equilibrium thermodynamics (i.e. linear response theory) do not necessarily apply. If we are driving a system over a finitetime interval, subject to fluctuations that take us far from equilibrium, can we still attain a degree of control? In particular, can we force the system to mimic quasi-equilibrium behavior, following a certain sequence of known target distributions, but at arbitrarily fast speeds?

Interestingly this situation strongly resembles questions from quantum control and quantum thermodynamics [19], where a new line of research has been dubbed "shortcuts to adiabaticity". In recent years a great deal of theoretical and experimental work has been dedicated to mathematical tools and practical schemes to suppress nonequilibrium excitations in finite-time, nonequilibrium processes. To this end, a variety of techniques have been developed: the use of dynamical invariants [20], the inversion of scaling laws [21], the fast-forward technique [22-29], optimal protocols from optimal control theory [30-33], optimal driving from properties of quantum work statistics [34], "environment" assisted methods [35], using the properties of Lie algebras [36], and approximate methods such as linear response theory [37-40], fast quasistatic dynamics [41], or time-rescaling [42, 43], to name just a few. See Refs. [44, 45] and references therein for comprehensive reviews of these techniques.

Among this plethora of different approaches, counterdiabatic (CD) or transitionless quantum driving stands out, since it is the only method that suppresses excitations away from the adiabatic manifold at all instants. In this paradigm [46-49] one considers a timedependent Hamiltonian $H_{0}(t)$ with instantaneous eigenvalues $\left\{\epsilon_{n}(t)\right\}$ and eigenstates $\{|n(t)\rangle\}$. In the adiabatic limit no transitions between eigenstates occur [50], and each eigenstate acquires only a time-dependent phase that can be separated into a dynamical and a geometric contribution [51]. In other words, if we start in a particular eigenstate $|n(0)\rangle$ at $t=0$, we remain in the corresponding instantaneous eigenstate $|n(t)\rangle$ at all later times, up to a phase. The goal of CD driving is to make the system follow the same target trajectory of eigenstates as in the adiabatic case, but over a finite time.

To accomplish this, a CD Hamiltonian $H(t)$ can be constructed, such that the adiabatic approximation associated with $H_{0}(t)$ is an exact solution of the dynamics generated by $H(t)$ under the time-dependent Schrödinger equation. It is reasonably easy to derive that time-evolution under [46-48],

$$
\begin{align*}
H(t) & =H_{0}(t)+H_{1}(t) \\
& =H_{0}(t)+i \hbar \sum_{n}\left(\left|\partial_{t} n\right\rangle\langle n|-\left\langle n \mid \partial_{t} n\right\rangle|n\rangle\langle n|\right) \tag{1}
\end{align*}
$$

maintains the system on the adiabatic manifold. Note that it is the auxiliary Hamiltonian $H_{1}(t)$ that enforces evolution along the adiabatic manifold of $H_{0}(t)$ : if a system is prepared in an eigenstate $|n(0)\rangle$ of $H_{0}(0)$ and
subsequently evolves under $H(t)$, then the term $H_{1}(t)$ effectively suppresses the non-adiabatic transitions out of $|n(t)\rangle$ that would arise in the absence of this term.

To date, a few dozen experiments have implemented and utilized such shortcuts to adiabaticity to, for instance, transport ions or load BECs into an optical trap without creating parasitic excitations [45]. However, due to the mathematical complexity of the auxiliary Hamiltonian (1), counterdiabatic driving has been restricted to "simple" quantum systems. Note that in order to compute $H_{1}(t)$ one requires the instantaneous eigenstates of the unperturbed Hamiltonian, which is practically, conceptually, and numerically a rather involved task.

On the other hand, the scope of CD driving is not limited to the quantum realm. Because of the close mathematical analogies between classical stochastic systems and quantum mechanics, it was recently recognized that the CD paradigm can also be formalized for classical scenarios [29, 49, 52-57]. The classical analogue of driving a system along a target trajectory of eigenstates is a trajectory of instantaneous stationary distributions. Last year, our group and collaborators developed the first biological application of CD driving: controlling the distribution of genotypes in an evolving cellular population via external drug protocols [58]. This type of "evolutionary steering" has various potential applications, most notably in designing strategies to combat drug resistance in bacterial diseases and tumors. The CD formalism in this case was built around a multi-dimensional FokkerPlanck model, generalizing the one-dimensional FokkerPlanck approach of Ref. [55].

To date however, there does not exist a universal framework for calculating CD strategies that covers the wide diversity of stochastic models used in biology, including both discrete state and continuum approaches. In the following, we develop such a framework, taking advantage of graph theory to construct a general CD algorithm that can be applied to systems of arbitrary complexity. The usefulness of this method is of course not confined to biology, but is relevant to other classical systems described by Markovian transitions between states. However biology provides a singularly fascinating context in which to explore CD driving, both because it sheds light on the possibility of control in complex stochastic systems with many interacting components, and provides an accessible platform for future experimental tests of these ideas.

Outline: In Sec. I we formulate a theory of CD driving for any discrete state Markov model. By looking at the properties of the probability current graph associated with the master equation of the model, we can express CD solutions in terms of spanning trees and fundamental cycles of the graph. Beyond its practical utility, the graphical approach highlights the degeneracy of CD driving: the potential existence of many distinct, physically realizable CD protocols that drive a system through the same target trajectory of probability distributions. The graphical approach is schematically summarized in Fig. 1, highlighting the components in the
most general form for CD solutions, Eq. (26).
In Sec. II we apply our formalism to two biological examples, a repressor-corepressor genetic regulatory switch, and a chaperone protein that catalyzes the unfolding of a misfolded protein in response to a heat shock. The examples allow us to investigate the physical constraints and thermodynamic costs associated with specific CD solutions, and the usefulness of the CD approach even in cases where an exact CD protocol cannot be physically implemented.

In Sec. III we show how CD driving in continuum systems (i.e. Fokker-Planck models with positiondependent diffusivity) is a special limiting case of our discrete state approach. We then apply the continuum theory to analysis of AFM pulling experiments on biomolecules, and show how CD driving can compensate for non-equilibrium artifacts, allowing us to extract molecular information even in non-adiabatic, fast pulling scenarios. This Fokker-Planck example is one-dimensional, but the Supplementary Information [SI] shows how our approach can be used on higherdimensional continuum systems as well. We demonstrate a numerical CD solution for a two-dimensional FokkerPlanck equation describing an evolving cell population with three competing genetic variants, where the distribution of variants is driven along a target trajectory by time-varying selective pressures.

The examples in Secs. II, III, and the SI are selfcontained, so after going over the general solution in Sec. I the reader is free to jump to any one that may be of particular interest. The diversity of the examplesfrom biochemical networks describing individual genes and proteins to the evolution of entire populations of cells-is meant to provide a practical guide on how to apply our theory to the kinds of models that regularly appear in biophysical contexts.

Sec. IV concludes with connections to other areas of nonequilibrium thermodynamics and questions for future work.

## I. GENERAL THEORY OF COUNTERDIABATIC DRIVING IN DISCRETE STATE MARKOV MODELS

## A. Setting up the counterdiabatic driving problem

## 1. Master equation and the $C D$ transition matrix

Consider an $N$-state Markov system described by a vector $\boldsymbol{p}(t)$ whose component $p_{i}(t), i=1, \ldots, N$, is the probability of being in state $i$ at time $t$. The distribution $\boldsymbol{p}(t)$ evolves under the master equation [59, 60],

$$
\begin{equation*}
\partial_{t} \boldsymbol{p}(t)=\Omega\left(\lambda_{t}\right) \boldsymbol{p}(t) \tag{2}
\end{equation*}
$$

The off-diagonal element $\Omega_{i j}\left(\lambda_{t}\right), i \neq j$, of the $N \times N$ matrix $\Omega\left(\lambda_{t}\right)$ represents the conditional probability per unit time to transition to state $i$, given that the system is currently in state $j$. The diagonal elements
$\Omega_{i i}\left(\lambda_{t}\right)=-\sum_{j \neq i} \Omega_{j i}\left(\lambda_{t}\right)$ ensure each column of the matrix sums to zero [59]. The transition rates $\Omega_{i j}\left(\lambda_{t}\right)$ depend on a control protocol: a set of time-varying external parameters, denoted collectively by $\lambda(t) \equiv \lambda_{t}$. $\Omega(t)$ plays the role of the Hamiltonian $H_{0}(t)$ in the classical analogy.

The instantaneous stationary probability $\boldsymbol{\rho}\left(\lambda_{t}\right)$ associated with $\Omega\left(\lambda_{t}\right)$ is the right eigenvector with eigenvalue zero,

$$
\begin{equation*}
\Omega\left(\lambda_{t}\right) \boldsymbol{\rho}\left(\lambda_{t}\right)=0 \tag{3}
\end{equation*}
$$

When $\lambda_{t}$ has a non-constant time dependence, $\boldsymbol{\rho}\left(\lambda_{t}\right)$ in general is not a solution to Eq. (2), except in the adiabatic limit when the control parameters are varied infinitesimally slowly, $\partial_{t} \lambda_{t} \rightarrow 0$. The sequence of distributions $\boldsymbol{\rho}\left(\lambda_{t}\right)$ as a function of $\lambda_{t}$ defines a target trajectory for the system, analogous to the eigenstate trajectory $|n(t)\rangle$ in the quantum version of CD.

Given an instantaneous probability trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ defined by Eq. (3), we would like to find a counterdiabatic (CD) transition matrix $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ such that the new master equation,

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}\left(\lambda_{t}\right)=\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \boldsymbol{\rho}\left(\lambda_{t}\right), \tag{4}
\end{equation*}
$$

evolves in time with state probabilities described by $\boldsymbol{\rho}\left(\lambda_{t}\right)$. Here $\dot{\lambda}_{t} \equiv \partial_{t} \lambda_{t}$. We are thus forcing the system to mimic adiabatic time evolution, even when $\dot{\lambda}_{t}$ is nonzero. As we will see below, $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ will in general depend both on the instantaneous values of the control parameters $\lambda_{t}$ and their rate of change $\dot{\lambda}_{t}$. In the limit of adiabatic driving we should recover the original transition matrix, $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t} \rightarrow 0\right)=\Omega\left(\lambda_{t}\right)$. Solving for the CD protocol corresponds to determining the elements of the $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ matrix in Eq. (4) given a certain $\boldsymbol{\rho}\left(\lambda_{t}\right)$. This corresponds to finding the CD Hamiltonian $H(t)$ of Eq. (1) in the quantum case.

We can look at the counterdiabatic problem as a special case of a more general question: given a certain time-dependent probability distribution that is our target, what is the transition matrix of the master equation for which this distribution is a solution? In effect, this is the inverse of the typical approach for the master equation, where we know the transition matrix and solve for the distribution.

## 2. Representing the system via an oriented current graph

To facilitate finding CD solutions, we start by expressing the original master equation of Eq. (2) equivalently in terms of probability currents between states,

$$
\begin{equation*}
\partial_{t} p_{i}(t)=\sum_{j} J_{i j}(t), \quad i=1, \ldots, N \tag{5}
\end{equation*}
$$

where the current from state $j$ to $i$ is given by:

$$
\begin{equation*}
J_{i j}(t) \equiv \Omega_{i j}\left(\lambda_{t}\right) p_{j}(t)-\Omega_{j i}\left(\lambda_{t}\right) p_{i}(t) \tag{6}
\end{equation*}
$$

We can interpret any pair of states $(i, j)$ where either $\Omega_{i j}\left(\lambda_{t}\right) \neq 0$ or $\Omega_{j i}\left(\lambda_{t}\right) \neq 0$ at some point during the protocol as being connected via an edge on a graph whose vertices are the states $i=1, \ldots, N$. Let $E$ be the number of edges in the resulting graph, and define a numbering $\alpha=1, \ldots, E$ and an arbitrary orientation for the edges such that each $\alpha$ corresponds to a specific edge and choice of current direction. For example if edge $\alpha$ was between states $(i, j)$, and the choice of direction was from $j$ to $i$, then we can define current $J_{\alpha}(t) \equiv J_{i j}(t)$ for that edge. Alternatively if the choice of direction was from $i$ to $j$, then $J_{\alpha}(t) \equiv J_{j i}(t)=-J_{i j}(t)$. In this way we associate the master equation with a directed graph, a simple example of which is illustrated in Fig. 2. Eq. (5) can be rewritten in terms of the oriented currents $J_{\alpha}(t)$ as

$$
\begin{equation*}
\partial_{t} \boldsymbol{p}(t)=\nabla \boldsymbol{J}(t), \tag{7}
\end{equation*}
$$

where $\boldsymbol{J}(t)$ is an $E$-dimensional vector with components $J_{\alpha}(t)$, and $\nabla$ is an $N \times E$ dimensional matrix known as the incidence matrix of the directed graph [61] (closely related to the stoichiometric matrix of Ref. [62]). The components of $\nabla$ are given by
$\nabla_{i \alpha}= \begin{cases}1 & \text { if the direction of edge } \alpha \text { is toward } i \\ -1 & \text { if the direction of edge } \alpha \text { is away from } i \\ 0 & \text { if edge } \alpha \text { does not connect to } i\end{cases}$
The $\alpha$ th column of $\nabla$ contains a single 1 and a single -1 , since each edge must have an origin and a destination state. Conservation of probability is thus enforced by summing over rows in Eq. (7), since $\sum_{i} \nabla_{i \alpha}=0$, and so $\sum_{i=1}^{N} \partial_{t} p_{i}(t)=0$. Since any given row of Eq. (7) is thus linearly dependent on the other rows, it is convenient to work in the reduced representation of the equation where we leave out the row corresponding to a certain reference state (taken to be state $N$ ),

$$
\begin{equation*}
\partial_{t} \widehat{\boldsymbol{p}}(t)=\widehat{\nabla} \boldsymbol{J}(t) \tag{9}
\end{equation*}
$$

Here $\widehat{\boldsymbol{p}}(t)=\left(p_{1}(t), \ldots, p_{N-1}(t)\right)$ and the $(N-1) \times E$ dimensional reduced incidence matrix $\widehat{\nabla}$ is equal to $\nabla$ with the $N$ th row removed. Our focus will be on systems where there is a unique instantaneous stationary probability vector $\boldsymbol{\rho}\left(\lambda_{t}\right)$ at every $t$. In this case the master equation necessarily corresponds to a connected graph in the oriented current picture [59]. By a well known result in graph theory, both the full and reduced incident matrices $\nabla$ and $\widehat{\nabla}$ of a connected, directed graph with $N$ vertices have rank $N-1$ [61]. This means that all $N-1$ rows of $\widehat{\nabla}$ are linearly independent for the systems we consider.

Having described the original master equation of Eq. (2) in terms of oriented currents, we can do the same for Eqs. (3) and (4). Let us define the oriented stationary current $\mathcal{J}_{\alpha}(t)$ for the distribution $\boldsymbol{\rho}\left(\lambda_{t}\right)$ as follows: if the $\alpha$ th edge is oriented from $j$ to $i$ then

$$
\begin{equation*}
\mathcal{J}_{\alpha}(t) \equiv \Omega_{i j}\left(\lambda_{t}\right) \rho_{j}\left(\lambda_{t}\right)-\Omega_{j i}\left(\lambda_{t}\right) \rho_{i}\left(\lambda_{t}\right) \tag{10}
\end{equation*}
$$

The reduced representation of Eq. (3) corresponds to

$$
\begin{equation*}
\widehat{\nabla} \mathcal{J}(t)=0 \tag{11}
\end{equation*}
$$

Analogously for the CD master equation, Eq. (4), we define the oriented current

$$
\begin{equation*}
\widetilde{\mathcal{J}}_{\alpha}(t) \equiv \widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right)-\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{i}\left(\lambda_{t}\right) \tag{12}
\end{equation*}
$$

The time dependence of $\widetilde{\mathcal{J}}_{\alpha}$ is explicitly through $\lambda_{t}$ and $\dot{\lambda}_{t}$, but we write it in more compact form as $\widetilde{\mathcal{J}}_{\alpha}(t)$ to avoid cumbersome notation. Then Eq. (4) can be expressed as

$$
\begin{equation*}
\partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)=\widehat{\nabla} \tilde{\mathcal{J}}(t) \tag{13}
\end{equation*}
$$

## 3. Counterdiabatic current equation

Subtracting Eq. (11) from Eq. (13) we find

$$
\begin{equation*}
\partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)=\widehat{\nabla} \delta \mathcal{J}(t) \tag{14}
\end{equation*}
$$

where $\delta \mathcal{J}(t) \equiv \tilde{\mathcal{J}}(t)-\mathcal{J}\left(\lambda_{t}\right)$ is the difference between the CD and stationary current vectors. For the CD problem, we are given the original matrix elements $\Omega_{i j}\left(\lambda_{t}\right)$ and thus also have the corresponding stationary distribution values $\rho_{i}\left(\lambda_{t}\right)$ and stationary currents $\mathcal{J}_{\alpha}\left(\lambda_{t}\right)$. What we need to determine, via Eq. (14), are the CD currents $\widetilde{\mathcal{J}}(t)$. We can then use Eq. (12) to solve for the CD matrix transition rates $\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$. By construction, these satisfy Eq. (4), and hence define a CD protocol for the system.

As a first step, let us consider the invertibility of Eq. (14) to solve for $\delta \mathcal{J}(t)$. The $(N-1) \times E$ dimensional matrix $\widehat{\nabla}$ is generally non-square: $N(N-1) / 2 \geq$ $E \geq N-1$ for a connected graph. Only in the special case of tree-like graphs (no loops) do we have $E=N-1$ and a square $(N-1) \times(N-1)$ matrix $\widehat{\nabla}$. Since the rank of $\widehat{\nabla}$ is $N-1$, as mentioned above, for tree-like graphs $\widehat{\nabla}$ is invertible and Eq. (14) can be solved without any additional complications:

$$
\begin{equation*}
\delta \mathcal{J}(t)=\widehat{\nabla}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right) \quad \text { iff } E=N-1 \tag{15}
\end{equation*}
$$

As described in the next section, the elements of $\widehat{\nabla}^{-1}$ for a tree-like graph can be obtained directly through a graphical procedure, without the need to do any explicit matrix inversion.

In the case where $E>N-1$, the solution procedure is more involved, but the end result has a relatively straightforward form: the most general solution $\delta \mathcal{J}(t)$ can always be expressed as a finite linear combination of a basis of CD solutions. How to obtain this basis, and its close relationship to the spanning trees and fundamental cycles of the graph, is the topic we turn to next.


FIG. 1. Overview of the graphical approach for deriving CD solutions. We start with a Markov model defined by a transition matrix $\Omega\left(\lambda_{t}\right)$ dependent on the control protocol $\lambda_{t}$. Associated with this is a graph with $N$ states, $E$ edges, and a target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ consisting of instantaneous stationary states of $\Omega\left(\lambda_{t}\right)$. The eventual goal is to find the CD transition matrix $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ where $\boldsymbol{\rho}\left(\lambda_{t}\right)$ is the solution to the associated master equation, Eq. (4). To facilitate this, we must first find the CD currents $\widetilde{\mathcal{J}}(t)$, the main goal of the graphical approach. The most general form of the solution for $\widetilde{\mathcal{J}}(t)$ is given by Eq. (26), and consists of two components: (i) a spanning tree CD solution $\delta \mathcal{J}^{(1)}(t)$, given by Eq. (18) and derived via the procedure outlined in Sec. IB; (ii) a linear combination of the fundamental basis cycle vectors $\boldsymbol{c}^{(\gamma)}, \gamma=1, \ldots, \Delta$, where $\Delta=E-N+1$, as described in Sec. ID. The coefficient functions $\Phi_{\gamma}(t)$ are arbitrary.

## B. General graphical solution for the counterdiabatic protocol

The graphical procedure described in this and the following two sections, culminating in the general solution of Eq. (26), is summarized in Fig. 1. To illustrate the procedure concretely, we will use the two-loop system shown in Fig. 2A as an example, where $N=4, E=5$. The solution for this case is relevant to the biophysical model for chaperone-assisted protein folding discussed later in the paper. Fig. 2A shows the rates $k_{i}\left(\lambda_{t}\right)$ and $r_{i}\left(\lambda_{t}\right)$ that determine the transition matrix $\Omega\left(\lambda_{t}\right)$, and Fig. 2B labels the oriented stationary currents $\mathcal{J}_{\alpha}(t)$, $\alpha=1, \ldots, E$. Explicit expressions for $\rho_{i}\left(\lambda_{t}\right)$ and $\mathcal{J}_{\alpha}(t)$ in terms of the rates are given in Appendix A.

Every connected graph has a set of spanning trees: subgraphs formed by removing $\Delta \equiv E-N+1$ edges such that the remaining $N-1$ edges form a tree linking together all the $N$ vertices. The number $\mathcal{T}$ of such spanning trees is related to the reduced incidence matrix through Kirchhoff's matrix tree theorem [61], $\mathcal{T}=\operatorname{det}\left(\widehat{\nabla} \widehat{\nabla}^{T}\right)$. For the current graph of Fig. 2B, this
matrix is

$$
\widehat{\nabla}=\left(\begin{array}{ccccc}
-1 & 0 & 1 & -1 & 0  \tag{16}\\
1 & -1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0 & 0
\end{array}\right)
$$

and the number of trees is thus $\mathcal{T}=8$.
Let us select one spanning tree to label as the reference tree. The choice is arbitrary, since any spanning tree can be a valid starting point for constructing the basis. The left side of Fig. 2C shows one such tree chosen for the two-loop example. Here $\Delta=2$, so we have removed two edges: $\mathcal{J}_{1}$ and $\mathcal{J}_{5}$. From this reference tree we can derive $\Delta$ other distinct spanning trees using the following method: 1) Take one of the $\Delta$ edges that were removed to get the reference tree, and add it back to the graph. 2) This creates a loop in the graph, known as a fundamental cycle (highlighted in green in Fig. 2C) [61]. 3) Remove one of the other edges in that loop (not the one just added), such that the graph returns to being a spanning tree. This new tree is distinct from the reference because it contains one of the $\Delta$ edges not present in the reference tree. For example, in the top right of Fig. 2C, we added back edge 1, forming the fundamental cycle on the left loop. We then delete edge 2 from this loop, creating spanning tree 2. A similar procedure is used to construct


FIG. 2. A two-loop discrete state Markov model, with $N=4$ states and $E=5$ edges. A) The black arrows correspond to entries in the transition matrix $\Omega\left(\lambda_{t}\right)$ : transition rates $k_{i}\left(\lambda_{t}\right)$ and $r_{i}\left(\lambda_{t}\right)$ between states that depend on an external protocol $\lambda_{t}$. B) The red arrows label the oriented stationary currents $\mathcal{J}_{\alpha}\left(\lambda_{t}\right)$, defined in Eq. (10). C) On the left, one of the spanning trees of the graph, chosen to be a reference for constructing the tree basis. Edges deleted to form the tree are shown in faint red. On the right, two trees in this set derived from the reference one. Each such derived tree has a one-to-one correspondence with a fundamental cycle of the graph (highlighted in green).
tree 3.
We denote the $\Delta+1$ trees (one reference $+\Delta$ derived trees) constructed in this manner as the tree basis. We will label the trees in the basis set with $\gamma=1, \ldots, \Delta+1$, where $\gamma=1$ corresponds to the reference. In general, this basis is a subset of all possible trees, since $\mathcal{T} \geq \Delta+1$. To every tree in the basis, we will associate a CD solution as follows. Let $\delta \mathcal{J}^{(\gamma)}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ be a current difference vector that satisfies Eq. (14), but with the constraint that at every edge $\alpha$ that is not present in the $\gamma$ th tree, we have $\delta \mathcal{J}_{\alpha}^{(\gamma)}(t)=0$. We call this a fixed current constraint, since it corresponds to not being able to perturb the current associated with that edge via external control parameters. For example imposing the restriction $\Omega_{i j}=\widetilde{\Omega}_{i j}$ and $\Omega_{j i}=\widetilde{\Omega}_{j i}$ for the pair $(i, j)$ associated with edge $\alpha$ would make make $\delta \mathcal{J}_{\alpha}^{(\gamma)}(t)=0$.

To find $\delta \mathcal{J}^{(\gamma)}(t)$, consider the $(N-1) \times E$-dimensional reduced incidence matrix $\widehat{\nabla}$ of the original graph; for example, Eq. (16) in the case of the two-loop graph of Fig. 2B. For a given spanning tree $\gamma$, we can construct an $(N-1) \times(N-1)$ submatrix $\widehat{\nabla}^{(\gamma)}$ from $\widehat{\nabla}$ by choosing the $N-1$ columns in $\widehat{\nabla}$ that correspond to edges present in $\gamma$. This submatrix $\widehat{\nabla}^{(\gamma)}$ is equal to the reduced incidence matrix of the spanning tree $\gamma$. Hence we know that it
has rank $N-1$ and there exists an inverse $\left[\hat{\nabla}^{(\gamma)}\right]^{-1}$. Let us now construct a "stretched inverse": an $E \times(N-1)$ dimensional matrix $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ where the rows are populated by the following rule. If the row corresponds to one of the $\Delta$ edges that was removed from the original graph to get the tree $\gamma$, it is filled with zeros; otherwise, it is filled with the corresponding row of $\left[\widehat{\nabla}^{(\gamma)}\right]^{-1}$. For the three trees in Fig. 2C, labeled $\gamma=1,2,3$ clockwise from left, the matrices $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ have the following form:

$$
\begin{align*}
& {\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -1 & 0 \\
0 & -1 & -1 \\
-1 & -1 & -1 \\
0 & 0 & 0
\end{array}\right),} \\
& {\left[\widehat{\nabla}^{(2)}\right]_{S}^{-1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1 \\
-1 & -1 & -1 \\
0 & 0 & 0
\end{array}\right), \quad\left[\widehat{\nabla}^{(3)}\right]_{S}^{-1}=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
1 & 1 & 1
\end{array}\right) .} \tag{17}
\end{align*}
$$

Moreover, it turns out one does not have to explicitly write down or invert $\widehat{\nabla}^{(\gamma)}$ in order to find the elements of $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$. We can take advantage of a known graphical procedure for constructing inverse reduced incidence matrices of connected tree-like graphs [63, 64]. To determine the $i$ th column of the matrix $\left[\hat{\nabla}^{(\gamma)}\right]_{S}^{-1}$, start at the reference state (the state removed when constructing the reduced incidence matrix $\widehat{\nabla}$, which in our case is always state $N$ ). Among the edges of the spanning tree $\gamma$, there is a unique path that connects state $N$ to state $i$. Following that path, if you encounter the current arrow $\mathcal{J}_{\alpha}$ oriented in the direction of the path, put a +1 in the row of $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ corresponding to $\mathcal{J}_{\alpha}$. Similarly if the current arrow is oriented opposite to the path, put a -1 . All other entries in the $i$ th column (current arrows not on the path, or not in the spanning tree) are set to zero. For example, consider the second column of $\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}$ in Eq. (17). The corresponds to the path from state $N=4$ to state 2 in the tree on the left of Fig. 2C. This includes edges 4,3 , and 2 , with the arrows along those edges all oriented opposite to the path. Hence the column has a -1 at the 4 th, 3 rd, and 2 nd rows, and all other entries are set to zero.

By construction, each matrix $\left[\hat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ acts as a right pseudoinverse of $\widehat{\nabla}$, satisfying $\widehat{\nabla}\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}=I_{N-1}$, where $I_{N-1}$ is the $(N-1) \times(N-1)$ dimensional identity matrix. We can now write down a solution for $\delta \mathcal{J}^{(\gamma)}(t)$,

$$
\begin{equation*}
\delta \mathcal{J}^{(\gamma)}(t)=\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right) \tag{18}
\end{equation*}
$$

If we act from the left on both sides by $\widehat{\nabla}$, we see that this form satisfies Eq. (14). The $\alpha$ th row of of $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ is zero if edge $\alpha$ corresponds to a fixed current constraint (edge not present in the tree $\gamma$ ). Thus $\delta \mathcal{J}_{\alpha}^{(\gamma)}(t)=0$ for these $\alpha$. Not only do the vectors $\delta \mathcal{J}(t)$ associated with the tree basis constitute $\Delta+1$ solutions to Eq. (14), they are
also linearly independent from one another. To see this, note that because of the procedure to construct derived trees (adding back a distinct edge that was removed in the reference tree), a tree with $\gamma \geq 2$ will have non-zero entry in $\delta \mathcal{J}^{(\gamma)}(t)$ in a position where every other tree (reference or derived) has a zero because of constraints. Hence the $\delta \mathcal{J}^{(\gamma)}(t)$ vector for each derived tree is linearly independent from all the other vectors in the basis.

We also know that any linear combination of solutions to Eq. (14) can be scaled by an overall normalization factor (to make the coefficients sum to one) so that it is also a solution to Eq. (14). Hence the following linear combination of basis vectors is a valid solution:

$$
\begin{equation*}
\delta \mathcal{J}(t)=\sum_{\gamma=1}^{\Delta+1} w_{\gamma}(t) \delta \mathcal{J}^{(\gamma)}(t) \tag{19}
\end{equation*}
$$

Here $w_{\gamma}(t)$ are any real-valued functions where $\sum_{\gamma=1}^{\Delta+1} w_{\gamma}(t)=1$ at each $\lambda_{t}$ and $\dot{\lambda}_{t}$. As we argue in the next section, the tree basis is complete: any CD solution $\delta \mathcal{J}(t)$ can be expressed in the form of Eq. (19). Note that Eq. (15) is a special case of Eq. (19). When the original graph is tree-like, $\Delta=0$ and there is only one spanning tree $(\gamma=1)$, equivalent to the original graph. In this case $\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}=\widehat{\nabla}^{-1}$ and the sole coefficient function $w_{1}(t)=1$ by normalization.

## C. Completeness of the tree basis

To prove that any CD solution can be expressed as a linear combination of tree basis solutions $\delta \mathcal{J}^{(\gamma)}(t)$, let us first introduce $\Delta$ vectors of the following form:

$$
\begin{equation*}
\mathcal{V}^{(\gamma)}(t)=\delta \mathcal{J}^{(\gamma)}(t)-\delta \mathcal{J}^{(1)}(t) \tag{20}
\end{equation*}
$$

for $\gamma=2, \ldots, \Delta+1$. Since both basis vectors on the right-hand side of Eq. (20) satisfy Eq. (14), we know that

$$
\begin{equation*}
\widehat{\nabla} \boldsymbol{V}^{(\gamma)}(t)=\partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)-\partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)=0 \tag{21}
\end{equation*}
$$

Hence $\mathcal{V}^{(\gamma)}(t)$ is a vector in the null space of $\widehat{\nabla}$. Moreover since the basis vectors $\delta \mathcal{J}^{(\gamma)}(t)$ are linearly independent, the set $\boldsymbol{\mathcal { V }}^{(\gamma)}(t)$ constitutes $\Delta$ linearly independent null vectors of $\widehat{\nabla}$. We can find the dimension of the null space, nullity $(\widehat{\nabla})$, using the rank-nullity theorem: $\operatorname{rank}(\widehat{\nabla})+\operatorname{nullity}(\widehat{\nabla})=E$, where $E$ is the number of columns in $\widehat{\nabla}$. Since $\operatorname{rank}(\widehat{\nabla})=N-1$ for a connected graph, as described earlier, we see that $\operatorname{nullity}(\widehat{\nabla})=E-(N-1)=\Delta$. Thus the $\Delta$ linearly independent vectors $\mathcal{V}^{(\gamma)}(t)$ span the whole null space. If there existed a vector $\delta \mathcal{J}(t)$ that satisfied Eq. (14) but could not be expressed as a linear combination of basis vectors, then the corresponding vector $\mathcal{V}(t)=\delta \mathcal{J}(t)-\delta \mathcal{J}^{(1)}(t)$ would be a null vector that is linearly independent of all the $\mathcal{V}^{(\gamma)}(t)$. But since the latter span the whole null space, this is impossible. Hence every CD solution $\delta \mathcal{J}^{(\gamma)}(t)$ satisfying Eq. (14) must be expandable in the form of Eq. (19).

## D. General solution in the cycle basis

The discussion in the previous section also allows us to rewrite the expansion in Eq. (19) in an alternative form that is convenient in practical applications. Using the fact that $\sum_{\gamma=1}^{\Delta+1} w_{\gamma}(t)=1$, Eq. (19) can be equivalently expressed as

$$
\begin{align*}
\delta \mathcal{J}(t) & =\delta \mathcal{J}^{(1)}(t)+\sum_{\gamma=2}^{\Delta+1} w_{\gamma}(t)\left(\delta \mathcal{J}^{(\gamma)}(t)-\delta \mathcal{J}^{(1)}(t)\right) \\
& =\delta \mathcal{J}^{(1)}(t)+\sum_{\gamma=2}^{\Delta+1} w_{\gamma}(t) \boldsymbol{V}^{(\gamma)}(t) \tag{22}
\end{align*}
$$

Since the vectors $\mathcal{V}^{(\gamma)}(t)$ form a basis for the null space of $\widehat{\nabla}$, the second term in the last line of Eq. (22), with its arbitrary coefficient functions $w_{\gamma}(t)$, is general enough to describe any vector function in the null space. With no loss of generality, we can rewrite this second term in another basis for the null space instead. A convenient choice is the fundamental cycle basis corresponding to some reference spanning tree (we need not choose the same reference as used to find $\left.\delta \mathcal{J}^{(1)}(t)\right)$. The $\Delta$ fundamental cycles were identified in the procedure to construct derived trees. If we assign an arbitrary orientation to the cycles (clockwise or counterclockwise), then the $E$-dimensional cycle vector $\boldsymbol{c}^{(\gamma)}$, associated with the derived tree $\gamma+1$, is defined as follows: a $\pm 1$ at every row whose corresponding edge in the original graph belongs to the fundamental cycle, with a +1 if the edge direction is parallel to the cycle orientation, -1 if anti-parallel. All edges not belonging to the fundamental cycle are zero. For the reference tree in Fig. 2C the fundamental cycles are highlighted in green on the right of the panel. Here the two cycle vectors are:

$$
\boldsymbol{c}^{(1)}=\left(\begin{array}{l}
1  \tag{23}\\
1 \\
1 \\
0 \\
0
\end{array}\right), \quad \boldsymbol{c}^{(2)}=\left(\begin{array}{l}
0 \\
1 \\
1 \\
1 \\
1
\end{array}\right)
$$

In general, the $\Delta$ fundamental cycle vectors form a basis for the null space of $\widehat{\nabla}$ [61].

In terms of the cycle vectors, Eq. (22) can be written as

$$
\begin{equation*}
\delta \mathcal{J}(t)=\delta \mathcal{J}^{(1)}(t)+\sum_{\gamma=1}^{\Delta} v_{\gamma}(t) \boldsymbol{c}^{(\gamma)} \tag{24}
\end{equation*}
$$

where $v_{\gamma}(t)$ for $\gamma=1, \ldots, \Delta$ are another set of arbitrary coefficient functions. The convenience of Eq. (24) over Eq. (19) is that we only need to find one spanning tree solution $\delta \mathcal{J}^{(1)}(t)$. Both have the same number of degrees of freedom: in the first case $\Delta$ coefficient functions $w_{\gamma}(t)$ for $\gamma=2, \ldots, \Delta+1$ (since $w_{1}(t)$ depends on the rest through the normalization constraint); in the second case $\Delta$ coefficient functions $v_{\gamma}(t)$.

Finally we note that because of Eq. (11), the oriented stationary current vector $\mathcal{J}(t)$ corresponding to the original protocol is in the null space of $\hat{\nabla}$. Hence it can also be expanded in terms of the cycle vectors as

$$
\begin{equation*}
\mathcal{J}(t)=\sum_{\gamma=1}^{\Delta} u_{\gamma}(t) \boldsymbol{c}^{(\gamma)} \tag{25}
\end{equation*}
$$

with some coefficient functions $u_{\gamma}(t)$. Since the CD currents $\widetilde{\mathcal{J}}(t)=\mathcal{J}(t)+\delta \mathcal{J}(t)$, we can combine Eqs. (24) and (25) to get the most general expression for any set of currents that satisfies Eq. (13):

$$
\begin{equation*}
\widetilde{\mathcal{J}}(t)=\delta \mathcal{J}^{(1)}(t)+\sum_{\gamma=1}^{\Delta} \Phi_{\gamma}(t) \boldsymbol{c}^{(\gamma)} \tag{26}
\end{equation*}
$$

Here $\Phi_{\gamma}(t) \equiv u_{\gamma}\left(\lambda_{t}\right)+v_{\gamma}(t)$. Because the $v_{\gamma}(t)$ are arbitrary, the functions $\Phi_{\gamma}(t)$ are also arbitrary, and we still have the same $\Delta$ degrees of freedom to span the solution space.

## E. Thermodynamic costs of CD driving

Consider a driving protocol where the control parameters $\lambda_{t}$ are varied from $\lambda_{0}$ to $\lambda_{\tau}$ over a time interval $\tau$. The system starts in the initial stationary state, $\boldsymbol{p}(0)=\boldsymbol{\rho}\left(\lambda_{0}\right)$. If we implement the CD protocol, the transition matrix is given by $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ and the dynamics are described by Eq. (4), with the probability distribution at time $t$ equal to $\boldsymbol{\rho}\left(\lambda_{t}\right)$. The total entropy production rate $\dot{S}^{\text {tot }}(t)$ at time $t$ is given by [60],

$$
\begin{align*}
& \dot{S}^{\mathrm{tot}}(t) \\
& =k_{B} \sum_{i j} \widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right) \ln \frac{\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right)}{\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{i}\left(\lambda_{t}\right)}, \tag{27}
\end{align*}
$$

and is non-negative in accordance with the second law of thermodynamics, $\dot{S}^{\text {tot }}(t) \geq 0$. For a system coupled to a single heat reservoir at temperature $T$, we can decompose $\dot{S}^{\text {tot }}(t)$ into the rates of change of the system and reservoir entropies,

$$
\begin{equation*}
\dot{S}^{\mathrm{tot}}(t)=\dot{S}(t)+\dot{S}^{\mathrm{r}}(t), \tag{28}
\end{equation*}
$$

where $S(t)=-k_{B} \sum_{i} \rho_{i}\left(\lambda_{t}\right) \ln \rho_{i}\left(\lambda_{t}\right)$ is the system entropy, and $S^{r}(t)$ is the reservoir entropy. The heat flow from the reservoir into the system is given by $-T \dot{S}^{\mathrm{r}}$, and there is some rate $\dot{W}$ at which external work is being done on the system during the driving. By energy conservation, the mean system energy $E(t)=\sum_{i} \rho_{i}\left(\lambda_{t}\right) E_{i}\left(\lambda_{t}\right)$, where $E_{i}\left(\lambda_{t}\right)$ is the energy of state $i$, must change according to:

$$
\begin{equation*}
\dot{E}(t)=-T \dot{S}^{\mathrm{r}}+\dot{W} . \tag{29}
\end{equation*}
$$

Solving for $\dot{S}^{r}$ from Eq. (29) and plugging into Eq. (28), we can write

$$
\begin{align*}
\dot{W}(t) & =\dot{E}(t)-T \dot{S}(t)+T \dot{S}^{\text {tot }}(t) \\
& =\dot{F}(t)+T \dot{S}^{\text {tot }}(t), \tag{30}
\end{align*}
$$

where the free energy $F(t)=E(t)-T S(t)$.
In the special case where we begin and end in an equilibrium stationary state, $F(0)=F^{\text {eq }}\left(\lambda_{0}\right)$ and $F(\tau)=$ $F^{\text {eq }}\left(\lambda_{\tau}\right)$. Here the equilibrium free energy $F^{\text {eq }}\left(\lambda_{t}\right)=$ $-k_{B} T \ln Z\left(\lambda_{t}\right)$, and $Z\left(\lambda_{t}\right)=\sum_{i} \exp \left(-\beta E_{i}\left(\lambda_{t}\right)\right)$ is the corresponding partition function, with $\beta=\left(k_{B} T\right)^{-1}$. Integrating both sides of Eq. (30), we can relate the total work expended over the driving, $\Delta W$, to the free energy difference of the system $\Delta F^{\mathrm{eq}}=F^{\mathrm{eq}}(\tau)-F^{\mathrm{eq}}(0)$ :

$$
\begin{equation*}
\Delta W=\Delta F^{\mathrm{eq}}+T \Delta \dot{S}^{\mathrm{tot}} \tag{31}
\end{equation*}
$$

where for any observable $\dot{O}(t)$ we write $\Delta O \equiv \int_{0}^{\tau} d t \dot{O}(t)$. We can then define the dissipated (or irreversible) work $\Delta W^{\text {diss }} \equiv \Delta W-\Delta F^{\text {eq }}=T \Delta \dot{S}^{\text {tot }}$ [65]. From the fact that $\dot{S}^{\text {tot }}(t) \geq 0$ at all times $t$, we see that $\Delta \dot{S}^{\text {tot }} \geq 0$ and hence the dissipated work during driving between two equilibrium states is always non-negative, $\Delta W^{\text {diss }} \geq 0$. The dissipated work is a measure of the thermodynamic cost of the driving. From Eq. (31) we have to put in work $\Delta W$ at least equal $\Delta F^{\text {eq }}$ to get between the starting and end states. $\Delta W^{\text {diss }}$ tells us the additional work cost on top of this baseline.

From Eq. (28) we know $\Delta W^{\text {diss }}=T \Delta S+T \Delta S^{\mathrm{r}}$. The first term just depends on the system entropy difference at the beginning and end of the protocol, and hence on the probability distributions $\boldsymbol{\rho}\left(\lambda_{0}\right)$ and $\boldsymbol{\rho}\left(\lambda_{\tau}\right)$. For any CD solution corresponding to the same target trajectory of distributions $\boldsymbol{\rho}\left(\lambda_{t}\right)$, the term $T \Delta S$ is always the same. However the excess work $T \Delta S^{\mathrm{r}}$ dissipated throughout the protocol can vary among CD solutions. To see this, note that from Eqs. (27)-(28) and the definition of $S(t)$ we can write the reservoir contribution to the total entropy change as [60]:

$$
\begin{equation*}
\Delta S^{r}=k_{B} \sum_{i j} \int_{0}^{\tau} d t \widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right) \ln \frac{\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)}{\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right)} . \tag{32}
\end{equation*}
$$

This clearly depends not just on $\boldsymbol{\rho}\left(\lambda_{t}\right)$, but the values of the CD transition matrix elements $\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$, which vary among CD solutions for the same target. A biological realization of this variation in $\Delta W^{\text {diss }}$ among solutions will be explored in the repressor-corepressor protein example of the next section.
For a CD current solution $\widetilde{\mathcal{J}}(t)$ of the form given in Eq. (26), each current component $\widetilde{\mathcal{J}}_{\alpha}(t)$ is related to the corresponding transition rates $\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ and $\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ via Eq. (12). In many physical systems we may not have the ability to freely modify both transition rates-one may be fixed, and other tunable over some range by changing an external parameter (like concentration of a reactant in a biochemical system). But let us imagine a hypothetical scenario where we have the ability to implement any $\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ and $\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ compatible with Eqs. (12) and (26) for all the edges in the network. In this case we can show for any CD solution there always exists a choice of transition rates that makes $\Delta W^{\text {diss }}$ arbitrarily small.

To accomplish this, it is convenient to rewrite $\dot{S}^{\text {tot }}(t)$ from Eq. (27) in terms of a sum over edges $\alpha$ in the oriented current graph [60],

$$
\begin{equation*}
\dot{S}^{\text {tot }}(t)=k_{B} \sum_{\alpha} \widetilde{\mathcal{J}}_{\alpha}(t) \chi_{\alpha}(t) \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\alpha}(t) \equiv \ln \frac{\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right)}{\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{i}\left(\lambda_{t}\right)} . \tag{34}
\end{equation*}
$$

Here $\alpha$ is the label of the edge associated with $(i, j)$. We take $\widetilde{\Omega}_{i j}$ to be the CD transition rate along the arrow direction of edge $\alpha$, and $\widetilde{\Omega}_{j i}$ to be the reverse transition. The difference between the numerator and denominator inside the logarithm in Eq. (34) is just the current at that edge, which is determined by the CD solution:

$$
\begin{equation*}
\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{j}\left(\lambda_{t}\right)-\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \rho_{i}\left(\lambda_{t}\right)=\widetilde{\mathcal{J}}_{\alpha}(t) \tag{35}
\end{equation*}
$$

To simultaneously satisfy Eqs. (34) and (35), the transition rates must be given by

$$
\begin{align*}
& \widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)=\widetilde{\mathcal{J}}_{\alpha}(t) \frac{e^{\chi_{\alpha}(t)}}{\rho_{j}\left(\lambda_{t}\right)\left(e^{\chi_{\alpha}(t)}-1\right)},  \tag{36}\\
& \widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right)=\widetilde{\mathcal{J}}_{\alpha}(t) \frac{1}{\rho_{i}\left(\lambda_{t}\right)\left(e^{\chi_{\alpha}(t)}-1\right)}
\end{align*}
$$

The current $\widetilde{\mathcal{J}}_{\alpha}(t)$ is fixed by choosing a particular CD solution, but in this scenario we have the freedom to manipulate both $\widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ and $\widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ at each edge. We can thus choose the rates to make $\left|\chi_{\alpha}(t)\right| \ll 1$ for every $\alpha$. Eq. (36) in this limit becomes

$$
\begin{align*}
& \widetilde{\Omega}_{i j}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \approx \frac{\widetilde{\mathcal{J}}_{\alpha}(t)}{\rho_{j}\left(\lambda_{t}\right) \chi_{\alpha}(t)}, \\
& \widetilde{\Omega}_{j i}\left(\lambda_{t}, \dot{\lambda}_{t}\right) \approx \frac{\widetilde{\mathcal{J}}_{\alpha}(t)}{\rho_{i}\left(\lambda_{t}\right) \chi_{\alpha}(t)} . \tag{37}
\end{align*}
$$

We are free to make $\left|\chi_{\alpha}(t)\right|$ arbitrarily small for fixed $\widetilde{\mathcal{J}}_{\alpha}(t)$, so long as $\chi_{\alpha}(t)$ and $\widetilde{\mathcal{J}}_{\alpha}(t)$ have the same sign. Approaching the limit $\left|\chi_{\alpha}(t)\right| \rightarrow 0$ makes $\dot{S}^{\text {tot }}(t) \rightarrow 0$ from Eq. (33) and hence $\Delta W^{\text {diss }} \rightarrow 0$. Of course to achieve this, both transition rates in Eq. (37) have to become arbitrarily large, while the current in Eq. (35) remains finite. It may seem counterintuitive that though this CD protocol can drive the system at arbitrary speed over a trajectory, the associated $\Delta W^{\text {diss }}$ is small. However in this particular case the CD solution involves making the local "diffusivity" in the system large (if we imagine dynamics on the network as a discrete diffusion process). In other words we are reducing the effective friction to zero in order to eliminate dissipation.

In practice this extreme limit is not realistic. There are likely to be physical constraints that prevent us from simultaneously tuning each pair of rates in the network over an arbitrary range, so the CD implementation with
$\Delta W^{\text {diss }} \rightarrow 0$ is not realizable. However, among the family of realizable CD solutions for a given target trajectory, we can ask which one makes $\Delta W^{\text {diss }}$ as small as possible. We illustrate this in the repressor-corepressor biological example described in the next section.

## II. CD DRIVING IN BIOLOGICAL NETWORKS

To illustrate the general theory in specific biological contexts, we consider two examples of CD driving in biochemical networks. The first example is a simple genetic regulatory switch involving a repressor protein and corepressor ligand binding to an operator site on DNA, turning off the expression of a set of genes. Here it turns out there are enough control knobsconcentrations of repressors, corepressors, and repressorcorepressor complexes-to implement a whole family of exact CD solutions. Among this family we can then examine which ones satisfy certain physical constraints, or minimize thermodynamic costs. The second example involves a chaperone protein that binds to a misfolded substrate, catalyzing the unfolding of this misfolded protein and giving it another chance to fold into the correct ("native") state. The available control knobs-chaperone and ATP concentrations - are in fact insufficient to implement any exact CD solution. In this scenario, approximate CD driving by sharply increasing chaperone concentration can rapidly decrease the probability of a protein being in a misfolded state, a key factor in ameliorating the damage due to heat shock. We thus find that even when the CD control formalism cannot be applied in full, it can still provide a useful way to interpret time-dependent regulation in certain biological systems.

## A. Repressor-corepressor model

The first system we consider is a common form of gene regulation in bacteria, illustrated schematically in Fig. 3A: a repressor protein has the ability to bind to an operator site on DNA. When bound, it interferes with the ability of RNA polymerase to attach to the nearby promoter site, preventing the transcription of the genes associated with the promoter. The system acts as a genetic switch, with the empty operator site the "on" state for gene expression, and the occupied operator site the "off" state. In many cases, additional regulatory molecules-inducers or corepressors- influence the binding affinity of repressor proteins [66]. In the present model, binding of the bare repressor to the operator site is weak (it unbinds easily), but the binding strength is enhanced in the presence of a particular small molecule - the corepressor. Hence the corepressor concentration acts like an input signal, with sufficiently high levels leading to the promoter site being occupied with high probability, and the associated genes being turned off.

As is generally the case with genetic regulation in bi-


FIG. 3. A) Biochemical network of a repressor-corepressor model, showing an operator site on DNA in three different states: 1) free; 2) bound to a bare repressor protein; 3) bound to a represssor-corepressor complex. Transition rates between the states are shown in green. The binding reaction rates depend on three concentrations of molecules in solution: $R(t)$ for bare repressors, $C(t)$ for corepressors, and $X(t)$ for the complexes. B) One of the spanning trees for the associated network graph, with the edge deleted to form the tree shown in faint red. We take this to be the reference spanning tree for the tree basis. C) The other tree in the basis, with the corresponding fundamental cycle in green.
ology, the processes underlying repressor dynamics are stochastic [67]. Here we model the system through Markovian transitions among three discrete states: 1) free operator; 2) bare repressor bound to the operator; 3) repressor-corepressor complex bound to the operator. Transitions in both directions (clockwise and counterclockwise in Fig. 3A) are possible. In each pair of transition rates between neighboring states there is a binding reaction proportional to the concentration of a chemical species in solution. The relevant concentrations are those of bare repressors $R(t)$, corepressors $C(t)$, and repressor-corepressor complexes $X(t)$. The associated binding constants, which multiply the concentrations to give the binding rates, are $k_{r}, k_{c}$, and $k_{x}$ respectively. The other transition rate in each pair is the corresponding unbinding reaction, $k_{-r}, k_{-c}$, or $k_{-x}$.

To be concrete, we base parameter values on the purine repressor (PurR) system of E. coli [66, 68]. The PurR protein turns off genes responsible for the de novo production of purines, a class of molecules including guanine and adenine that are essential ingredients in DNA/RNA and energy transducing molecules like ATP. If the cell has an excess of purines (for example from environmental sources), this is signaled by an abundance of the corepressors guanine or hypoxanthine (a purine
derivative) that form complexes with PurR, enabling it to bind strongly with its operator site. This way, the cell can switch off the energetically expensive de novo production of purines when it is not needed. The entire biochemical network of Fig. 3A, including both clockwise and counterclockwise transitions, was experimentally measured for PurR, and the parameters are given by [68]: $k_{r}=0.0191 \mathrm{nM}^{-1} \mathrm{~min}^{-1}, k_{c}=7.83 \times 10^{-4}$ $\mathrm{nM}^{-1} \min ^{-1}, k_{x}=0.9 \mathrm{nM}^{-1} \min ^{-1}, k_{-r}=1.68 \min ^{-1}$, $k_{-c}=0.72 \mathrm{~min}^{-1}, k_{-x}=0.072 \mathrm{~min}^{-1}$. Note that $k_{-x} \ll k_{-r}$ (the repressor-corepressor complex unbinds from the operator more slowly than bare repressor) and $k_{x} \gg k_{r}$ (it binds more easily), demonstrating the enhanced affinity of the complex to the operator relative to the bare repressor.

Three of the transition rates depend on the external concentration parameters $\lambda_{t}=(R(t), C(t), X(t))$, and time-dependent changes in these concentrations constitute a driving protocol that alters the probability landscape of the operator. Note that while our system description focuses on the state of the operator, the repressor and corepressor can also bind/unbind in solution away from the operator [68], and in some systems there are other molecules (like inducers) competing for the repressor in solution. The relative concentrations of the two reactants, $R(t), C(t)$ and the complex $X(t)$ in solution can be expressed in terms of a chemical potential for the reaction:

$$
\begin{equation*}
\Delta \mu(t)=k_{B} T \ln \left(\frac{k_{r} R(t) k_{c} C(t) k_{-x}}{k_{-r} k_{-c} k_{x} X(t)}\right) \tag{38}
\end{equation*}
$$

The fraction inside the logarithm is just the product of all the clockwise rates divided by the product of all the counterclockwise rates. When $\Delta \mu(t)=0$ there is an equal chance of making clockwise versus counterclockwise transitions, and hence the reaction at that instant satisfies detailed balance. While $\Delta \mu(t)=0$ may be possible in cellular conditions (for example if the binding/unbinding rates are very fast compared to the timescale of the protocol), it is not necessarily always the case [67]. Sudden environmental influxes of corepressor $C(t)$ might drive the concentrations out of detailed balance. This can also occur due to cellular processes that influence the availability of bare repressors-like changes in inducer abundance, in the case where inducers and corepressors compete for the same binding site on repressors. In general then we will take the solution concentrations $(R(t), C(t), X(t))$ to be arbitrary functions determined by processes outside of the system, and explore how these three control knobs can influence the state of the operator.

Imagine $\boldsymbol{\rho}\left(\lambda_{t}\right)$ is some target trajectory of distributions for the operator. For example (as we illustrate below) we might want to rapidly turn off gene expression, going from a situation where state 1 predominates to one where state 3 predominates. For any concentration protocol $\lambda_{t}=(R(t), C(t), X(t))$, the corresponding trajectory $\rho\left(\lambda_{t}\right)$ is described explicitly by expressions in Appendix A. Given this target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$, we
can derive a family of counterdiabatic concentration protocols, in terms of alternative concentration functions $(\widetilde{R}(t), \widetilde{C}(t), \widetilde{X}(t))$ such that the operator is guaranteed have the distribution $\rho\left(\lambda_{t}\right)$ at every $t$ during the driving.

Following the graphical solution procedure of Sec. IB, we start with the fact that the oriented current graph corresponding to Fig. 3A has $N=3, E=3$. If $\mathcal{J}_{i}(t)$ is the current oriented clockwise starting from state $i$, the reduced incidence matrix for the one-loop graph is

$$
\widehat{\nabla}=\left(\begin{array}{ccc}
-1 & 0 & 1  \tag{39}\\
1 & -1 & 0
\end{array}\right)
$$

Because $\Delta=E-N+1=1$, we have $\Delta+1=2$ trees in a tree basis. Taking the tree with edge 1 missing as the reference (tree 1 in Fig. 3B), we choose the other tree in the basis to be the one with edge 2 missing (tree 2 in Fig. 3C). Using the graphical algorithm, we can easily write down stretched inverse reduced incidence matrices for these trees:

$$
\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}=\left(\begin{array}{cc}
0 & 0  \tag{40}\\
0 & -1 \\
1 & 0
\end{array}\right), \quad\left[\widehat{\nabla}^{(2)}\right]_{S}^{-1}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0 \\
1 & 1
\end{array}\right)
$$

One can readily check that $\widehat{\nabla}\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ for $\gamma=1,2$ is the $2 \times 2$ identity matrix. There is a single fundamental cycle vector for the graph, shown as a dashed line in Fig. 3C, given by $\boldsymbol{c}^{(1)}=(1,1,1)$.

Using Eq. (18) for $\delta \mathcal{J}^{(1)}(t)$ and Eq. (26) for the most general form of the CD currents $\widetilde{\mathcal{J}}(t)$, we have

$$
\begin{align*}
\tilde{\mathcal{J}}(t) & =\delta \mathcal{J}^{(1)}(t)+\Phi_{1}(t) \boldsymbol{c}^{(1)}  \tag{41}\\
& =\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)+\Phi_{1}(t) \boldsymbol{c}^{(1)}
\end{align*}
$$

where $\Phi_{1}(t)$ is an arbitrary function. Given the definition of the oriented CD currents $\widetilde{\mathcal{J}}_{\alpha}(t)$ in Eq. (12), we can write Eq. (41) as a series of equations for each edge $\alpha$ :

$$
\begin{align*}
\widetilde{\mathcal{J}}_{1}(t) & =k_{r} \widetilde{R}(t) \rho_{1}\left(\lambda_{t}\right)-k_{-r} \rho_{2}\left(\lambda_{t}\right)=\Phi_{1}(t) \\
\widetilde{\mathcal{J}}_{2}(t) & =k_{c} \widetilde{C}(t) \rho_{2}\left(\lambda_{t}\right)-k_{-c} \rho_{3}\left(\lambda_{t}\right)=-\partial_{t} \rho_{2}\left(\lambda_{t}\right)+\Phi_{1}(t) \\
\widetilde{\mathcal{J}}_{3}(t) & =k_{-x} \rho_{3}\left(\lambda_{t}\right)-k_{x} \widetilde{X}(t) \rho_{1}\left(\lambda_{t}\right)=\partial_{t} \rho_{1}\left(\lambda_{t}\right)+\Phi_{1}(t) \tag{42}
\end{align*}
$$

Here we have assumed that our ability to influence the currents at each edge is via the CD concentration protocols $\widetilde{R}(t), \widetilde{C}(t)$, and $\widetilde{X}(t)$, with all other parameters fixed. Solving Eq. (42) for these concentrations, we find

$$
\begin{align*}
& \widetilde{R}(t)=\frac{\Phi_{1}(t)+k_{-r} \rho_{2}\left(\lambda_{t}\right)}{k_{r} \rho_{1}\left(\lambda_{t}\right)} \\
& \widetilde{C}(t)=\frac{\Phi_{1}(t)-\partial_{t} \rho_{2}\left(\lambda_{t}\right)+k_{-c} \rho_{3}\left(\lambda_{t}\right)}{k_{c} \rho_{2}\left(\lambda_{t}\right)}  \tag{43}\\
& \widetilde{X}(t)=-\frac{\Phi_{1}(t)+\partial_{t} \rho_{1}\left(\lambda_{t}\right)-k_{-x} \rho_{3}\left(\lambda_{t}\right)}{k_{x} \rho_{1}\left(\lambda_{t}\right)}
\end{align*}
$$

Different choices of $\Phi_{1}(t)$ correspond to different CD solutions that drive the system through the same trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$. The one additional constraint is that only $\Phi_{1}(t)$ functions that lead to non-negative concentrations in Eq. (43) at all $t$ during driving are physically allowable.

To illustrate a family of CD solutions, let us choose a target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ by specifying a concentration protocol. To mimic a rapid switch in gene expression, we select $C(t)$ to sharply increase in a sigmoidal fashion, with $R(t)$ kept at a constant level and $X(t)$ in detailed balance with $C(t)$ and $R(t)$ :

$$
\begin{align*}
& R(t)=R_{0}, \quad C(t)=C_{0}+\left(C_{f}-C_{0}\right) \frac{e^{k\left(t-t_{0}\right)}}{1+e^{k\left(t-t_{0}\right)}} \\
& X(t)=\frac{k_{r} R(t) k_{c} C(t) k_{-x}}{k_{-r} k_{-c} k_{x}} \tag{44}
\end{align*}
$$

where $R_{0}=20 \mathrm{nM}, C_{0}=0.2 \mu \mathrm{M}, C_{f}=20 \mu \mathrm{M}, k=$ $3 \mathrm{~min}^{-1}, t_{0}=5 \mathrm{~min}$, and the remaining parameters described above. The form of $X(t)$ means that $\Delta \mu(t)=$ 0 at all $t$ for this protocol. As a result the stationary current for this protocol is zero at all edges, $\mathcal{J}_{1}(t)=$ $\mathcal{J}_{2}(t)=\mathcal{J}_{3}(t)=0$. The concentrations in Eq. (44) are shown as dotted curves in Fig. 4D. The elements of the corresponding stationary distribution $\boldsymbol{\rho}\left(\lambda_{t}\right)$, calculated using the expressions in Appendix A, are depicted as solid curves in Fig. 4A. They represent a transition from a system dominated by state 1 at the beginning of the protocol to one dominated by state 3 at the end (the gene turning mostly "off"). As expected, if we actually drove the system using the protocol of Eq. (44) the resulting probability distribution $\boldsymbol{p}(t)$ (dashed curves in Fig. 4A) would lag behind the target distribution $\rho\left(\lambda_{t}\right)$.

To keep the system on target, we need to use one of the CD concentration protocols given by Eq. (43). For example, consider the one associated with tree 1 , which means setting $\Phi_{1}(t)=0$ at all $t$, so that from Eq. (41) we have $\tilde{\mathcal{J}}(t)=\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)$. The corresponding CD concentrations are shown in violet in Fig. 4D. Tree 1 has edge 1 missing, so the CD current there is constrained to be equal to the original stationary current, $\widetilde{\mathcal{J}}_{1}(t)=$ $\mathcal{J}_{1}(t)=0$. Since the edge 1 current determines $\widetilde{R}(t)$, we see that $\widetilde{R}(t)=R(t)$ (the violet curve overlaps with the dotted one), while both $\widetilde{C}(t)$ and $\widetilde{X}(t)$ differ from the original protocol. In a similar way, we can look at the CD protocol associated with tree 2. To implement this, making Eq. (41) take the form $\widetilde{\mathcal{J}}(t)=\left[\widehat{\nabla}^{(2)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)$, with $\left[\widehat{\nabla}^{(2)}\right]_{S}^{-1}$ given by Eq. (40), we set $\Phi_{1}(t)=\partial_{t} \rho_{2}\left(\lambda_{t}\right)$. The corresponding CD concentrations are colored teal in Fig. 4D. Note that since edge 2 is missing in tree 2, here $\widetilde{C}(t)=C(t)$.

Even though the original protocol satisfies detailed balance, the tree 1 and tree 2 CD solutions that force the system to stay along the target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ violate detailed balance. As can be seen from Fig. 4C, $\Delta \mu(t)$ for both these solutions veers significantly negative during the driving (where $\Delta \mu(t)$ for any CD solution is calculated via Eq. (38) with the CD concen-


FIG. 4. A) Components of the target stationary distribution trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ (solid curves) for the repressor-corepressor system, defined by the protocol of Eq. (44). In the absence of CD driving, the actual distribution $\boldsymbol{p}(t)$ (dashed curves) lags behinds the target. B-D) Characteristics of four different CD solutions that all drive the system along the target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$. The four solutions are: spanning tree 1 (violet, corresponding to Fig. 3B); spanning tree 2 (teal, corresponding to Fig. 3C); the solution satisfying detailed balance, $\Delta \mu(t)=0$ at all $t$ (yellow); and the optimal solution that minimizes $\dot{S}^{\text {tot }}(t)$ at all $t$ (thick black). For each solution we depict: B) the total entropy production rate $\dot{S}^{\text {tot }}(t)$, with the inset showing the difference $\delta \dot{S}^{\text {tot }}(t) \equiv \dot{S}^{\text {tot }}(t)-\dot{S}^{\text {tot,opt }}(t)$ between non-optimal and optimal rates on a log scale [units: $\left.k_{B} / \mathrm{min}\right]$; C) the instantaneous chemical potential $\Delta \mu(t)$, calculated using Eq. (38) with the CD concentrations; D) the CD concentrations $\widetilde{C}(t), \widetilde{R}(t), \widetilde{X}(t)$.
trations from Eq. (43) substituted for the original concentrations). Interestingly, one can find a CD solution where the concentrations satisfy $\Delta \mu(t)=0$, by solving $\Phi_{1}(t)$ at each $t$ that enforces this condition. The resulting CD protocol is shown in yellow in Fig. 4D. Note that despite the fact that $\Delta \mu(t)=0$ for this solution, the target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ is not an instantaneous stationary distribution of the CD transition matrix $\widetilde{\Omega}\left(\lambda_{t}, \dot{\lambda}_{t}\right)$ during the driving. Hence there is still nonzero entropy production $S^{\text {tot }}(t)$, as seen in Fig. 4B. All three CD solutions discussed so far have different $\dot{S}^{\text {tot }}(t)$ profiles, and hence involve different amount of dissipated work $\Delta W^{\text {diss }}$ (the integrated area under the $\dot{S}^{\text {tot }}(t)$ curve). We can also determine the CD solution for the given target trajectory that has the smallest $\Delta W^{\text {diss }}$, by numerically finding $\Phi_{1}(t)$ at each $t$ that minimizes $\dot{S}^{\text {tot }}(t)$. This yields the CD protocol shown as a thick black curve in Fig. 4D. It is close, but not exactly equal to, the $\Delta \mu(t)=0$ protocol, exhibiting slightly negative $\Delta \mu(t)$ at intermediate times (Fig. 4C). The inset of Fig. 4B shows the difference $\delta \dot{S}^{\text {tot }}(t) \equiv \dot{S}^{\text {tot }}(t)-\dot{S}^{\text {tot,opt }}(t)$ between each non-optimal solution and the optimal one. The $\Delta \mu(t)=0$ solution is significantly closer to optimal entropy production than the two tree solutions.

This simple three state biological example illustrates the variety of physically realizable CD solutions that exist in certain systems. The CD solutions can have quite distinct physical characteristics, i.e. concentrations that vary by up to an order of magnitude among different protocols in Fig. 4D, or different dissipation profiles in Fig. 4B. Yet all of them drive the system through the same target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$. Thus there can be a rich array of options available to nature (or to an experimentalist engineering a synthetic system) to achieve a specific probabilistic target. Indeed in this scenario an interesting question for future studies would be to ask whether certain driving options would be evolutionarily favored over others because of selection pressures due to energetic costs [69].

In contrast to this abundance of exact solutions, the next example explores the other extreme: what if the available control knobs are insufficient to exactly implement CD driving? Can the CD theoretical framework still provide insights?

## B. Chaperone model

Many newly synthesized proteins, susceptible to misfolding, become trapped in long-lived metastable states that are prone to aggregation. Since aggregates present a danger to the survival of the cell, there exists an elaborate rescue machinery of molecular chaperone proteins that facilitate unfolding or disaggregating misfolded proteins [13-16]. In the case of E.coli, which has the most extensively studied chaperone network, certain components like the GroEL-GroES system are obligatory for survival [70]. Environmental stresses further exacerbate the problem, and an increase of ambient temperature by


FIG. 5. A) Conformational states of a protein interacting with a chaperone. Transition rates in our kinetic network model are indicated by solid green arrows. Related transitions outside the scope of the model are shown as dashed arrows. B) A chosen control protocol, labeled "original" (dotted curves), and the corresponding exact CD solution (solid curves) based on the reference spanning tree of Fig. 2C. Top: chaperone concentrations $C(t)$ and $\widetilde{C}(t)$ for the original and CD protocols respectively; middle: chaperone enzymatic reaction rates $k_{a}$ and $\widetilde{k}_{a}(t)$; bottom: the intermediate-to-native transition rates $k_{n}$ and $\widetilde{k}_{n}(t)$. C) Probabilities versus time for the four system states. The dotted curve shows that stationary distribution target trajectory defined by the original protocol, which exhibits a rapid decrease of the misfolded (state 2) probability given by Eq. (48). The red solid curve shows the actual state probabilities under the original protocol, which diverge from the target. In contrast, the exact CD solution (purple solid curve) perfectly follows the target. The dashed curves show two approximations to the CD solution, when we lack the ability to vary all three quantities shown in panel B. Approximation 1 implements the CD protocol for $\widetilde{C}(t)$, but lets $k_{a}$ and $k_{n}$ stay fixed. Approximation 2 implements the CD protocol for $\widetilde{C}(t)$ and $\widetilde{k}_{a}(t)$, while keeping $k_{n}$ fixed.
just a few degrees can significantly enhance protein misfolding and consequently aggregation [17]. Responding to a heat shock requires creating extra capacity, since even under normal conditions the majority of chaperones are occupied by misfolded proteins [15] (i.e. occupancy for GroEL can approach $100 \%$ for fast-growing E. coli [16]). This is accomplished by rapidly upregulating the number of chaperones to cope with additional misfolded proteins [17, 18].

Most chaperones require constant power input in the form of ATP hydrolysis. As a result the stationary probability distribution of conformational states for a protein interacting with a chaperone will generally be out of equilibrium (non-Boltzmannian) [71, 72]. When the chaperone concentration increases after a heat shock (for example following a sudden rise to a new temperature [73]), the protein is driven away from the previous stationary distribution, and eventually relaxes to a new stationary distribution once the chaperone concentrations reach steady-state values at the new temperature. Chaperone upregulation during heat shock therefore serves as a natural example of nonequilibrium driv-
ing in a biological system.
In this section we consider a four-state Markov model for chaperone-assisted protein unfolding, inspired by earlier models like those of Refs. [71, 72]. We focus on a network of four states for a particular substrate ("client") protein, and one type of chaperone, depicted in Fig. 5A: 1) an intermediate conformational state of the protein, along the folding pathway between the unfolded and native states; 2) a misfolded protein state, prone to aggregation; 3) the misfolded protein bound to chaperone; 4) the correctly folded "native" state. These four states can interconvert with transition rates denoted in the figure (further details below). The model is a small biochemical module within a broader set of processes, some of which are depicted schematically with dashed arrows in the figure: protein synthesis and the initial folding to the intermediate state, and aggregation of the misfolded proteins. Our focus will be on a single protein once it enters the intermediate state, and then transitions among the four states. Similarly we ignore the aggregation process, occurring over much larger timescales than the transitions in the network. We model the dynamics in the
aftermath of a heat shock [17, 74]: a sudden jump to some high temperature $T$, which then remains fixed as the system adapts. The conditions favor misfolding over the native folding pathway. In the absence of chaperones, state 2 (misfolded) would be most likely, and over longer timescales this would eventually result in a buildup of aggregates. To prevent such a fate, which can be lethal for the cell, the cell engages in a complex heat shock defense mechanism. A key part of the defense is rapidly increasing the concentration of chaperones, lowering the probability of the protein being in state 2 . The heat shock response is an example of nature regulating the state distribution of proteins via at least one timevarying parameter (chaperone concentration), in a situation where a fast shift in the distribution is crucial for survival. It is thus an interesting scenario to investigate the possibility of CD-like control.

As a first step, let us detail the various transitions in the network. The protein can interconvert between states 1 and 2 with rates $k_{m}$ and $k_{-m}$, which satisfy a local detailed balance relationship,

$$
\begin{equation*}
\frac{k_{-m}}{k_{m}}=e^{-\beta \epsilon_{m}} \tag{45}
\end{equation*}
$$

where $\epsilon_{m}>0$ is the free energy difference between the intermediate and misfolded states. A chaperone can bind to the misfolded protein at rate $k_{c} C(t)$, where $C(t)$ is the concentration of unoccupied chaperones and $k_{c}$ is the binding constant. Once bound, the chaperone catalyzes the partial unfolding of the misfolded state to the intermediate state at rate $k_{a}$. This conversion may involve several substeps and hydrolysis of multiple ATP molecules, but we simplify the process to a single reaction step hydrolyzing one ATP molecule, with some rate function $k_{a}$.

Though typically negligible compared to the forward rate $k_{a}$, the reverse rate $k_{-a} C(t)$, proportional to chaperone concentration, must be formally defined in order to have a thermodynamically complete description of the system. Since a full traversal of the left loop clockwsise (states $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$ ) involves hydrolysis of an ATP molecule, the product of clockwise/counterclockwise rate ratios over the entire cycle is related to the chemical potential difference $\Delta \mu$ of ATP hydrolysis:

$$
\begin{equation*}
\frac{k_{m} k_{c} C(t) k_{a}}{k_{-m} k_{-c} k_{-a} C(t)}=\frac{k_{m} k_{c} k_{a}}{k_{-m} k_{-c} k_{-a}}=e^{\beta \Delta \mu} . \tag{46}
\end{equation*}
$$

Transitions from the intermediate to native state occur with rate $k_{n}$, and from the native to misfolded state with rate $k_{u}$. The corresponding reverse rates $k_{-n}$ and $k_{-u}$ are related to the forward ones through the local detailed balance relations

$$
\begin{equation*}
\frac{k_{-n}}{k_{n}}=e^{-\beta \epsilon_{n}}, \quad \frac{k_{-u}}{k_{u}}=e^{-\beta \epsilon_{u}} \tag{47}
\end{equation*}
$$

Here $\epsilon_{n}$ and $\epsilon_{u}$ are the free energy differences between the intermediate and native, and between the native and misfolded states respectively. Since going from states 2
$\rightarrow 4 \rightarrow 1$ should yield the same cumulative free energy difference as going directly from $2 \rightarrow 1$, we know that $\epsilon_{m}=\epsilon_{u}+\epsilon_{n}$.

We base the parameter values in our model on those associated with the chaperone GroEL assisting the folding of the substrate protein MDH, estimated from fitting to experimental data [71]: $k_{m}=0.37 \mathrm{~min}^{-1}, k_{n}=0.366$ $\min ^{-1}, k_{u}=0.025 \mathrm{~min}^{-1}, k_{-u}=7.78 \times 10^{-3} \mathrm{~min}^{-1}$, $k_{c}=1.7 \times 10^{6} \mathrm{M}^{-1} \mathrm{~min}^{-1}, k_{a}=4 \mathrm{~min}^{-1}$. In cases where only upper or lower bounds on the parameters could be determined, we used the values at the bound. Using Eq. (47) and the values of $k_{u}$ and $k_{-u}$ yield an estimate of $\epsilon_{u}=1.17 k_{B} T$. We do not know the precise value of $\epsilon_{m}$ from the experimental fitting, but we assume a typical value of $\epsilon_{m}=3 k_{B} T$, which then gives $\epsilon_{n}=\epsilon_{m}-\epsilon_{u}=1.83 k_{B} T$. Similarly, we set $k_{-c}=0.1$ $\min ^{-1}$ as the unbinding rate of the chaperone, a typical scale assuming strong binding affinity between the chaperone and substrate. The remaining unknown parameters can now be determined using Eqs. (45)-(47) (setting the ATP hydrolysis potential difference $\Delta \mu=22$ $\left.k_{B} T[75]\right): k_{-m}=0.0184 \mathrm{~min}^{-1}, k_{-n}=0.0585 \mathrm{~min}^{-1}$.

The chaperone network of Fig. 5A has exactly the same form as the two-loop network of Fig. 2A, with the mapping $k_{1}=k_{m}, k_{2}=k_{c} C(t), k_{3}=k_{a}, k_{4}=k_{n}$, $k_{5}=k_{u}, r_{1}=k_{-m}, r_{2}=k_{-c}, r_{3}=k_{-a} C(t), r_{4}=k_{-n}$, $r_{5}=k_{-u}$. There is a unique stationary state for every distinct value of chaperone concentration $C(t)$. The time-varying concentration protocol plays the role of the external control parameter, $\lambda_{t}=C(t)$. Explicit expressions for the stationary probabilities are given in Appendix A.

In the initial aftermath of the step rise in temperature, we imagine a scenario where the available concentration of free chaperones is $C(0)$, and the system rapidly has relaxed to a stationary state corresponding to $C(0)$. This $t=0$ time point is the start of the driving. We assume $C(0)$ is insufficient to cope with the conditions favoring misfolded proteins, so chaperones are upregulated to some final concentration $C(\tau)$ by the end of the driving $(t=\tau)$. Given the parameters described above, and a small starting chaperone concentration $C(0)=3.55$ nM , the stationary probability values are shown as the $t=0$ initial points on the dotted curve in Fig. 5C. The misfolded probability $\rho_{2}(0)=0.7$ and the native probability $\rho_{4}(0)=0.256$. At the end of the protocol we choose a final concentration $C(\tau)=0.454 \mu \mathrm{M}$. Once the system relaxes to the stationary state at this concentration, the corresponding misfolded and native probabilities are $\rho_{2}(\tau)=0.1$ and $\rho_{4}(\tau)=0.719$. Driving the system between these two stationary states thus significantly reduces the probability of misfolding and increases the probability of being in the native state.

Can this driving be accomplished in a finite time, following a particular target trajectory of stationary states? Let us consider an example target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$ where the misfolded probability shifts from 0.7 to 0.1 over several minutes,

$$
\begin{equation*}
\rho_{2}\left(\lambda_{t}\right)=A \tanh \left(\kappa\left(t-t_{0}\right)\right)+B \tag{48}
\end{equation*}
$$

with $A=-0.3, B=0.4, t_{0}=2 \mathrm{~min}, \kappa=1 \mathrm{~min}^{-1}$. Using the stationary probability expressions from Appendix A, one can solve Eq. (48) for the $\lambda_{t}=C(t)$ curve corresponding to this trajectory, which we label as the "original" protocol (dotted curve in the top panel of Fig. 5B). As expected, if one were to directly implement this original protocol the actual state probabilities $\boldsymbol{p}(t)$ (red curves in Fig. 5C) diverge from the target (dotted curves in Fig. 5C).

The complete set of possible CD solutions for the twoloop system was derived earlier. Let us take for example the solution corresponding to the reference spanning tree in Fig. 2C. The associated current perturbations are $\delta \mathcal{J}^{(1)}(t)=\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right)$, with $\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}$ given by Eq. (17). To solve for the CD transition rates, we need to combine these perturbations with the stationary currents for the original protocol, $\widetilde{\mathcal{J}}(t)=\mathcal{J}(t)+\delta \mathcal{J}^{(1)}(t)$. The stationary currents for the various edges (as labeled according to Fig. 2B) are $\mathcal{J}_{1}(t)=\mathcal{J}_{L}(t)-\mathcal{J}_{R}(t)$, $\mathcal{J}_{2}(t)=\mathcal{J}_{3}(t)=\mathcal{J}_{L}(t), \mathcal{J}_{4}(t)=\mathcal{J}_{5}(t)=\mathcal{J}_{R}(t)$. Expressions for the left-loop stationary current $\mathcal{J}_{L}(t)$ and the right-loop stationary current $\mathcal{J}_{R}(t)$, which depend on the control parameter $C(t)$, are shown in Appendix A (see also Eq. (51) below). Putting everything together, we have three edges $\alpha$ where $\delta \mathcal{J}_{\alpha}^{(1)} \neq 0$, and hence we need to modify the currents there to implement CD driving:

$$
\begin{align*}
\widetilde{\mathcal{J}}_{2}(t) & =k_{c} \widetilde{C}(t) \rho_{2}\left(\lambda_{t}\right)-k_{-c} \rho_{3}\left(\lambda_{t}\right) \\
& =\mathcal{J}_{L}(t)-\partial_{t} \rho_{2}\left(\lambda_{t}\right) \\
\widetilde{\mathcal{J}}_{3}(t) & =\widetilde{k}_{a}(t) \rho_{3}\left(\lambda_{t}\right)-k_{-a} \widetilde{C}(t) \rho_{1}\left(\lambda_{t}\right)  \tag{49}\\
& =\mathcal{J}_{L}(t)-\partial_{t} \rho_{2}\left(\lambda_{t}\right)-\partial_{t} \rho_{3}\left(\lambda_{t}\right) \\
\widetilde{\mathcal{J}}_{4}(t) & =\widetilde{k}_{n}(t) \rho_{1}\left(\lambda_{t}\right)-k_{-n} \rho_{4}\left(\lambda_{t}\right) \\
& =\mathcal{J}_{R}(t)-\partial_{t} \rho_{1}\left(\lambda_{t}\right)-\partial_{t} \rho_{2}\left(\lambda_{t}\right)-\partial_{t} \rho_{3}\left(\lambda_{t}\right)
\end{align*}
$$

This particular CD solution could be implemented if we employ a modified concentration protocol $\widetilde{C}(t)$ and timedependent transition rates $\widetilde{k}_{a}(t), \widetilde{k}_{n}(t)$. Solving for these from Eq. (49) we find:

$$
\begin{align*}
& \widetilde{C}(t)=C(t)-\frac{1}{k_{c}} \frac{\partial_{t} \rho_{2}\left(\lambda_{t}\right)}{\rho_{2}\left(\lambda_{t}\right)} \\
& \widetilde{k}_{a}(t)=k_{a}-\frac{\partial_{t} \rho_{2}\left(\lambda_{t}\right)+\partial_{t} \rho_{3}\left(\lambda_{t}\right)}{\rho_{3}\left(\lambda_{t}\right)}-\frac{k_{-a}}{k_{c}} \frac{\rho_{1}\left(\lambda_{t}\right) \partial_{t} \rho_{2}\left(\lambda_{t}\right)}{\rho_{2}\left(\lambda_{t}\right)} \\
& \widetilde{k}_{n}(t)=k_{n}-\frac{\partial_{t} \rho_{1}\left(\lambda_{t}\right)+\partial_{t} \rho_{2}\left(\lambda_{t}\right)+\partial_{t} \rho_{3}\left(\lambda_{t}\right)}{\rho_{1}\left(\lambda_{t}\right)} \tag{50}
\end{align*}
$$

To get the final form for Eq. (50) we have used the fact that

$$
\begin{align*}
\mathcal{J}_{L}(t) & =k_{c} C(t) \rho_{2}\left(\lambda_{t}\right)-k_{-c} \rho_{3}\left(\lambda_{t}\right) \\
& =k_{a} \rho_{3}\left(\lambda_{t}\right)-k_{-a} \rho_{1}\left(\lambda_{t}\right),  \tag{51}\\
\mathcal{J}_{R}(t) & =k_{n} \rho_{1}\left(\lambda_{t}\right)-k_{-n} \rho_{4}\left(\lambda_{t}\right) .
\end{align*}
$$

Eq. (50) implements the reference spanning tree CD solution for any desired target trajectory $\boldsymbol{\rho}\left(\lambda_{t}\right)$. For the specific trajectory corresponding to Eq. (48) we show the
time-dependent CD protocol as solid curves in Fig. 5B. Qualitatively, the CD protocol takes the form of a transient peak or overshoot in the three parameters $\widetilde{C}(t)$, $\widetilde{k}_{a}(t)$, and $\widetilde{k}_{n}(t)$ relative to the original protocol. This transient perturbation eliminates the discrepancy between $\boldsymbol{p}(t)$ and $\boldsymbol{\rho}\left(\lambda_{t}\right)$, as we see in the purple CD curves in Fig. 5 C , where the system now exactly follows the target (dotted) trajectory. From the form of Eq. (50), it is clear that in the limit of adiabatically slow driving, where $\partial_{t} \boldsymbol{\rho}\left(\lambda_{t}\right) \rightarrow 0$, the perturbation vanishes and the CD solution approaches the original protocol, as expected.

However in an actual chaperone system the full CD solution in Eq. (50) cannot be implemented exactly, because we cannot simultaneously vary chaperone concentration and both rates via external parameters. Carrying out the concentration protocol $\widetilde{C}(t)$ alone is in principal realizable, and in Fig. 5C we show the behavior of the system under this approximate CD approach (labeled "approximation 1 "), where $\widetilde{C}(t)$ is given by Eq. (50), but $\widetilde{k}_{a}(t)=k_{a}, \widetilde{k}_{n}(t)=k_{n}$ are fixed. As expected, the state probabilities no longer exactly follow the target trajectory, but the driving is partially effective. In particular the state 2 (misfolded) probability still follows the target closely, dropping steeply over the course of several minutes. The reason for this is that the transition rates on all edges in the network that connect to state 2 agree with the exact CD solution: $k_{m}, k_{-m}, k_{u}, k_{-u}$ are fixed in the reference spanning tree solution, and $\widetilde{C}(t)$ follows Eq. (50). On the other hand, the edges involving $k_{a}$ and $k_{n}$ diverge from the exact CD solution, and so the probabilities of states connected by these edges (1, 3, and 4) veer further from the target than in the case of state 2 .

Even partially implemented in this manner, the biological benefit of CD driving is clear: rapidly reducing the probability of a misfolded protein helps protect the cell against the threat of aggregation. In fact the $\widetilde{C}(t)$ protocol shown in Fig. 5B-its quick rise and overshoot, eventually leveling off at a higher concentration-has qualitative analogues in the actual heat shock response of organisms. In the immediate aftermath of a temperature increase in yeast, heat shock proteins needed for rapid response (like molecular chaperones) typically peak in concentration within the first ten minutes [17, 74], before reducing to lower levels. These later levels are still elevated relative to the pre-shock state, and remain so for hours while long-term recovery processes kick in. A similar overshoot occurs in the first few minutes after heat shock for the sigma factor $\sigma^{32}$ of $E$. coli, a regulatory protein responsible for promoting the synthesis of a variety of heat shock proteins [76]. We then see downstream echoes of this overshoot in levels of mRNA transcribed from chaperone genes like $d n a K$ and $i b p$ [73].

Can the approximation to the CD solution be improved by adding another control knob? Since the enzymatic action of the chaperone, reverting the misfolded protein back to an intermediate state, involves the hydrolysis of ATP, the rate $k_{a}$ depends on ATP concen-
tration. If that concentration could vary significantly over time, then a time-dependent protocol like $\widetilde{k}_{a}(t)$ in Eq. (50) is imaginable. The curves labeled "approximation 2" in Fig. 5C show the results of this modified approximation, where $\widetilde{C}(t)$ and $\widetilde{k}_{a}(t)$ follow Eq. (50), and $\widetilde{k}_{n}(t)=k_{n}$ is fixed. Since now all edges connected to state 3 and state 2 have rates obeying the exact CD solution, the probabilities of both these states follow the target closely. For state 2 there is limited improvement relative to the first approach, with the state 2 probabilities nearly the same for both approximations. At least for this parameter set, the biological implications of the added control knob are small, since control of state 3 is not linked to a direct threat in the same way as state 2: misfolded proteins bound to chaperones are protected from aggregation. And thus it is not surprising that unlike the rise in chaperone concentration, increasing ATP concentrations is not a universal feature of the heat shock response. There is one documented case however where it does occur: in $E$. coli the concentration of ATP increases sharply by about a factor of two in the first minutes after heat shock, and then gradually decreases [73], an observation additionally supported by metabolic evidence [77]. This has rough similarities to the transient increase seen in our $\widetilde{k}_{a}(t)$ protocol of Fig. 5B. So while manipulating $\widetilde{k}_{a}(t)$ does seem feasible (to an extent) in certain real systems, its precise significance in chaperonemediated driving is debateable: the transient ATP increase in E. coli might be related to other aspects of the heat shock response.

In summary, some biological systems may not have enough controllable degrees of freedom to implement a full CD solution. However, a partial implementation, focused on edges connected to certain states of interest, allows us to approximately follow a target trajectory for that subset of states. This significantly broadens the scope of applicability of the CD approach, beyond just scenarios where exact CD is possible.

## III. CD DRIVING IN CONTINUOUS SYSTEMS

Let us consider discrete-state Markov models on lattice graphs (also known as grid graphs). In these cases the states can be visualized as points on some $d$ dimensional lattice, with transitions occurring between neighboring lattice points. If we imagine the states as actual positions in a $d$-dimensional space, and allow the lattice spacing to become infinitesimal as the number of states $N \rightarrow \infty$, then the behavior of such models should approach continuum diffusive dynamics described by Fokker-Planck equations. Thus, taking appropriate limits, we should be able to use our formalism to derive CD solutions for Fokker-Planck systems. In Sec. IIIA, we describe how to do this for a $d=1$ lattice, while the SI describes a $d=2$ example. The $d=1$ derivation recovers the Fokker-Planck CD driving results of Refs. [55, 78], while for $d=2$ we show a generalized version of the CD driving used for the evolutionary Fokker-


FIG. 6. A) $N$-state Markov model on a one-dimensional lattice graph, with $E=N-1$ edges. Black arrows correspond to transitions between neighboring states, $k_{i}\left(\lambda_{t}\right)$ and $r_{i}\left(\lambda_{t}\right)$, $i=1, \ldots, N-1$, which depend on the control protocol $\lambda_{t}$. B) Oriented stationary currents $\mathcal{J}_{\alpha}(t), \alpha=1, \ldots, N-1$. These currents form the only spanning tree for the graph.

Planck system in Ref. [58]. The higher-dimensional case also shows how the graphical algorithm enables a discretized approach for numerically solving continuum CD problems, capable of handling fine meshes with large $N$. Beyond this validation, we demonstrate how CD driving works for systems exhibiting position-dependent diffusivity (not considered in Refs. [55, 78]) and in Sec. IIIB illustrate the usefulness of this feature with a concrete example from AFM force spectroscopy on biomolecules.

## A. Generalization to Fokker-Planck systems

To connect our earlier formalism to Fokker-Planck dynamics, let us first describe a one-dimensional FokkerPlanck equation for the time evolution of a probability density $p(x, t)$,

$$
\begin{equation*}
\partial_{t} p(x, t)=-\frac{\partial}{\partial x}[A(x) p(x, t)]+\frac{\partial^{2}}{\partial x^{2}}[D(x) p(x, t)] \tag{52}
\end{equation*}
$$

where $x$ is our position variable, $A(x, t)$ is the drift function, and $D(x)$ is the position-dependent local diffusivity. Though $D(x)$ is often taken to be a constant, $D(x)=D$, here we allow it to be position-dependent for generality (and since it will prove useful for our later force spectroscopy example). We focus on the case where the drift $A(x, t)=-D(x) \partial_{x} E\left(x, \lambda_{t}\right)$, and hence arises from forces due to a potential energy $E\left(x, \lambda_{t}\right)$ that may be dependent on time-varying control parameters $\lambda_{t}$. Eq. (52) can then be rewritten as

$$
\begin{align*}
\partial_{t} p(x, t) & =-\frac{\partial}{\partial x}\left[-D(x) \rho\left(x, \lambda_{t}\right) \frac{\partial}{\partial x} \frac{p(x, t)}{\rho\left(x, \lambda_{t}\right)}\right]  \tag{53}\\
& \equiv-\frac{\partial}{\partial x} J(x, t)
\end{align*}
$$

where

$$
\begin{equation*}
\rho\left(x, \lambda_{t}\right)=\frac{e^{-\beta E\left(x, \lambda_{t}\right)}}{Z\left(\lambda_{t}\right)} \tag{54}
\end{equation*}
$$

From the structure of Eq. (53) it is clear that $\rho\left(x, \lambda_{t}\right)$ is the instantaneous stationary distribution that makes the right-hand side vanish. We assume the energy function $E\left(x, \lambda_{t}\right) \rightarrow \infty$ as $x \rightarrow x_{L}$ and $x \rightarrow x_{R}$, defining a domain
of $x$ of width $\Delta x=x_{R}-x_{L}$. Thus the partition function $Z\left(\lambda_{t}\right)=\int_{x_{L}}^{x_{R}} d x \exp \left(-\beta E\left(x, \lambda_{t}\right)\right)$ is well-defined. An infinite domain would correspond to the special case where $\Delta x \rightarrow \infty$. The second line of Eq. (53) defines a probability current density $J(x, t)$, in terms of which the FokkerPlanck equation takes the form of a continuity equation for probability.

To apply our general solution approach for discrete Markov systems, let us construct a one-dimensional lattice graph Markov model with $N$ states, shown in Fig. 6A, that approximates the Fokker-Planck equation as $N \rightarrow \infty$. State $i$ corresponds to position $x_{i}=x_{L}+i a$, where $a=\Delta x / N$ is the lattice spacing, which becomes infinitesimal for large $N$. In this limit the probability $p_{i}(t)$ of being in state $i$ is related to the probability density $p(x, t)$ through $a^{-1} p_{i}(t) \rightarrow p\left(x_{i}, t\right)$.

In the discrete model the nonzero transition matrix elements correspond to the forward (right) arrows, $\Omega_{i+1, i}\left(\lambda_{t}\right)=k_{i}\left(\lambda_{t}\right)$, and the backward (left) arrows, $\Omega_{i, i+1}\left(\lambda_{t}\right)=r_{i}\left(\lambda_{t}\right)$, for $i=1, \ldots, N-1$. We choose the following forms for the transition rates [79]:

$$
\begin{align*}
k_{i}\left(\lambda_{t}\right) & =\frac{D_{i}}{a^{2}} e^{-\frac{1}{2} \beta\left(E_{i+1}\left(\lambda_{t}\right)-E_{i}\left(\lambda_{t}\right)\right)}  \tag{55}\\
r_{i}\left(\lambda_{t}\right) & =\frac{D_{i}}{a^{2}} e^{\frac{1}{2} \beta\left(E_{i+1}\left(\lambda_{t}\right)-E_{i}\left(\lambda_{t}\right)\right)}
\end{align*}
$$

Here $D_{i} \equiv D\left(x_{i}\right)$ and $E_{i}\left(\lambda_{t}\right) \equiv E\left(x_{i}, \lambda_{t}\right)$ are the discrete versions of the local diffusivity and potential energy. The ratio of the forward and backward transitions satisfies the local detailed balance relationship

$$
\begin{equation*}
\frac{k_{i}\left(\lambda_{t}\right)}{r_{i}\left(\lambda_{t}\right)}=e^{-\beta\left(E_{i+1}\left(\lambda_{t}\right)-E_{i}\left(\lambda_{t}\right)\right)} \tag{56}
\end{equation*}
$$

As a result, the instantaneous stationary distribution for this system assumes a form analogous to Eq. (54),

$$
\begin{equation*}
\rho_{i}\left(\lambda_{t}\right)=\frac{e^{-\beta E_{i}\left(\lambda_{t}\right)}}{\mathcal{Z}\left(\lambda_{t}\right)} \tag{57}
\end{equation*}
$$

where $\mathcal{Z}\left(\lambda_{t}\right)=\sum_{i=1}^{N} \exp \left(-\beta E_{i}\left(\lambda_{t}\right)\right)$. To check whether the transition rates of Eq. (55) give the correct FokkerPlanck equation in the continuum limit, we note that the master equation for the discrete system can be written as:

$$
\begin{equation*}
\partial_{t} p_{i}(t)=\sum_{j} \Omega_{i j}\left(\lambda_{t}\right) p_{j}(t)=-J_{i+1}(t)+J_{i}(t) \tag{58}
\end{equation*}
$$

where the current from state $i$ to $i+1$ is given by

$$
\begin{equation*}
J_{i}(t)=k_{i}\left(\lambda_{t}\right) p_{i}(t)-r_{i}\left(\lambda_{t}\right) p_{i+1}(t) . \tag{59}
\end{equation*}
$$

Eq. (58) is the discrete analogue of the second line in Eq. (53), with the conversion $J_{i}(t) \rightarrow J\left(x_{i}, t\right)$, $a^{-1} p_{i}(t) \rightarrow p\left(x_{i}, t\right)$. Plugging Eq. (55) into Eq. (59), we can rewrite the current $J_{i}(t)$ as

$$
\begin{equation*}
J_{i}(t)=-\frac{1}{a} D_{i} \sqrt{\rho_{i+1}\left(\lambda_{t}\right) \rho_{i}\left(\lambda_{t}\right)} \frac{1}{a}\left[\frac{p_{i+1}(t)}{\rho_{i+1}\left(\lambda_{t}\right)}-\frac{p_{i}(t)}{\rho_{i}\left(\lambda_{t}\right)}\right] . \tag{60}
\end{equation*}
$$

Eq. (60) goes to the correct limit in the continuum case, becoming the current density in the square brackets in Eq. (53). To see this, note that

$$
\begin{align*}
a^{-1} & \sqrt{\rho_{i+1}\left(\lambda_{t}\right) \rho_{i}\left(\lambda_{t}\right)} \\
& \rightarrow\left[\rho\left(x_{i}+a, \lambda_{t}\right) \rho\left(x_{i}, \lambda_{t}\right)\right]^{1 / 2}  \tag{61}\\
& \approx\left[\left(\rho\left(x_{i}, \lambda_{t}\right)+a \partial_{x} \rho\left(x_{i}, \lambda_{t}\right)\right) \rho\left(x_{i}, \lambda_{t}\right)\right]^{1 / 2} \\
& =\rho\left(x_{i}, \lambda_{t}\right)+\mathcal{O}(a)
\end{align*}
$$

where $\mathcal{O}(a)$ denotes corrections of order $a$. Thus Eq. (55) is a valid discretization of the Fokker-Planck system. It is not unique (other choices are possible, as shown in the SI) but any valid discretization should lead to the same CD results in the continuum limit.

With the discretization validated, we can now proceed to applying the general solution procedure. The oriented current graph ( $N$ states, $E=N-1$ edges) is tree-like, so the graph itself is the only spanning tree. Using the graphical algorithm we can write down the $(N-1) \times$ ( $N-1$ ) dimensional stretched inverse reduced incidence matrix for this tree,

$$
\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}=\left(\begin{array}{cccccc}
-1 & 0 & 0 & 0 & \cdots & 0  \tag{62}\\
-1 & -1 & 0 & 0 & \cdots & 0 \\
-1 & -1 & -1 & 0 & \cdots & 0 \\
-1 & -1 & -1 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & -1 & \cdots & -1
\end{array}\right)
$$

Because the graph is tree-like, the stretched inverse is also the ordinary inverse of the reduced incidence matrix, $\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1}=\widehat{\nabla}^{-1}$. From Eqs. (55) and (57) we can deduce that the stationary currents have zero magnitude:

$$
\begin{equation*}
\mathcal{J}_{i}(t)=k_{i}\left(\lambda_{t}\right) \rho_{i}\left(\lambda_{t}\right)-r_{i}\left(\lambda_{t}\right) \rho_{i+1}\left(\lambda_{t}\right)=0 \tag{63}
\end{equation*}
$$

Hence we know that $\widetilde{\mathcal{J}}(t)=\delta \mathcal{J}(t)$. Moreover, since there are no cycles in the graph, Eq. (18) gives us the full CD current solution:

$$
\begin{equation*}
\widetilde{\mathcal{J}}(t)=\left[\widehat{\nabla}^{(1)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}\left(\lambda_{t}\right) \tag{64}
\end{equation*}
$$

Let us assume CD rates $\widetilde{k}_{i}(t)$ and $\widetilde{r}_{i}(t)$ of a form analogous to Eq. (55),

$$
\begin{align*}
& \widetilde{k}_{i}(t)=\frac{\widetilde{D}_{i}(t)}{a^{2}} e^{-\frac{1}{2} \beta\left(\widetilde{E}_{i+1}(t)-\widetilde{E}_{i}(t)\right)} \\
& \widetilde{r}_{i}(t)=\frac{\widetilde{D}_{i}(t)}{a^{2}} e^{\frac{1}{2} \beta\left(\widetilde{E}_{i+1}(t)-\widetilde{E}_{i}(t)\right)} \tag{65}
\end{align*}
$$

where $\widetilde{D}_{i}(t)$ represents a modified, potentially timedependent, local diffusivity which we allow for generality, and $\widetilde{E}_{i}(t)$ is the energy associated with state $i$ in the CD protocol. In many cases it may not be possible to control the local diffusivity via external parameters, and hence it remains unchanged, $\widetilde{D}_{i}(t)=D_{i}$. However as will be seen from the structure of the CD solution described below, we have in principle the freedom to choose $\widetilde{D}_{i}(t)$ to be
any non-negative function. The energy perturbation at each site due to the CD protocol is $U_{i}(t)=\widetilde{E}_{i}(t)-E_{i}\left(\lambda_{t}\right)$. To solve for these CD perturbations $U_{i}(t)$, the first step is to rewrite Eq. (64) using Eq. (62) and the expression for $\widetilde{\mathcal{J}}(t)$ in terms of the CD transition rates:

$$
\begin{equation*}
\widetilde{k}_{i}(t) \rho_{i}\left(\lambda_{t}\right)-\widetilde{r}_{i}(t) \rho_{i+1}\left(\lambda_{t}\right)=-\sum_{j=1}^{i} \partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right) \tag{66}
\end{equation*}
$$

After plugging in Eq. (65) for the CD rates, and Eq. (57) for the stationary distribution, Eq. (66) can be written as:

$$
\begin{gather*}
-2 a^{-2} \widetilde{D}_{i}(t) \sqrt{\hat{\rho}_{i}\left(\lambda_{t}\right) \widehat{\rho}_{i+1}\left(\lambda_{t}\right)} \sinh \left[\frac{\beta\left(U_{i+1}(t)-U_{i}(t)\right)}{2}\right] \\
=-\sum_{j=1}^{i} \partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right) \tag{67}
\end{gather*}
$$

We can invert this to find a recursion relation for the $U_{i}(t)$,

$$
\begin{equation*}
U_{i+1}(t)-U_{i}(t)=\frac{2}{\beta} \sinh ^{-1}\left[\frac{a^{2} \sum_{j=1}^{i} \partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right)}{2 \widetilde{D}_{i}(t) \sqrt{\hat{\rho}_{i}\left(\lambda_{t}\right) \widehat{\rho}_{i+1}\left(\lambda_{t}\right)}}\right] . \tag{68}
\end{equation*}
$$

Given an arbitrary choice of function $U_{1}(t)$ (which corresponds to the freedom of redefining the zero level for energies), we can use consecutive applications of Eq. (68) to solve for $U_{i}(t), i=2, \ldots, N$.

The final step is to transform the CD results back to the continuum, where the CD energies can be expressed as $\widetilde{E}(x, t)=E\left(x, \lambda_{t}\right)+U(x, t)$. The perturbations $U(x, t)$ can be found from the continuum analogue of Eq. (68),

$$
\begin{equation*}
\frac{\partial U(x, t)}{\partial x}=\frac{1}{\beta \widetilde{D}(x, t) \rho(x, t)} \int_{x_{L}}^{x} d x^{\prime} \partial_{t} \rho\left(x^{\prime}, \lambda_{t}\right) \tag{69}
\end{equation*}
$$

To derive this we have expanded in small $a$ and used the fact that $\sinh ^{-1}(\epsilon) \approx \epsilon$ to lowest order in $\epsilon$. In the continuum limit $\sum_{j=1}^{i} a \partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right) \rightarrow \int_{x_{L}}^{x} d x^{\prime} \partial_{t} \rho\left(x^{\prime}, \lambda_{t}\right)$ and $a^{-1} \sqrt{\hat{\rho}_{i}\left(\lambda_{t}\right) \widehat{\rho}_{i+1}\left(\lambda_{t}\right)} \rightarrow \rho\left(x, \lambda_{t}\right)$, to leading order. This follows from the same argument as Eq. (61), setting $x=x_{i}$.

From Eq. (69) we can directly solve for $U(x, t)$,

$$
\begin{align*}
& U(x, t)=U_{0}(t) \\
& \quad+\int_{x_{0}}^{x} d x^{\prime} \frac{1}{\beta \widetilde{D}\left(x^{\prime}, t\right) \rho\left(x^{\prime}, \lambda_{t}\right)} \int_{x_{L}}^{x^{\prime}} d x^{\prime \prime} \partial_{t} \rho\left(x^{\prime \prime}, \lambda_{t}\right) \tag{70}
\end{align*}
$$

where $x_{0}$ is an arbitrary reference position and $U_{0}(t)$ is an arbitrary energy offset function (which does not affect the driving).

In practice, a particular CD protocol means simultaneously implementing the diffusivity $\widetilde{D}(x, t)$ and perturbing the energy landscape by $U(x, t)$. As mentioned earlier, in many experimental scenarios control of diffusivity
will not be possible, so the only available CD protocols will involve keeping the diffusivity equal to the value in the original system, $\widetilde{D}(x, t)=D(x)$. One special case of this is a position-independent diffusivity $D(x)=D$ that is not varied during the CD protocol. This was solved by Li et al. [78] and Patra \& Jarzynski [55] using alternative approaches, and their expressions for the CD perturbation are equivalent to our Eq. (69) with the substitution $\widetilde{D}(x, t)=D$.

From the perspective of thermodynamic costs, Eq. (33) for our discrete-state system takes the form

$$
\begin{align*}
& \dot{S}^{\text {tot }}(t) \\
& \quad=k_{B} \sum_{i=1}^{N-1} \widetilde{\mathcal{J}}_{i}(t) \ln \frac{\widetilde{k}_{i}(t) \rho_{i}\left(\lambda_{t}\right)}{\widetilde{r}_{i}(t) \rho_{i+1}\left(\lambda_{t}\right)} \\
&=-\frac{1}{T} \sum_{i=1}^{N-1} \widetilde{\mathcal{J}}_{i}(t)\left(U_{i+1}(t)-U_{i}(t)\right) \\
& \quad=2 k_{B} \sum_{i=1}^{N-1} \widetilde{\mathcal{J}}_{i}(t) \sinh ^{-1}\left[\frac{a^{2} \widetilde{\mathcal{J}}_{i}(t)}{2 \widetilde{D}_{i}(t) \sqrt{\widehat{\rho}_{i}\left(\lambda_{t}\right) \widehat{\rho}_{i+1}\left(\lambda_{t}\right)}}\right] \tag{71}
\end{align*}
$$

where we have used the CD rates from Eq. (65) and $\widetilde{\mathcal{J}}_{i}(t)=-\sum_{j=1}^{i} \partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right)$ from Eqs. (62)-(64). The functional form for $\dot{S}^{\text {tot }}(t)$ is always non-negative, since $y \sinh ^{-1}(c y) \geq 0$ for any $y$ when $c \geq 0$. In the limit of adiabatically slow driving, $\partial_{t} \widehat{\rho}_{j}\left(\lambda_{t}\right) \rightarrow 0$, we see that $\widetilde{\mathcal{J}}_{i}(t) \rightarrow 0$ and hence the entropy production rate $\dot{S}^{\text {tot }}(t) \rightarrow 0$. As noted in Sec. IE, under the (unlikely) scenario that one can control the local diffusivity $\widetilde{D}_{i}(t)$ and make it large during the CD protocol, then $\dot{S}^{\text {tot }}(t)$ can be made small even for fast driving.

In the continuum limit, Eq. (71) becomes

$$
\begin{equation*}
\dot{S}^{\text {tot }}(t)=k_{B} \int_{x_{L}}^{x_{R}} d x \frac{\widetilde{\mathcal{J}}^{2}(x, t)}{\widetilde{D}(x, t) \rho(x, t)}, \tag{72}
\end{equation*}
$$

where $\widetilde{\mathcal{J}}_{i}(t) \rightarrow \widetilde{\mathcal{J}}(x, t)$ is the continuum CD current. This expression has the same form as the standard Fokker-Planck result for $\dot{S}^{\text {tot }}(t)$ [80], with the CD current and CD local diffusivity substituted for the original ones.

## B. AFM force spectroscopy on biomolecules

As an example application of the Fokker-Planck CD theory described in the previous section, let us consider the analysis of biomolecular force spectroscopy experiments [6]. We will focus on a single-molecule atomic force microscopy (AFM) setup, illustrated schematically in Fig. 7A, though our approach readily generalizes to other force spectroscopy setups, like those involving optical tweezers [81, 82]. In our case a complex of two biomolecules bound to each other (or alternatively a single biomolecule) is attached to two polymeric handles
(i.e. DNA or polyproteins) in solution. The bottom handle is bound to the surface of a stage whose vertical position is controlled by the experimentalist. The top handle is attached to the tip of the AFM cantilever, and the other end of the cantilever is fixed to a stationary support. Let us denote the vertical distance between the unloaded position of the cantilever tip and the current stage position $\ell_{t}$. In a single experimental run, the experimentalist moves the stage downward, increasing $\ell_{t}$ according to some pre-defined control protocol, so we will take our control parameter $\lambda_{t} \equiv \ell_{t}$. A simple protocol involves starting at some initial separation $\ell_{0}$, and then increasing $\ell_{t}$ at some constant velocity $v$. As the handles become taut, the force on the handle / biomolecule system increases, and the cantilever begins to deflect downward. Eventually the tension becomes large enough that the complex ruptures (the two biomolecules unbind), or if we are studying a single biomolecule, it unfolds. In either case the rupture/unfolding event is apparent to the experimentalist as a sudden decrease in the amount of force registered in the AFM cantilever (a decrease in the deflection). The time $t$ at which the event occurs is recorded, and the experimental run is done. Many iterations of the same protocol on the same biomolecular system will typically yield different values of $t$ for each iteration, because the rupture/unfolding process is inherently stochastic. The resulting distribution $p_{\text {rup }}(t)$ of rupture times $t$ is the main experimental quantity of interest.

What can we learn about the biomolecular complex from knowing $p_{\text {rup }}(t)$ for a given protocol $\ell_{t}$ ? Often we are interested in extracting a more basic property of the system, like the mean lifetime $\tau(F)$ of the bond holding the complex together, at a certain constant applied force $F$. Though the experiment is done with time-varying force (because a force ramp accelerates rupture and allows more events to be recorded), $p_{\text {rup }}(t)$ in principle contains information to deduce $\tau(F)$ under hypothetical constant force conditions [8, 9]. Knowledge of $\tau(F)$ can in turn be used (under certain assumptions) to characterize properties of the underlying free energy landscape of the bond, like the transition-state distance or energy barrier to rupture $[10,83]$. Alternatively, $p_{\text {rup }}(t)$ can be used to infer the presence or absence of long-lived heterogeneous bound states of the complex [11]. However most such approaches to analyze $p_{\text {rup }}(t)$ [8-11] assume that the experiment is being done quasi-adiabatically: in other words, the pulling speed $v$ must be slow enough that at each value of $\ell_{t}$ the entire system is approximately in instantaneous equilibrium. Some analysis is also possible in the asymptotic limit of extremely fast pulling [12], but the quasi-adiabatic limit remains the most common starting point for building models to interpret single-molecule force spectroscopy data.

What if we could mimic quasi-adiabatic behavior even when pulling at arbitrarily fast speeds? To see how this can be done through the CD theory above, let us first construct a Fokker-Planck description of the system dynamics.

## 1. Constructing a model of an AFM pulling experiment

Let $x_{t}$ be the vertical distance between stage surface and the cantilever tip (Fig. 7A) at time $t$. This is the vertical extension of what we will refer to as the molecular portion of the system (the two handles + the biomolecular complex). The amount by which the cantilever is deflected vertically is given by $\ell_{t}-x_{t}$, and hence the force exerted by the cantilever on the molecular portion is:

$$
\begin{equation*}
F_{\text {cant }}\left(x_{t}, \ell_{t}\right)=k_{\text {cant }}\left(\ell_{t}-x_{t}\right) \tag{73}
\end{equation*}
$$

where $k_{\text {cant }}$ is the cantilever spring constant. We take $k_{\text {cant }}=10 \mathrm{pN} / \mathrm{nm}$ as typical for AFM cantilevers. Our stage position protocol has the following form:

$$
\begin{equation*}
\ell_{t}=\ell_{0}+\frac{1}{\zeta} \log \left(1+e^{\zeta\left(t-t_{r}\right) v}\right) \tag{74}
\end{equation*}
$$

with parameters $\ell_{0}=200 \mathrm{~nm}, \zeta=0.5 \mathrm{~nm}^{-1}, v=10^{5}$ $\mathrm{nm} / \mathrm{s}$, and $t_{r}=0.2 \mathrm{~ms}$. As illustrated by the red curve in Fig. 7B, the protocol starts at $\ell_{0}$ for $t \ll t_{r}$, and then smoothly transitions to a constant velocity ramp, with $\ell_{t} \approx v\left(t-t_{r}\right)$ for $t \gg t_{r}$. The smoothing parameter $\zeta$ controls the abruptness of the transition, which we have made continuously differentiable for mathematical convenience. As we will see, the velocity $v=10^{5} \mathrm{~nm} / \mathrm{s}$ is rapid enough that the system is out of instantaneous equilibrium in the absence of CD driving.

We estimate the force $F_{\mathrm{mol}}\left(x_{t}\right)$ exerted by the molecular portion of the system on the cantilever as follows. The complex will typically have a much stiffer effective spring constant than the handles, and since the two handles and complex are in series, the primary contribution to $F_{\text {mol }}\left(x_{t}\right)$ is from the elastic properties of the polymeric handles. We can approximate this force using an extensible semiflexible polymer model, appropriate for example for DNA handles. In this case $F_{\text {mol }}\left(x_{t}\right)$ satisfies the following approximate relation [84, 85]:

$$
\begin{align*}
& F_{\mathrm{mol}}\left(x_{t}\right) \approx \\
& \frac{k_{B} T}{l_{p}}\left[\frac{1}{4\left(1-\frac{x_{t}}{L}+\frac{F_{\mathrm{mol}}\left(x_{t}\right)}{K}\right)^{2}}-\frac{1}{4}+\frac{x_{t}}{L}-\frac{F_{\mathrm{mol}}\left(x_{t}\right)}{K}\right] . \tag{75}
\end{align*}
$$

We assume parameters typical for double-stranded DNA: persistence length $l_{p}=50 \mathrm{~nm}$, stretch modulus $K=$ 1100 pN [85]. We take the combined contour length of both handles to be $L=300 \mathrm{~nm}$. Note $F_{\mathrm{mol}}\left(x_{t}\right)$ appears on both the left and right sides of Eq. (75). For a given molecular extension $x_{t}$, Eq. (75) can be numerically solved for the corresponding value of $F_{\mathrm{mol}}\left(x_{t}\right)$, and hence we can construct a numerical interpolation of the function $F_{\text {mol }}\left(x_{t}\right)$.

Thus the dynamics of the cantilever tip, described by vertical position $x_{t}$ relative to the stage surface, are subject to the cantilever and molecular forces pulling in opposite directions, yielding a total force

$$
\begin{equation*}
F\left(x_{t}, \ell_{t}\right)=F_{\mathrm{cant}}\left(x_{t}, \ell_{t}\right)-F_{\mathrm{mol}}\left(x_{t}\right) \tag{76}
\end{equation*}
$$



FIG. 7. A) Schematic of an AFM pulling experiment designed to probe rupture properties of a biomolecular complex. B) Original control protocol $\ell_{t}$ and the corresponding CD protocol $\widetilde{\ell}_{t}$. Under the original protocol the mean extension $\bar{x}_{t}$ lags behind the instantaneous equilibrium extension $x_{t}^{\text {eq }}$. The effective spring constant $k\left(\ell_{t}\right)$ during the original protocol is also shown for comparison. C) Forces in the system under both original and CD protocols (details in the text). D) The rupture time distribution $p_{\text {rup }}(t)$ under the original protocol, which disagrees with the quasi-equilibrium expectation $p_{\text {rup }}^{\text {eq }}(t)$. In contrast, the distribution $\widetilde{p}_{\text {rup }}(t)$ under CD driving closely mimics the quasi-equilirium result.

We can interpret $F\left(x, \ell_{t}\right)$ to be due to an effective potential energy defined through

$$
\begin{equation*}
E\left(x, \ell_{t}\right)=-\int_{0}^{x} d x^{\prime} F\left(x^{\prime}, \ell_{t}\right) \tag{77}
\end{equation*}
$$

Note the dependence on the protocol $\ell_{t}$, which means the energy landscape changes continuously in time. Since the region $x<0$ is forbidden, we take $E\left(x, \ell_{t}\right)=\infty$ for $x<0$. Let us denote the position at which the potential energy is minimized at time $t$ to be $x_{t}^{\mathrm{eq}}$. This is the equilibrium position where the cantilever and molecular forces cancel, $F_{\text {cant }}\left(x_{t}^{\mathrm{eq}}, \ell_{t}\right)=F_{\mathrm{mol}}\left(x_{t}^{\mathrm{eq}}\right) \equiv F_{t}^{\mathrm{eq}}$. In the vicinity of $x_{t}^{\text {eq }}$ the potential energy can be approximated as a harmonic well,

$$
\begin{equation*}
E\left(x, \ell_{t}\right) \approx E\left(x_{t}^{\mathrm{eq}}, \ell_{t}\right)+\frac{1}{2} k\left(\ell_{t}\right)\left(x-x_{t}^{\mathrm{eq}}\right)^{2} \tag{78}
\end{equation*}
$$

with a protocol-dependent effective spring constant

$$
\begin{equation*}
k\left(\ell_{t}\right)=k_{\mathrm{cant}}+\frac{\partial F_{\mathrm{mol}}}{\partial x}\left(x_{t}^{\mathrm{eq}}\right) \tag{79}
\end{equation*}
$$

Fig. 7B shows numerical results for the equilibrium position $x_{t}^{\text {eq }}$ versus $t$ (dotted curve) for the protocol parameters described above, as well as the effective spring constant $k\left(\ell_{t}\right)$ (dashed curve). Initially the molecular portion of the system is slack, and the spring constant is dominated by the cantilever contribution, $k\left(\ell_{t}\right) \approx k_{\text {cant }}$. In this regime $x_{t}^{\text {eq }}$ remains close to $\ell_{t}$ and the equilibrium force $F_{t}^{\mathrm{eq}}$ (shown as circles in Fig. 7C) is small. For $t \gtrsim 1$ ms the molecular portion starts becoming taut, giving an added contribution to the spring constant $k\left(\ell_{t}\right)$. The equilibrium position $x_{t}^{\text {eq }}$ begins to diverge from $\ell_{t}$, as the cantilever gets deflected downwards, and the corresponding force $F_{t}^{\mathrm{eq}}$ starts to increase roughly as a linear ramp.

To complete the model, we need to write down a Fokker-Planck equation for $x_{t}$. We can treat $x_{t}$ as a position variable that fluctuates in a time-varying potential $E\left(x, \ell_{t}\right)$. Though $x_{t}$ represents the junction of the AFM cantilever and the molecular portion, the associated diffusivity of $x_{t}$ is dominated by the viscous drag of the cantilever, whose dimensions are typically much larger than the molecular portion. Thus to good approximation we can set the diffusivity equal to that of the cantilever, using a phenomenological model of the drag on a cantilever in the vicinity of a surface that has proven to fit well in earlier experimental analyses of AFM pulling experiments [86, 87]:

$$
\begin{equation*}
D\left(x_{t}\right)=\frac{k_{B} T\left(x_{t}+h_{\mathrm{eff}}\right)}{6 \pi \eta a_{\mathrm{eff}}^{2}} \tag{80}
\end{equation*}
$$

where temperature $T=298 \mathrm{~K}, \eta=0.89 \mathrm{mPa} \cdot \mathrm{s}$ is the viscosity of water, and $a_{\text {eff }}, h_{\text {eff }}$ are parameters with dimensions of length. We set $a_{\text {eff }}=25 \mu \mathrm{~m}, h_{\text {eff }}=5$ $\mu \mathrm{m}$, values in the typical experimental range [86, 87]. Note the decrease of diffusivity $D\left(x_{t}\right)$ with decreasing $x_{t}$, which approximately captures wall drag effects due
to hydrodynamic interactions as the tip approaches the surface [88, 89].

If the biomolecular complex were not allowed to rupture, the resulting dynamics would be described by a probability density $p(x, t)$ to find the system with tip-to-surface distance $x$ at time $t$, obeying a Fokker-Planck equation of the form of Eq. (53),

$$
\begin{equation*}
\partial_{t} p(x, t)=\frac{\partial}{\partial x} D(x) e^{-\beta E\left(x, \ell_{t}\right)} \frac{\partial}{\partial x} e^{\beta E\left(x, \ell_{t}\right)} p(x, t) \tag{81}
\end{equation*}
$$

To account for rupture, we interpret $p(x, t)$ as referring to the intact system, and add a sink term to Eq. (81) to model the loss of probability over time as the system undergoes stochastic rupture events [79]. There are a variety of possible functional forms to describe the rupture rate at a given force (or equivalently the inverse mean bond lifetime $\tau^{-1}(F)$ ), but the simplest one is the Bell model [83], where the probability per unit time for the biomolecular complex to rupture under force $F$ is given by $\tau^{-1}(F)=k_{0} \exp (\beta F d)$. Here $k_{0}$ is the base rupture rate when the handles are slack (negligible force on the complex), and the exponential term accounts for the increase in rupture rate as the tension $F$ in the molecular portion of the system increases. We choose experimentally typical parameter values of $k_{0}=0.1 \mathrm{~s}^{-1}, d=0.4$ nm , the latter parameter often interpreted as the distance between the bound and transition state along the reaction coordinate.

Then the final form for the Fokker-Planck equation, incorporating the sink term due to rupture, is:

$$
\begin{align*}
\partial_{t} p(x, t)= & \frac{\partial}{\partial x} D(x) e^{-\beta E\left(x, \ell_{t}\right)} \frac{\partial}{\partial x} e^{\beta E\left(x, \ell_{t}\right)} p(x, t)  \tag{82}\\
& -k_{0} e^{\beta F_{\mathrm{mol}}(x) d} p(x, t),
\end{align*}
$$

where we use $F_{\text {mol }}(x)$ in the sink term, since this is the tension felt at the molecular complex. To connect $p(x, t)$ to the experimental observable $p_{\text {rup }}(t)$, we note that the probability $\Sigma(t)$ that the system is intact (not ruptured) at time $t$ is given by

$$
\begin{equation*}
\Sigma(t)=\int_{-\infty}^{\infty} d x p(x, t) \tag{83}
\end{equation*}
$$

where we have taken the domain bounds to be $x_{L}=-\infty$, $x_{R}=\infty$. Then the probability $p_{\text {rup }}(t) d t$ that the system ruptured between times $t$ and $t+d t$ is just $\Sigma(t)-\Sigma(t+$ $d t) \approx-d t \partial_{t} \Sigma(t)$. Hence

$$
\begin{equation*}
p_{\text {rup }}(t)=-\partial_{t} \Sigma(t) \tag{84}
\end{equation*}
$$

The other observable of interest is the mean extension $\bar{x}_{t}$ at time $t$ (conditioned on the system being intact), defined by

$$
\begin{equation*}
\bar{x}_{t}=\frac{1}{\Sigma(t)} \int_{-\infty}^{\infty} d x x p(x, t) \tag{85}
\end{equation*}
$$

## 2. Pulling in the absence of counterdiabatic driving

First, we numerically solve the Fokker-Planck equation of Eq. (82) with the protocol $\ell_{t}$ described by

Eq. (74). At the given velocity, $v=10^{5} \mathrm{~nm} / \mathrm{s}$, the system before rupture is clearly not in the quasi-adiabatic regime. The mean extension $\bar{x}_{t}$ (green dotted curve in Fig. 7B) lags behind the instantaneous equilibrium extension $x_{t}^{\text {eq }}$ (blue dotted curve). This means that at the mean extension the cantilever and molecular forces do not balance each other out: $F_{\text {cant }}\left(\bar{x}_{t}, \ell_{t}\right)$ (red solid curve in Fig. 7C) does not equal $F_{\mathrm{mol}}\left(\bar{x}_{t}\right)$ (red dashed curve), or the instantaneous equilibrium force $F_{t}^{\text {eq }}$ (purple circles) one would expect for quasi-adiabatic pulling.

In an actual experimental setting, the force on the molecule at the moment of rupture would be estimated in the following way. Since the force on the cantilever can be determined from measurements of its deflection, the mean force on the cantilever $F_{\text {cant }}\left(\bar{x}_{t}, \ell_{t}\right)$ right before the rupture would be recorded, and then compared to the mean force on the unloaded cantilever $F_{\text {unl }}\left(\bar{x}_{t}\right)$ right after the rupture. The latter is nonzero because the cantilever still feels fluid drag even after the complex has ruptured, $F_{\text {unl }}\left(\bar{x}_{t}\right)=k_{B} T v / D\left(\bar{x}_{t}\right)$ (green dotted curve in Fig. 7C). The difference $F_{\text {mol }}^{\exp }\left(\bar{x}_{t}\right)=$ $F_{\text {cant }}\left(\bar{x}_{t}, \ell_{t}\right)-F_{\text {unl }}\left(\bar{x}_{t}\right)$ (green dashed curve) is the experimentally estimated force on the molecule at rupture. $F_{\text {mol }}^{\exp }\left(\bar{x}_{t}\right)$ is closer to the actual mean force on the molecule, $F_{\text {mol }}\left(\bar{x}_{t}\right)$, than the uncorrected $F_{\text {cant }}\left(\bar{x}_{t}, \ell_{t}\right)$ before factoring out hydrodynamic drag. However because of non-equilibrium effects $F_{\text {mol }}^{\text {exp }}\left(\bar{x}_{t}\right)$ is still an underestimate of $F_{\mathrm{mol}}\left(\bar{x}_{t}\right)$ [87].

The rupture time distribution $p_{\text {rup }}(t)$ is shown in Fig. 7D. If one were to naively apply the assumption of instantaneous equilibrium in analyzing this data, as is done in the most common approaches to analyze pulling experiments [8, 9], we end up with significant errors. The quasi-adiabatic assumption rests on believing that at any given time $t$ in the experiment, the applied force is changing sufficiently slowly that the system behaves as if it equilibrates at the instantaneous force $F_{t}^{\text {eq }}$. For the Bell model the instantaneous rate of rupture at this force would be $\tau^{-1}\left(F_{t}^{\mathrm{eq}}\right)=k_{0} \exp \left(\beta F_{t}^{\mathrm{eq}} d\right)$, and the intact probability would then obey the simple equation

$$
\begin{equation*}
\partial_{t} \Sigma_{t}=-k_{0} e^{\beta F_{t}^{\mathrm{eq}} d} \Sigma(t) \tag{86}
\end{equation*}
$$

The solution to this equation is

$$
\begin{equation*}
\Sigma(t)=\exp \left(-k_{0} \int_{t_{0}}^{t} d t^{\prime} e^{\beta F_{t^{\prime}}^{\mathrm{eq}} d}\right) \tag{87}
\end{equation*}
$$

We only focus on times $t \geq t_{0}$, where $t_{0}$ is the effective start time of recording rupture events in the experiment: the time when the force on the molecule begins to ramp up. From Eq. (84) the corresponding rupture time distribution is given by

$$
\begin{equation*}
p_{\mathrm{rup}}^{\mathrm{eq}}(t)=k_{0} \exp \left(\beta F_{t}^{\mathrm{eq}} d-k_{0} \int_{t_{0}}^{t} d t^{\prime} e^{\beta F_{t^{\prime}}^{\mathrm{eq}} d}\right) \tag{88}
\end{equation*}
$$

Here the superscript eq denotes that the distribution is derived assumed quasi-equilibrium at all times before rupture. Typically $F_{t}^{\mathrm{eq}}$ is approximated by fitting a linear ramp to the experimentally estimated force on the

|  | $r_{\exp }$ <br> $[\mathrm{pN} / \mathrm{s}]$ | $t_{0}$ <br> $[\mathrm{~ms}]$ | $k_{0}$ <br> $\left[\mathrm{~s}^{-1}\right]$ | $d$ <br> $[\mathrm{~nm}]$ |
| :---: | :---: | :---: | :---: | :---: |
| best-fit to data (no CD) | $2.3 \times 10^{5}$ | 1.4 | 3.1 | 0.45 |
| expected (ground truth) | $2.5 \times 10^{5}$ | 1.1 | 0.10 | 0.40 |
| best-fit to data (with CD) | $2.6 \times 10^{5}$ | 1.1 | 0.12 | 0.39 |

TABLE I. Analysis of an AFM pulling numerical simulation. $r_{\text {exp }}$ is the force ramp rate determined from the simulated data, $t_{0}$ the approximate starting time of the ramp, $k_{0}$ the zero-force rupture rate of the biomolecular complex, and $d$ the transition-state distance of the complex. The first row shows the best-fit parameter values based on fitting to the rupture time distribution $p_{\text {rup }}(t)$ from the original protocol using the typical quasi-adiabatic assumption. The second row shows the expected values if the experiment actually satisfied the quasi-adiabatic assumption (which it does not). The final row shows the best-fit values for the distribution $\widetilde{p}_{\text {rup }}(t)$ using the CD protocol. The parameters extracted from the CD protocol closely match the true values for the complex.
molecule, $F_{\mathrm{mol}}^{\mathrm{exp}}(t) \approx r_{\exp }\left(t-t_{0}\right)$ with fitting parameters $r_{\exp }$ and $t_{0}$. Substituting $r_{\exp }\left(t-t_{0}\right)$ for $F_{t}^{\mathrm{eq}}$ in Eq. (88), we can evaluate the integral in the expression to get

$$
\begin{align*}
p_{\mathrm{rup}}^{\mathrm{eq}}(t)=k_{0} \exp & {\left[\beta r_{\exp }\left(t-t_{0}\right) d\right.}  \tag{89}\\
& \left.+\frac{k_{0}}{\beta r_{\exp } d}\left(1-e^{\beta r_{\exp }\left(t-t_{0}\right) d}\right)\right] .
\end{align*}
$$

The experimental analysis procedure would then consist of two steps: i) use the estimate $F_{\operatorname{mol}}^{\exp }(t)$ to extract $r_{\text {exp }}$ and $t_{0}$, ii) plug these values into Eq. (89), and then fit to the experimental $p_{\text {rup }}(t)$ to extract the Bell model parameters $k_{0}$ and $d$. If we apply this quasi-adiabatic approach to our numerical experimental results for $F_{\mathrm{mol}}^{\mathrm{exp}}(t)$ and $p_{\text {rup }}(t)$ from Fig. 7C-D, the best-fit results yield the values shown in the first row of Table I. The expected results, if the quasi-adiabatic assumption were true, using the actual equilibrium force $F_{t}^{\mathrm{eq}}$ instead of $F_{\mathrm{mol}}^{\mathrm{exp}}$ and the true values for the Bell model, are shown in the second row. The quasi-adiabatic analysis leads to a significant discrepancy in the extracted value for $k_{0}$, which is off by an order of magnitude, and smaller errors in the other parameters. We can also see this by comparing $p_{\text {rup }}^{\text {eq }}(t)$ from Eq. (89) with the expected parameter values (purple circles in Fig. 7D) with the numerical results for $p_{\text {rup }}(t)$ (red curve). The two distributions are non-trivially displaced from another, with the fast, nonadiabatic pulling leading to longer than expected rupture times.

## 3. Pulling with counterdiabatic driving

To see how CD driving can alleviate the non-adiabatic discrepancies described above, we first need to determine the CD protocol. Given the potential energy of Eq. (78) we evaluate the corresponding instantaneous equilibrium
distribution from Eq. (54),

$$
\begin{equation*}
\rho\left(x, \ell_{t}\right)=\sqrt{\frac{\beta k\left(\ell_{t}\right)}{2 \pi}} \exp \left(-\frac{1}{2} \beta k\left(\ell_{t}\right)\left(x-x_{t}^{\mathrm{eq}}\right)^{2}\right) . \tag{90}
\end{equation*}
$$

Since we do not have the experimental means to easily control diffusivity, we choose the diffusivity for the protocol to be the same as in the original system from Eq. (80), $\widetilde{D}\left(x, \ell_{t}\right)=D(x)$. Using Eq. (70), the energy perturbation needed to achieve CD driving is

$$
\begin{align*}
& U(x, t)=U_{0}(t) \\
& \quad+\int_{x_{0}}^{x} d x^{\prime} \frac{k_{B} T}{D\left(x^{\prime}\right) \rho\left(x^{\prime}, \ell_{t}\right)} \int_{-\infty}^{x^{\prime}} d x^{\prime \prime} \partial_{t} \rho\left(x^{\prime \prime}, \ell_{t}\right) \tag{91}
\end{align*}
$$

with some arbitrary $x_{0}$ and $U_{0}(t)$. The inner integral in Eq. (91) can be evaluated exactly, but it turns out an approximate form is sufficient in our case: instead of integrating over the full expression for $\partial_{t} \rho\left(x^{\prime \prime}, \ell_{t}\right)$, we ignore the terms that involve $\partial_{t} k\left(\ell_{t}\right)$. This is because the time derivative of the effective spring constant is nearly zero over the time range of interest except for a narrow time window where $k\left(\ell_{t}\right)$ shifts upwards, as seen from Fig. 7B. Using this approximation, the inner integral evaluates to

$$
\begin{align*}
& \int_{-\infty}^{x^{\prime}} d x^{\prime \prime} \dot{\rho}\left(x^{\prime \prime}, \ell_{t}\right) \\
& \quad \approx \sqrt{\frac{\beta k\left(\ell_{t}\right)}{2 \pi}} \dot{x}_{t}^{\mathrm{eq}} \exp \left(-\frac{1}{2} \beta k\left(\ell_{t}\right)\left(x^{\prime}-x_{t}^{\mathrm{eq}}\right)^{2}\right) \tag{92}
\end{align*}
$$

where $\dot{x}_{t}^{\text {eq }} \equiv(d / d t) x_{t}^{\text {eq }}$, and Eq. (91) simplifies to

$$
\begin{equation*}
U(x, t)=U_{0}(t)+k_{B} T \dot{x}_{t}^{\mathrm{eq}} \int_{x_{0}}^{x} \frac{d x^{\prime}}{D\left(x^{\prime}\right)} \tag{93}
\end{equation*}
$$

This energy perturbation corresponds to modifying the total force on the cantilever tip to a new value

$$
\begin{align*}
\widetilde{F}\left(x, \ell_{t}\right) & =F\left(x, \ell_{t}\right)+\frac{\partial U(x, t)}{\partial x} \\
& =F\left(x, \ell_{t}\right)+\frac{k_{B} T \dot{x}_{t}^{\mathrm{eq}}}{D(x)} \tag{94}
\end{align*}
$$

Since $F_{\text {cant }}\left(x_{t}, \ell_{t}\right)=k_{\text {cant }}\left(\ell_{t}-x_{t}\right)$, this can be accomplished by replacing $\ell_{t}$ with an alternative protocol $\widetilde{\ell}_{t}$,

$$
\begin{equation*}
\tilde{\ell}_{t}=\ell_{t}+\frac{k_{B} T \dot{x}_{t}^{\mathrm{eq}}}{k_{\mathrm{cant}} D(x)} \tag{95}
\end{equation*}
$$

Under the new protocol, the cantilever force $F_{\text {cant }}\left(\bar{x}_{t}, \widetilde{\ell}_{t}\right)$ (blue curve in Fig. 7C) now overlaps with the the expected equilibrium force $F_{t}^{\mathrm{eq}}$. Crucially, the protocol requires only knowledge about components of the experimental setup, and is independent of the intrinsic properties of the biomolecular complex $\left(k_{0}, d\right)$ that we are trying to estimate from the experiment. $k_{\text {cant }}$ is a known parameter of the cantilever, and the parameters that determine $D(x)$ through Eq. (80) can be deduced from calibration experiments in the absence
of any attached molecule. The equilibrium extension curve $x_{t}^{\text {eq }}$ that is used to calculate $\dot{x}_{t}^{\text {eq }}$ is the solution to $F_{\text {cant }}\left(x_{t}^{\text {eq }}, \ell_{t}\right)=F_{\text {mol }}\left(x_{t}^{\text {eq }}\right)$. Under the assumption that the biomolecular complex is small and stiff relative to the polymeric handles, the function $F_{\mathrm{mol}}\left(x_{t}\right)$ given by Eq. (75) is determined by the handle properties (contour length, persistence length, and stretch modulus) which all can be fit via calibration experiments. Thus once the apparatus is parametrized in this manner, one can carry out experiments on a biomolecular complex with unknown $k_{0}$ and $d$. The stage can be programmed to execute the CD protocol $\widetilde{\ell}_{t}$ in Eq. (95), and with repeated trials we can construct an experimental estimate for the rupture time distribution.

We do this for the numerical model system described above, and the rupture time distribution $\widetilde{p}_{\text {rup }}(t)$ under the CD protocol is shown in blue in Fig. 7D. As expected, it closely overlaps with the distribution $p_{\text {rup }}^{\text {eq }}(t)$ predicted by the quasi-equilibrium assumption. As a result, the best-fit parameters (third row of Table I) all agree well with the ground truth values, and in particular we have eliminated the large discrepancy in the estimated $k_{0}$. Thus CD driving allows us to mimic quasi-equilibrium conditions and apply quasi-equilibrium analysis to accurately extract biomolecular properties even under fast, non-adiabatic pulling.

## IV. CONCLUDING REMARKS

Our theory of classical CD driving and its biological applications open up a variety of questions for future work. The fact that there can exist many CD protocols for the same target trajectory, with distinct thermodynamic properties, means that one can search among these protocols for those that optimize certain quantities-like minimizing dissipated work under given physical constraints. Optimal control of nonequilibrium and finite-time processes is an active research area [90-93], with connections to techniques like Monge-Kantorovich transport theory [94] and trajectory-observable biasing within the framework of large deviations [95, 96]. Situating CD driving within the broader context of these earlier optimal control approaches is an interesting topic for further study, both generically and in specific biological implementations in areas like ecology and evolution [97, 98].

Driving a system between long-lived states is also subject to universal bounds or "speed limits" [99-101] that constrain the speed of driving in terms of dissipated work. Does CD driving saturate these bounds in certain circumstances? If so, are there biological implications, for example cases where natural selection has pushed a control process close to the theoretical limit? Finally, we can relax the goal of the control, and target only the initial and final distributions, rather than a specific trajectory between them. In quantum systems there are so-called fast-forward techniques to tackle this problem [22-29], but what are the classical stochastic
analogues?
In summary, stochastic processes and their biological realizations are an ideal laboratory for investigating nonequilibrium control ideas. The CD driving framework we have developed is a particularly useful starting point, because the control protocols can be expressed analytically in terms of easy-to-calculate graph properties of the underlying Markov model. We can thus in principle explore a wide swath of CD solutions, and identify generic features of control in diverse biological systems sharing similar graph topologies. The practicality of our formulation makes it well suited for deriving CD driving prescriptions in specific experimental contexts, like evolving cell populations [58] or the example systems in the current work. Because the CD protocols involve accessible control knobs-varying drug/protein concentrations, or the stage position in the AFM case - we believe near-term experimental validation is within reach. CD driving is thus poised to become an important tool both for implementing control of biological systems in the lab, and understanding how that control operates in nature.

## Appendix A: Stationary probabilities and currents in one-loop and two-loop examples

Explicit expressions for stationary probability components $\rho_{i}\left(\lambda_{t}\right)$ in the one-loop system of Fig. 3A and the two-loop system of Fig. 2A can be calculated by solving Eq. (3) for the system, or equivalently employing the graphical method of Ref. [102]. The result is that each component can be expressed as $\rho_{i}\left(\lambda_{t}\right)=D_{i}\left(\lambda_{t}\right) / D\left(\lambda_{t}\right)$, where $D\left(\lambda_{t}\right)=\sum_{i=1}^{N} D_{i}\left(\lambda_{t}\right)$ for functions $D_{i}\left(\lambda_{t}\right), i=$ $1, \ldots, N$ defined below.

For the one-loop example, let $k_{i}\left(\lambda_{t}\right)$ be the clockwise (forward) transition starting from state $i$, and $r_{i}\left(\lambda_{t}\right)$ the corresponding counterclockwise (reverse) rate. These can be expressed in terms of binding/unbinding constants and concentrations as shown in Fig. 3A. The functions $D_{i}\left(\lambda_{t}\right)$ are given by:

$$
\begin{align*}
D_{1} & =k_{2} k_{3}+r_{1}\left(k_{3}+r_{2}\right) \\
D_{2} & =k_{1}\left(k_{3}+r_{2}\right)+r_{2} r_{3}  \tag{96}\\
D_{3} & =k_{1} k_{2}+\left(k_{2}+r_{1}\right) r_{3}
\end{align*}
$$

For conciseness, in the equation above we have not shown the $\lambda_{t}$ dependence of all the rate variables. The stationary currents in the system are all equal, and given by $\mathcal{J}_{1}=\mathcal{J}_{2}=\mathcal{J}_{3}=\left(k_{1} k_{2} k_{3}-r_{1} r_{2} r_{3}\right) / D$.

For the two-loop system, the labeling of the rates $k_{i}\left(\lambda_{t}\right)$ and $r_{i}\left(\lambda_{t}\right)$ is shown in Fig. 2A. The functions
$D_{i}\left(\lambda_{t}\right)$ are given by:

$$
\begin{align*}
D_{1}= & k_{2} k_{3}\left(k_{5}+r_{4}\right)+\left(k_{3}+r_{2}\right)\left(k_{5} r_{1}+r_{4}\left(r_{1}+r_{5}\right)\right), \\
D_{2}= & k_{5} r_{2}\left(k_{4}+r_{3}\right)+k_{1}\left(k_{3}+r_{2}\right)\left(k_{5}+r_{4}\right)+k_{3} k_{4} k_{5} \\
& +r_{2} r_{3} r_{4}, \\
D_{3}= & k_{2} k_{5}\left(k_{4}+r_{3}\right)+k_{2} r_{3} r_{4}+k_{1} k_{2}\left(k_{5}+r_{4}\right) \\
& +r_{1} r_{3}\left(k_{5}+r_{4}\right)+r_{3} r_{4} r_{5} \\
D_{4}= & k_{4} r_{1}\left(k_{3}+r_{2}\right)+\left(k_{1}+k_{4}\right) r_{5}\left(k_{3}+r_{2}\right)+k_{2} k_{3} k_{4} \\
& +r_{2} r_{3} r_{5} . \tag{97}
\end{align*}
$$

In this case there is one stationary current in the left loop, $\mathcal{J}_{L} \equiv J_{2}=J_{3}$, and one in the right loop, $\mathcal{J}_{R} \equiv$ $J_{4}=J_{5}$. Edge 1, shared between the loops, has stationary current $\mathcal{J}_{1}=\mathcal{J}_{L}-\mathcal{J}_{R}$. The left and right currents can be expressed as $\mathcal{J}_{L}=D_{L} / D$ and $\mathcal{J}_{R}=D_{R} / D$,
where the two numerator functions are given by:

$$
\begin{align*}
D_{L}= & k_{1} k_{2} k_{3}\left(k_{5}+r_{4}\right)-r_{2} r_{3}\left(r_{1}\left(k_{5}+r_{4}\right)+r_{4} r_{5}\right) \\
& +k_{2} k_{3} k_{4} k_{5} \\
D_{R}= & k_{4} k_{5} r_{1}\left(k_{3}+r_{2}\right)-r_{4} r_{5}\left(k_{1}\left(k_{3}+r_{2}\right)+r_{2} r_{3}\right)  \tag{98}\\
& +k_{2} k_{3} k_{4} k_{5}
\end{align*}
$$
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# Supplementary Information: Counterdiabatic control of biophysical processes 

## CD DRIVING OF A 2D FOKKER-PLANCK SYSTEM: APPLICATION TO AN EVOLUTIONARY MODEL

As an illustration of the versatility of the graphical CD algorithm described in the main text, we apply it here to a Markovian model on a two-dimensional lattice graph. For small lattice spacing and a large number of states, this provides a discretized numerical approach for implementing CD driving in a two-dimensional Fokker-Planck system. Though we focus on the 2 D case for simplicity, the method readily generalizes to higher-dimensional systems.

Our example is based on an evolutionary Fokker-Planck model $[103,104]$ describing an evolving population of $\mathcal{N}$ organisms, each of which belongs to one of $\mathcal{M}$ genetic variants with potentially different fitnesses. The population is assumed to be at carrying capacity, with births exactly compensating for deaths, and hence $\mathcal{N}$ is fixed. Mutations at birth allow for different variants to arise, and these compete via natural selection. The relative magnitudes of the selective pressures can be tuned via external parameters, as is the case for example in bacterial populations evolving under externally controlled concentrations of antibiotic drugs. As we demonstrated in a recent work [58], such tunability enables the possibility of CD driving in evolutionary systems: guiding the probability distribution of variants in the population through a target sequence of distributions over time. This level of control could facilitate novel drug protocols to combat the evolution of drug resistance. Our main focus in the earlier paper was an approximate CD solution that had certain practical advantages for experimental implementation in microbial contexts. Here we look explicitly at the exact CD solution, which requires the ability to implement selective pressures that depend on the relative proportion of the different variants. One way to accomplish this would be through timevarying culling strategies: killing different proportions of each variant depending on their current distribution in the population.

## 1. 2D Fokker-Planck model description

We consider a system with $\mathcal{M}=3$ variants, where the fraction of the population in variant $i$ is $x_{i}, i=1, \ldots, 3$. For large population size $\mathcal{N}$, we can approximately take $x_{i}$ to be a continuous variable between 0 and 1 , with $\sum_{i=1}^{3} x_{i}=1$. Since $x_{3}$ is linearly dependent on $x_{1}$ and $x_{2}$, we can specify the state of the system by the 2 D vector $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$. The probability distribution $p(\boldsymbol{x}, t)$ of observing state $\boldsymbol{x}$ obeys the Fokker-Planck equation [103, 104]:

$$
\begin{equation*}
\frac{\partial p(\boldsymbol{x}, t)}{\partial t}=-\sum_{i=1}^{2} \frac{\partial}{\partial x_{i}}\left[A_{i}(\boldsymbol{x}, t) p(\boldsymbol{x}, t)\right]+\sum_{i=1}^{2} \sum_{j=1}^{2} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\left[D_{i j}(\boldsymbol{x}) p(\boldsymbol{x}, t)\right] \tag{S1}
\end{equation*}
$$

The first term on the right represents the deterministic contribution to the dynamics, with the mean state trajectory $\overline{\boldsymbol{x}}(t)$ governed by the set of equations $\partial_{t} \bar{x}_{i}(t)=A_{i}(\boldsymbol{x}, t)$. The function $A_{i}(\boldsymbol{x}, t)$ has the form

$$
\begin{equation*}
A_{i}(\boldsymbol{x}, t)=\mu\left(1-x_{i}\right)-2 \mu x_{i}+\sum_{j=1}^{2} g_{i j}(\boldsymbol{x}) s_{j}(t) \tag{S2}
\end{equation*}
$$

Here we have assumed that all three variants can mutate into each other with the same rate $\mu$, so $\mu\left(1-x_{i}\right)$ is the contribution of the other variants mutating into type $i$ and $-2 \mu x_{i}$ is the loss of type $i$ due to mutations into the other two variants. The final term in Eq. (S2) encapsulates the effect of natural selection. Let us take $f_{i}(t)$ to be fitness of type $i$, which varies due to some externally controlled protocol. Then we define the selection coefficient $s_{i}(t)=f_{i}(t) / f_{3}(t)-1$ for $i=1,2$ as a measure of the relative fitness of type $i$ compared to type 3 . We choose the latter to be our reference, or "wild" type. A positive value for $s_{i}(t)$ means type $i$ is fitter than the wild type at time $t$, while a negative value means it is less fit. We typically assume fitness differences between competitive variants are small, with $\left|s_{i}(t)\right| \ll 1$. The selection coefficient vector $\boldsymbol{s}(t)=\left(s_{1}(t), s_{2}(t)\right)$ plays the role of the control parameter $\lambda_{t}$. In practice it could reflect the effects of time-varying drug concentrations or other controllable environmental factors [58]. The $g_{i j}(\boldsymbol{x})$ element of the $2 \times 2$ matrix $g(\boldsymbol{x})$ represents the contribution of the $j$ th selection coefficient to the mean behavior of type $i$. The matrix elements are given by [104]:

$$
g_{i j}(\boldsymbol{x})= \begin{cases}x_{i}\left(1-x_{i}\right) & i=j  \tag{S3}\\ -x_{i} x_{j} & i \neq j\end{cases}
$$

Finally, the second term on the right hand side of Eq. (S1) represents diffusive spreading of the distribution due to the stochastic nature of reproduction in a population of finite size $\mathcal{N}$. The $2 \times 2$ diffusivity matrix $D_{i j}(\boldsymbol{x})$ has elements of the form [103, 104],

$$
\begin{equation*}
D_{i j}(\boldsymbol{x})=\frac{g_{i j}(\boldsymbol{x})}{2 \mathcal{N}} \tag{S4}
\end{equation*}
$$

The proportionality between $D(\boldsymbol{x})$ and the matrix $g(\boldsymbol{x})$, which controls the response of the system to relative fitness differences, is an evolutionary analogue to the fluctuation-dissipation theorem, with population size $\mathcal{N}$ playing the role of inverse temperature.

Because of the constraints that $x_{1} \geq 0, x_{2} \geq 0$ and $x_{1}+x_{2}=1-x_{3} \leq 1$, the distribution $p(\boldsymbol{x}, t)$ is defined over a 2 D probability simplex. To simplify the geometry, we introduce new variables $u_{1}=x_{1}, u_{2}=x_{2} /\left(1-x_{1}\right)$ [103]. The domain of the state vector $\boldsymbol{u}=\left(u_{1}, u_{2}\right)$ is now the unit square: $0 \leq u_{1} \leq 1,0 \leq u_{2} \leq 1$. Using this mapping the corresponding distribution $p(\boldsymbol{u}, t)$ obeys a Fokker-Planck equation of the form,

$$
\begin{align*}
\frac{\partial p(\boldsymbol{u}, t)}{\partial t} & =-\sum_{i=1}^{2} \frac{\partial}{\partial u_{i}}\left[\mathcal{A}_{i}(\boldsymbol{u}, t) p(\boldsymbol{u}, t)\right]+\sum_{i=1}^{2} \frac{\partial^{2}}{\partial u_{i}^{2}}\left[\mathcal{D}_{i}(\boldsymbol{u}) p(\boldsymbol{u}, t)\right] \\
& \equiv-\sum_{i=1}^{2} \frac{\partial}{\partial u_{i}} J_{i}(\boldsymbol{u}, t) \tag{S5}
\end{align*}
$$

Here $\mathcal{A}(\boldsymbol{u}, t)$ and $\mathcal{D}(\boldsymbol{u}, t)$ are vector functions with components given by

$$
\begin{align*}
\mathcal{A}_{1}(\boldsymbol{u}, t) & =\mu-3 \mu u_{1}+u_{1}\left(1-u_{1}\right)\left(s_{1}(t)-u_{2} s_{2}(t)\right) \\
\mathcal{A}_{2}(\boldsymbol{u}, t) & =\frac{\mu-2 \mu u_{2}}{1-u_{1}}+u_{2}\left(1-u_{2}\right) s_{2}(t) \\
\mathcal{D}_{1}(\boldsymbol{u}) & =\frac{u_{1}\left(1-u_{1}\right)}{2 \mathcal{N}}  \tag{S6}\\
\mathcal{D}_{2}(\boldsymbol{u}) & =\frac{u_{2}\left(1-u_{2}\right)}{2 \mathcal{N}\left(1-u_{1}\right)}
\end{align*}
$$

and $\boldsymbol{J}(\boldsymbol{u}, t)$ is the probability current density with components given by

$$
\begin{equation*}
J_{i}(\boldsymbol{u}, t)=\mathcal{A}_{i}(\boldsymbol{u}, t) p(\boldsymbol{u}, t)-\frac{\partial}{\partial u_{i}}\left[\mathcal{D}_{i}(\boldsymbol{u}) p(\boldsymbol{u}, t)\right], \quad i=1,2 . \tag{S7}
\end{equation*}
$$

To derive Eq. (S5) we have taken into account the Jacobian for the change of variables which relates the probability densities in the old and new variables as: $p(\boldsymbol{u}, t)=\left(1-u_{1}\right) p(\boldsymbol{x}, t)$ [103].

Eq. (S5) has an instantaneous stationary distribution $\rho(\boldsymbol{u}, \boldsymbol{s}(t))$ of the form

$$
\begin{equation*}
\rho(\boldsymbol{u}, \boldsymbol{s}(t))=\frac{e^{-E(\boldsymbol{u}, \boldsymbol{s}(t))}}{Z\left(\lambda_{t}\right)} \tag{S8}
\end{equation*}
$$

where

$$
\begin{equation*}
E(\boldsymbol{u}, \boldsymbol{s}(t))=2 \mathcal{N}\left(1-u_{1}\right)\left(s_{1}(t)-s_{2}(t) u_{2}\right)-\log \left[4\left(u_{1}\left(1-u_{1}\right) u_{2}\left(1-u_{2}\right)\right)^{2 \mu \mathcal{N}-1}\left(1-u_{1}\right)^{2 \mu \mathcal{N}}\right] \tag{S9}
\end{equation*}
$$

and the normalization constant $Z\left(\lambda_{t}\right)$ can be determined numerically from the integral $\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \rho\left(\boldsymbol{u}, \lambda_{t}\right)=1$. The current densities in Eq. (S7) can be rewritten in terms of the stationary distribution as

$$
\begin{equation*}
J_{i}(\boldsymbol{u}, t)=-\mathcal{D}_{i}(\boldsymbol{u}) \rho(\boldsymbol{u}, \boldsymbol{s}(t)) \frac{\partial}{\partial u_{i}}\left[\frac{p(\boldsymbol{u}, t)}{\rho(\boldsymbol{u}, \boldsymbol{s}(t))}\right], \quad i=1,2 . \tag{S10}
\end{equation*}
$$

It is then easy to see that the corresponding stationary probability current densities $\mathcal{J}(\boldsymbol{u}, t)$ vanish:

$$
\begin{equation*}
\mathcal{J}_{i}(\boldsymbol{u}, t)=\left.J_{i}(\boldsymbol{u}, t)\right|_{p(\boldsymbol{u}, t)=\rho(\boldsymbol{u}, \boldsymbol{s}(t))}=0, \quad i=1,2 \tag{S11}
\end{equation*}
$$

## 2. Formulating the CD driving problem

To define an example target sequence of distributions for our CD driving, let us adopt the following simple linear forms for the time-varying selection coefficient protocol,

$$
\begin{equation*}
s_{1}(t)=s_{1}^{0}+\left(s_{1}^{\tau}-s_{1}^{0}\right) t / \tau, \quad s_{2}(t)=s_{2}^{0}+\left(s_{2}^{\tau}-s_{2}^{0}\right) t / \tau \tag{S12}
\end{equation*}
$$

The protocol runs from initial time $t=0$ to final time $t=\tau$, with time in the evolutionary Fokker-Planck system measured in units of generations. We choose parameter values as follows: $\mathcal{N}=5000, \mu=0.001, s_{1}^{0}=-0.003$, $s_{1}^{\tau}=0.005, s_{2}^{0}=0.005, s_{2}^{\tau}=-0.01, \tau=1000$. Initially $s_{2}(0)>0>s_{1}(0)$, and hence the initial stationary distribution $\rho(\boldsymbol{u}, \boldsymbol{s}(0))$ is dominated by type 2 organisms, corresponding to large $u_{2}$ and small $u_{1}$, as shown in the left panel of Fig. S1A. As time increases, the $\boldsymbol{s}(t)$ protocol from Eq. (S12) leads to a continuous sequence of distributions $\rho(\boldsymbol{u}, \boldsymbol{s}(t))$ that shift towards large $u_{1}$ and small $u_{2}$, as seen in the center and right panels of Fig. S1A. At the final time, $s_{1}(\tau)>0>s_{2}(\tau)$, and hence the distribution is dominated by type 1 organisms. The green dashed line in Fig. S1A shows the positions of the stationary mean value $\overline{\boldsymbol{u}}(t)=\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \boldsymbol{u} \rho(\boldsymbol{u}, \boldsymbol{s}(t))$ for this target trajectory of distributions.

The goal of CD driving in this system is to find modified selection coefficient functions $\widetilde{\boldsymbol{s}}(\boldsymbol{u}, t)$ for which the target distribution trajectory $\rho(\boldsymbol{u}, \boldsymbol{s}(t))$ is a solution to the corresponding Fokker-Planck equation. In other words we want a modified version of Eq. (S5),

$$
\begin{equation*}
\frac{\partial \rho(\boldsymbol{u}, \boldsymbol{s}(t))}{\partial t}=-\sum_{i=1}^{2} \frac{\partial}{\partial u_{i}} \widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t) \tag{S13}
\end{equation*}
$$

where

$$
\begin{align*}
& \widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t)=\widetilde{\mathcal{A}}_{i}(\boldsymbol{u}, t) \rho(\boldsymbol{u}, \boldsymbol{s}(t))-\frac{\partial}{\partial u_{i}}\left[\mathcal{D}_{i}(\boldsymbol{u}) \rho(\boldsymbol{u}, \boldsymbol{s}(t))\right] \\
& \widetilde{\mathcal{A}}_{1}(\boldsymbol{u}, t)=\mu-3 \mu u_{1}+u_{1}\left(1-u_{1}\right)\left(\widetilde{s}_{1}(\boldsymbol{u}, t)-u_{2} \widetilde{s}_{2}(\boldsymbol{u}, t)\right)  \tag{S14}\\
& \widetilde{\mathcal{A}}_{2}(\boldsymbol{u}, t)=\frac{\mu-2 \mu u_{2}}{1-u_{1}}+u_{2}\left(1-u_{2}\right) \widetilde{s}_{2}(\boldsymbol{u}, t)
\end{align*}
$$

Note that because the original stationary current densities vanish, as shown in Eq. (S11), we can express the CD current densities as

$$
\begin{equation*}
\widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t)=\delta \mathcal{J}_{i}(\boldsymbol{u}, t) \equiv \delta \mathcal{A}_{i}(\boldsymbol{u}, s(t)) \rho(\boldsymbol{u}, s(t)) \tag{S15}
\end{equation*}
$$

where $\delta \mathcal{A}_{i}(\boldsymbol{u}, t) \equiv \widetilde{\mathcal{A}}_{i}(\boldsymbol{u}, t)-\mathcal{A}_{i}(\boldsymbol{u}, t)$ is the perturbation to the $\mathcal{A}_{i}(\boldsymbol{u}, t)$ function due to the modified CD selection coefficient. From Eqs. (S6) and (S14) these perturbations take the form,

$$
\begin{align*}
& \delta \mathcal{A}_{1}(\boldsymbol{u}, t)=u_{1}\left(1-u_{1}\right)\left(\delta s_{1}(\boldsymbol{u}, t)-u_{2} \delta s_{2}(\boldsymbol{u}, t)\right) \\
& \delta \mathcal{A}_{2}(\boldsymbol{u}, t)=u_{2}\left(1-u_{2}\right) \delta s_{2}(\boldsymbol{u}, t) \tag{S16}
\end{align*}
$$

where $\delta \boldsymbol{s}(\boldsymbol{u}, t)=\widetilde{\boldsymbol{s}}(\boldsymbol{u}, t)-\boldsymbol{s}(t)$ is the CD perturbation to the original selection coefficient protocol. A CD solution means finding $\widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t)$ that satisfy Eq. (S13). If those are known, then the perturbations to the selection protocol that implement the currents can be found by inverting Eqs. (S15)-(S16):

$$
\begin{equation*}
\delta s_{1}(\boldsymbol{u}, t)=\frac{1}{\rho(\boldsymbol{u}, \boldsymbol{s}(t))}\left[\frac{\widetilde{\mathcal{J}}_{1}(\boldsymbol{u}, t)}{u_{1}\left(1-u_{1}\right)}+\frac{\widetilde{\mathcal{J}}_{2}(\boldsymbol{u}, t)}{1-u_{2}}\right], \quad \delta s_{2}(\boldsymbol{u}, t)=\frac{\widetilde{\mathcal{J}}_{2}(\boldsymbol{u}, t)}{\rho(\boldsymbol{u}, \boldsymbol{s}(t)) u_{2}\left(1-u_{2}\right)} . \tag{S17}
\end{equation*}
$$

Note that the perturbation $\delta \boldsymbol{s}(\boldsymbol{u}, t)$ will in general depend on $\boldsymbol{u}$. Translated back to the original variables $\boldsymbol{x}$, this means applying selection pressures in a way that depends on the instantaneous proportion of different variants. In cases where this is not practically achievable, we can also do an approximate form of CD by replacing $\delta s(\boldsymbol{u}, t)$ with an averaged version $\delta \overline{\boldsymbol{s}}(t)$ independent of $\boldsymbol{u}$, as described below.

## 3. Calculating CD solutions using the graphical algorithm

To apply the graphical CD algorithm described in the main text, we will discretize the $\boldsymbol{u}$ unit box by dividing each axis into $L$ equal segments of length $a=1 / L$, creating an $L \times L$ lattice graph shown in Fig. S1. Each state, $n=1, \ldots, N$, in the corresponding Markov model will be associated with a square of area $a^{2}$ centered at position

$$
\begin{equation*}
\boldsymbol{u}^{(n)}=a\left(\frac{1}{2}+(n-1) \bmod L,-\frac{1}{2}+\lceil n / L\rceil\right) \tag{S18}
\end{equation*}
$$



FIG. S1. An example of discretizing the $\boldsymbol{u}$ unit box for the evolutionary system using an $L \times L$ lattice graph, with $L=4$. The numbered blue circles represent states $n=1, \ldots, N$, located at positions $\boldsymbol{u}^{(n)}$ given by Eq. (S18), with $N=16$. There are $E=24$ edges in the graph, depicted as light or dark red arrows representing oriented currents. The subset of $N-1$ dark red arrows is a spanning tree. A set of fundamental cycles, numbered $\gamma=1, \ldots, \Delta$, with $\Delta=9$, is shown as green dashed squares.
where $\lceil x\rceil$ denotes the smallest integer greater or equal to $x$. Note, $N=L^{2}$. There are $E=2 L(L-1)$ edges in the lattice graph, and hence $\Delta=E-N+1=(L-1)^{2}$. Fig. S1 shows the case of $L=4$, with $N=16$ states at positions $\boldsymbol{u}^{(n)}$ denoted by blue circles, $E=24$ oriented currents denoted by dark or light red arrows, and a set of $\Delta=9$ fundamental cycles denoted by green dashed lines. The $N-1=15$ dark red arrows constitute one example of a spanning tree for the oriented current graph.

To ensure that the discrete Markov model corresponds to the Fokker-Planck equation of Eq. (S5) in the continuum $(L \rightarrow \infty)$ limit, we choose the following scheme for the transition rate $\Omega_{m n}(s(t))$ from state $n$ to $m$ :

$$
\Omega_{m n}(\boldsymbol{s}(t))= \begin{cases}a^{-2} \mathcal{D}_{1}\left(\boldsymbol{u}^{(n)}\right) e^{-\left(E\left(\boldsymbol{u}^{(m)}, \boldsymbol{s}(t)\right)-E\left(\boldsymbol{u}^{(n)}, \boldsymbol{s}(t)\right)\right)} & \text { if } m=n+1 \text { and } n \bmod L \neq 0  \tag{S19}\\ a^{-2} \mathcal{D}_{1}\left(\boldsymbol{u}^{(m)}\right) & \text { if } m=n-1 \text { and } m \bmod L \neq 0 \\ a^{-2} \mathcal{D}_{2}\left(\boldsymbol{u}^{(n)}\right) e^{-\left(E\left(\boldsymbol{u}^{(m)}, \boldsymbol{s}(t)\right)-E\left(\boldsymbol{u}^{(n)}, \boldsymbol{s}(t)\right)\right)} & \text { if } m=n+L \text { and } n \leq L(L-1) . \\ a^{-2} \mathcal{D}_{2}\left(\boldsymbol{u}^{(m)}\right) & \text { if } m=n-L \text { and } n>L \\ 0 & \text { otherwise }\end{cases}
$$

The top two rows on the right-hand side above are the horizontal right and left transitions in the lattice graph, and the next two rows are the vertical up and down transitions. With this choice of matrix $\Omega(\boldsymbol{s}(t))$, any pair of non-zero forward and reverse rates satisfy the local detailed balance relation,

$$
\begin{equation*}
\frac{\Omega_{m n}(\boldsymbol{s}(t))}{\Omega_{n m}(\boldsymbol{s}(t))}=e^{-\left(E\left(\boldsymbol{u}^{(m)}, \boldsymbol{s}(t)\right)-E\left(\boldsymbol{u}^{(n)}, \boldsymbol{s}(t)\right)\right)} \tag{S20}
\end{equation*}
$$

which guarantees that the instantaneous stationary distribution is given by the discrete analogue of Eq. (S8),

$$
\begin{equation*}
\rho_{n}(\boldsymbol{s}(t))=\frac{e^{-E\left(\boldsymbol{u}^{(n)}, \boldsymbol{s}(t)\right)}}{\mathcal{Z}(\boldsymbol{s}(t))} \tag{S21}
\end{equation*}
$$

where $\mathcal{Z}(\boldsymbol{s}(t))=\sum_{n=1}^{N} \exp \left(-E\left(\boldsymbol{u}^{(n)}, \boldsymbol{s}(t)\right)\right)$. We can also check the form of the current for edge $\alpha$, corresponding to an arrow from state $n$ to a state $m$ directly to the right or above. Using Eq. (S19) this can be rewritten as:

$$
\begin{equation*}
J_{\alpha}(t)=\Omega_{m n}(\boldsymbol{s}(t)) p_{n}(t)-\Omega_{n m}(\boldsymbol{s}(t)) p_{m}(t)=-\frac{1}{a} \mathcal{D}_{i}\left(\boldsymbol{u}^{(n)}\right) \rho_{m}(\boldsymbol{s}(t)) \frac{1}{a}\left[\frac{p_{m}(t)}{\rho_{m}(\boldsymbol{s}(t))}-\frac{p_{n}(t)}{\rho_{n}(\boldsymbol{s}(t))}\right] \tag{S22}
\end{equation*}
$$



FIG. S2. Numerically calculated CD driving results for the evolutionary system, using a discretization with $L=80$. All panels are shown in terms of $u_{1}$ and $u_{2}$ on the axes, and the three columns represent snapshots at three times $t=0,500$, and 1000 generations. A) The target distributions $\rho(\boldsymbol{u}, \boldsymbol{s}(t))$, defined by the selection coefficient protocol given in Eq. (S12). The goal of CD is to steer the evolving population through this trajectory of distributions. The green dashed curves represent the instantaneous stationary mean $\overline{\boldsymbol{u}}(t)$, and the green circle is the value of the mean in that snapshot. B) The cycle coefficient functions $\Phi(\boldsymbol{u}, t)$. This specific choice corresponds to the CD solution that minimizes the overall CD current magnitude ( $\tilde{\mathcal{J}}^{2}(t)$ in the discrete model) at each time $t$. C-D) The components of the selection coefficient perturbations $\delta s_{i}(\boldsymbol{u}, t), i=1,2$ that implement this particular CD solution.

Here $i=1$ if the edge is horizontal and $i=2$ if vertical. In the limit as $L \rightarrow \infty$ and $a=1 / L \rightarrow 0$ we see that $a^{-1} J_{\alpha}(t) \rightarrow J_{i}(\boldsymbol{u}, t)$ from Eq. (S10). The factor $a^{-1}$ converts the discrete current to a current density in the continuum. In taking this limit, note that discrete state probabilities are related to 2 D probability densities as $a^{-2} \rho_{n}(\boldsymbol{s}(t)) \rightarrow \rho(\boldsymbol{u}, \boldsymbol{s}(t))$. Thus we see Eq. (S19) leads to the correct continuum formulation. This choice for discretized transition rates is not unique, but it will be convenient for our purposes.

Once the discretization is defined, we can directly apply the general solution method. Any possible CD solution for this system can be expressed in the form of main text Eq. (26),

$$
\begin{equation*}
\widetilde{\mathcal{J}}(t)=\delta \mathcal{J}^{(1)}(t)+\sum_{\gamma=1}^{\Delta} \Phi_{\gamma}(t) \boldsymbol{c}^{(\gamma)} \tag{S23}
\end{equation*}
$$

Here $\delta \mathcal{J}^{(1)}(t)$ is a spanning tree solution (i.e. associated with the tree shown as dark red arrows in Fig. S1),

$$
\begin{equation*}
\delta \mathcal{J}^{(1)}(t)=\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1} \partial_{t} \widehat{\boldsymbol{\rho}}(\boldsymbol{s}(t)), \tag{S24}
\end{equation*}
$$

and we allow arbitrary coefficient functions $\Phi_{\gamma}(t)$ multiplying the cycle vectors $\boldsymbol{c}^{(\gamma)}$. All components of this solution are relatively straightforward to implement numerically, even for large graphs. The results in Fig. S2, for example, correspond to $L=80$, where $N=6400, E=12640$, and $\Delta=6241$. The vector $\partial_{t} \widehat{\boldsymbol{\rho}}(s(t))$ is calculated by differentiating the components of the stationary distribution in Eq. (S21). The $E \times(N-1)$ dimensional matrix $\left[\widehat{\nabla}^{(\gamma)}\right]_{S}^{-1}$ is constructed by the graphical procedure described in main text Sec. IIB. Finally, the simplest cycle vector basis for the lattice graph is shown in green in Fig. S1. In this case each cycle vector $\boldsymbol{c}^{(\gamma)}$ involves the edges making up a square plaquette of neighboring states. We can associate the $\gamma$ th cycle vector with the position $\boldsymbol{u}^{(\gamma)}$ around which the loop is centered:

$$
\begin{equation*}
\boldsymbol{u}^{(\gamma)}=a(1+(\gamma-1) \bmod (L-1),\lceil\gamma /(L-1)\rceil) . \tag{S25}
\end{equation*}
$$

This allows us to plot a given choice of $\Phi_{\gamma}(t)$ as a heat map $\Phi(\boldsymbol{u}, t)$ for large $L$, as shown for example in Fig. S2B. Similarly any function of state number $n$, such as $\rho_{n}(\boldsymbol{s}(t))$, can be plotted as a heat map $\rho(\boldsymbol{u}, \boldsymbol{s}(t))$ using the positions $\boldsymbol{u}^{(n)}$ defined in Eq. (S18), as seen in Fig. S2A.

Any choice of $\Phi_{\gamma}(t)$ at each $t$ leads to a valid CD solution, giving us an infinite family of solutions where we can seek out specific ones with desirable properties. A natural choice is the solution that leads to the overall smallest magnitude of CD currents, minimizing $\widetilde{\mathcal{J}}^{2}(t)$ at each $t$. This solution is in a sense the smallest amount of "driving" that is necessary to still get the system to follow the target trajectory, and can be readily found using any standard numerical optimization algorithm. For the target trajectory defined by the control protocol of Eq. (S12), snapshots of the current-minimizing $\Phi(\boldsymbol{u}, t)$ at three different times are shown in Fig. S2B.

Once $\Phi_{\gamma}(t)$ is chosen, giving us numerical values for the CD current vector $\widetilde{\mathcal{J}}(t)$, we can convert those to estimates of the current densities $\widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t), i=1,2$, in the continuum. The horizontal densities $\widetilde{\mathcal{J}}_{1}(\boldsymbol{u}, t)$ correspond to $a^{-1} \widetilde{\mathcal{J}}_{\alpha}(t)$ for horizontal edges $\alpha$, with each edge assigned the position $\boldsymbol{u}^{(n)}$ at the origin of the current arrow. We find $\tilde{\mathcal{J}}_{2}(\boldsymbol{u}, t)$ analogously, except using the vertical edges in the graph. Knowledge of $\widetilde{\mathcal{J}}_{i}(\boldsymbol{u}, t)$ then allows us to use Eq. (S17) to calculate the selection coefficient perturbations necessary to implement the driving. For our choice of the currentminimizing $\Phi(\boldsymbol{u}, t)$ in Fig. S2B, the heatmaps of $\delta s_{1}(\boldsymbol{u}, t)$ and $\delta s_{2}(\boldsymbol{u}, t)$ are shown in Fig. S2C and D respectively.

## 4. Approximate CD solution

Since the perturbation $\delta \boldsymbol{s}(\boldsymbol{u}, t)$ to achieve exact CD driving is in general dependent on $\boldsymbol{u}$ and hence the fraction $\boldsymbol{x}$ of different variants in the population, it requires a way of monitoring the distribution of variants throughout the driving process. When this monitoring is not possible, a simpler approximate strategy can be used, where we apply an averaged perturbation $\delta \overline{\boldsymbol{s}}(t)$ independent of $\boldsymbol{u}$ :

$$
\begin{equation*}
\delta \overline{\boldsymbol{s}}(t)=\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \rho(\boldsymbol{u}, \boldsymbol{s}(t)) \delta \boldsymbol{s}(\boldsymbol{u}, t) \tag{S26}
\end{equation*}
$$

Since this is weighted by the instaneous stationary distribution, the approximation should provide an overall driving that works well for typical realizations of the system, particularly in the large $\mathcal{N}$ case where the distribution $\rho(\boldsymbol{u}, s(t))$ is narrow.

Plugging Eq. (S17) into Eq. (S26) we find

$$
\begin{equation*}
\delta \bar{s}_{1}(t)=\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2}\left[\frac{\widetilde{\mathcal{J}}_{1}(\boldsymbol{u}, t)}{u_{1}\left(1-u_{1}\right)}+\frac{\widetilde{\mathcal{J}}_{2}(\boldsymbol{u}, t)}{1-u_{2}}\right], \quad \delta \bar{s}_{2}(t)=\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \frac{\widetilde{\mathcal{J}}_{2}(\boldsymbol{u}, t)}{u_{2}\left(1-u_{2}\right)} . \tag{S27}
\end{equation*}
$$



FIG. S3. Averaged CD perturbation $\delta \overline{\boldsymbol{s}}(t)$, calculated using two methods: directly via Eq. (S26) [blue solid curves], and using the approximation of Eq. (S30) [red dashed curves]. Panels A and B show the components $\delta \bar{s}_{1}(t)$ and $\delta \bar{s}_{2}(t)$ respectively.

Similar to the discussion in Ref. [58], for the large $\mathcal{N}$ case we can focus on the region of the $\boldsymbol{u}$ space in the vicinity of the instantaneous stationary mean $\overline{\boldsymbol{u}}(t)$. Replacing the components of $\boldsymbol{u}$ with $\overline{\boldsymbol{u}}(t)$ in the denominators of Eq. (S27), and pulling the resulting constants out of the integrals, we get the approximate expressions

$$
\begin{align*}
& \delta \bar{s}_{1}(t) \approx \frac{1}{\bar{u}_{1}(t)\left(1-\bar{u}_{1}(t)\right)} \int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \widetilde{\mathcal{J}}_{1}(\boldsymbol{u}, t)+\frac{1}{1-\bar{u}_{2}(t)} \int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \widetilde{\mathcal{J}}_{2}(\boldsymbol{u}, t) \\
& \delta \bar{s}_{2}(t) \tag{S28}
\end{align*}
$$

We can now take advantage of the identity

$$
\begin{equation*}
\int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \widetilde{\mathcal{J}}_{j}(\boldsymbol{u}, t)=\partial_{t} \bar{u}_{j}(t), \quad j=1,2 \tag{S29}
\end{equation*}
$$

This can be derived from Eq. (S13) by multiplying both sides of that equation by $u_{j}$ and integrating over the entire $\boldsymbol{u}$ unit box, then using integration by parts and the fact that the currents normal to the boundaries of the unit box vanish. Plugging Eq. (S29) into Eq. (S28) we find:

$$
\begin{equation*}
\delta \bar{s}_{1}(t) \approx \frac{\partial_{t} \bar{u}_{1}(t)}{\bar{u}_{1}(t)\left(1-\bar{u}_{1}(t)\right)}+\frac{\partial_{t} \bar{u}_{2}(t)}{1-\bar{u}_{2}(t)}, \quad \delta \bar{s}_{2}(t) \approx \frac{\partial_{t} \bar{u}_{2}(t)}{\bar{u}_{2}(t)\left(1-\bar{u}_{2}(t)\right)} . \tag{S30}
\end{equation*}
$$

This approximation to Eq. (S26) is useful since it only depends on knowledge of the mean trajectory $\overline{\boldsymbol{u}}(t)$ and its derivative $\partial_{t} \overline{\boldsymbol{u}}(t)$. Note that any of the infinite family of CD solutions $\delta \boldsymbol{s}(\boldsymbol{u}, t)$, integrated via Eq. (S26), will yield approximately the same result, Eq. (S30). This is true so long as the dominant contributions to $\rho(\boldsymbol{u}, s(t)$ ) are in the vicinity of $\overline{\boldsymbol{u}}(t)$, justifying the approximation in Eq. (S28). For the $L=80 \mathrm{CD}$ driving results in Fig. S2, the corresponding averaged perturbation from Eq. (S26) is shown as a blue solid curve in Fig. S3. The Eq. (S30) approximation is plotted for comparison as a red dashed curve. The two curves match quite well, as expected given the narrowness of the $\rho(\boldsymbol{u}, s(t))$ distributions along our target trajectory, seen in Fig. S2A.
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