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parameters	resulting	from	Bin	Gaze	model	fit.	We	replicated	the	findings	in	the	main	text,	with	a	higher	999 
gaze	bias	(lower	γ	parameter)	in	the	free	sampling	condition	(Mean	γ	Free=	0.81,	Mean	γ	Fixed=	0.96,	t17=	-1000 
3.268;	p<0.01).	No	significant	differences	were	found	for	the	other	parameters.	γ:	gaze	bias;	τ:	evidence	1001 
scaling;	ν:	drift	term;	σ:	noise	standard	deviation.	(C)	The	Bin	Gaze	model	replicated	the	main	behavioural	1002 
relationships	in	a	similar	way	to	the	original	continuous	gaze	model.	The	four	panels	present	four	relevant	1003 
behavioural	 relationships	 comparing	 model	 predictions	 and	 overall	 participant	 behaviour:	 (top	 left)	1004 
responses	time	were	faster	(shorter	RT)	when	the	choice	was	easier	(i.e.	bigger	differences	in	the	number	1005 
of	dots	between	the	patches);	(top	right)	probability	of	choosing	the	left	patch	increased	when	the	number	1006 
of	dots		was	higher	in	the	patch	on	the	left	side	(DDots	=	DotsLeft	–	DotsRight);	(bottom	left)	the	probability	of	1007 
choosing	an	alternative	depended	on	 the	gaze	difference	 (DGaze	=	gLeft	 –	gRight);	 and	 (bottom	right)	 the	1008 
probability	of	choosing	an	item	that	was	fixated	longer	than	the	other,	corrected	by	the	actual	evidence	1009 
(DDots),	 depicted	 a	 residual	 effect	 of	 gaze	 on	 choice.	 Solid	 dots	 depict	 the	 mean	 of	 the	 data	 across	1010 
participants.	Lighter	dots	present	the	mean	value	for	each	participant	across	bins.	Solid	grey	lines	show	the	1011 
average	for	model	simulations.	Data	are	binned	for	visualization.	**:	p<0.01.	1012 
	1013 
	1014 
	1015 

1016 
Figure	S5.2.	Individual	out-of-sample	GLAM	predictions	for	behavioural	measures	in	free	and	fixed	1017 
sampling	conditions.	The	correlations	between	observed	data	and	predictions	of	the	model	for	individual	1018 
(A)	 mean	 RT,	 (B)	 the	 probability	 of	 choosing	 the	 correct	 patch,	 and	 (C)	 the	 gaze	 influence	 in	 choice	1019 
probability	 are	 presented.	 In	 the	 fixed	 sampling	 condition,	 the	 correlation	 between	 the	 performance	1020 
(probability	of	 correct)	of	 individual	participants	and	 the	model	predictions	was	 found	not	statistically	1021 
significant,	indicating	the	model	was	not	completely	accurate	in	predicting	participant-level	performance.	1022 
However,	the	model	captures	group-level	performance	(as	depicted	in	Figure	5B),	since	predicted	trials	1023 
had	 higher	 than	 chance	 accuracy	 and	 a	 similar	 range	 of	 performance	 as	 observed	 trials	 (accuracy	 is	1024 
between	0.6-0.9	for	observed	and	predicted).	Regarding	the	gaze	influence	measure	(residual	effect	of	gaze	1025 
on	 choice,	 once	 the	 effect	 of	 evidence	 is	 accounted	 for),	 the	 free	 sampling	 model	 predicts	 this	 effect	1026 
significantly	at	the	participant	level,	but	the	fixed	sampling	model	did	not.	Since	in	the	fixed	sampling	model,	1027 
in	practical	terms	there	is	no	gaze	bias	(γ	≈1),	we	expected	the	model	would	have	trouble	predicting	any	1028 
residual	gaze	influence.	Dots	depict	the	average	of	observed	and	predicted	measures	for	each	participant.	1029 
In	the	free	sampling	condition	the	model	prediction	correlated	significantly	with	observed	accuracy	and	1030 
gaze	influence,	at	the	participant-level.	Lines	depict	the	slope	of	the	correlation	between	observations	and	1031 
predictions.	Dots	indicate	the	average	measure	for	each	participant’s	observed	and	predicted	data.	Mean	1032 
95%	confidence	intervals	are	represented	by	the	shadowed	region.	All	model	predictions	are	simulated	1033 
using	parameters	estimated	from	individual	fits	for	even-numbered	trials.		1034 
 1035 
 1036 
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 1037 
	1038 
Figure	S5.3.	GLAM	model	comparison	for	free	and	fixed	sampling	conditions.	(A)	WAIC	scores	for	free	1039 
and	 fixed	 sampling	 models	 did	 not	 report	 significant	 difference	 in	 fit	 between	 the	 conditions	 (mean	1040 
WAICFree	=	-524.58;	mean	WAICFixed	=	-530.004;	t17	=	0.98,	p	=	0.34,	ns).	As	an	additional	check,	we	fitted	1041 
new	models	 for	both	conditions	without	 the	gaze	bias	(no	bias,	γ	=	1).	We	 found	that	 in	 the	 fixed	gaze	1042 
condition,	the	no	bias	model	was	the	most	parsimonious	model	(Mean	WAICFixed/GazeBias	=	-530.004;	Mean	1043 
WAICFixed/NoBias	=	-529.29;	t17	=	3.304,	p	<	0.01).	No	differences	were	found	between	the	gaze	bias	and	no	1044 
bias	models	in	the	free	sampling	condition	(Mean	WAICFree/GazeBias	=	-524.58;	Mean	WAICFree/NoBias	=	-526.23;	1045 
t17	=	1.537,	p	=	0.14,	ns).	(B-C)	Differences	in	WAIC	score	between	Gaze	Bias	–	No	Bias	(DWAIC)	models	1046 
were	calculated	for	each	individual	participant	and	experimental	condition.	This	corroborated	that	the	No	1047 
Bias	model	has	a	better	fit	in	the	fixed	sampling	condition	only	(C).	WAIC	scores	are	presented	using	log	1048 
scale.	A	higher	log-score	indicates	a	model	with	better	predictive	accuracy.	***:	p<0.001.	1049 
		1050 
	1051 
 1052 
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	1053 
	1054 
Figure	 S5.4.	 GLAM	 parameters	 for	 free	 and	 fixed	 sampling	 conditions.	 Participants	 for	 which	1055 
parameter	 estimation	 did	 not	 converge	 were	 removed	 from	 the	 analysis	 (4	 participants).	 The	 results	1056 
reported	in	the	main	text	were	still	observed:		a	higher	gaze	bias	(lower	γ	parameter)	in	the	free	sampling	1057 
condition	(Mean	γ	Free=	0.786,	Mean	γ	Fixed=	0.961,	t17=	-3.033;	p<0.01).	No	significant	differences	were	found	1058 
for	the	other	parameters.	γ:	gaze	bias;	τ:	evidence	scaling;	ν:	drift	term;	σ:	noise	standard	deviation.	**:	1059 
p<0.01	1060 
	 	1061 
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S6:	A	Descriptive	Model	of	Confirmatory	Information	Processing	1062 

We	have	designed	the	following	descriptive	economic	decision-making	model	that	can	be	1063 
used	to	capture	the	findings	described	above.	There	is	a	set	of	states	of	the	world	that	1064 
denote	the	number	of	dots	 in	each	part	of	 the	screen,	denoted	(𝜔9 , 𝜔7) ∈ ℝ&

: .	 In	what	1065 
follows,	 for	any	probability	measure	𝜇	over	ℝ&

: ,	denote	by	𝜇(𝜔9 > 𝜔7)	 the	probability	1066 
that	𝜇	assigns	to	the	event	that	𝜔9	is	above	𝜔7;	and	by	𝐵𝑈(𝜇, 𝐴)	the	Bayesian	update	of	𝜇	1067 
using	information	𝐴.	Subjects	start	with	a	symmetric	prior	𝜇;.		1068 
	1069 
First	Stage:	Subject	go	through	a	sampling	phase	in	which	they	gather	information	about	1070 
the	number	of	dots	in	each	screen.	They	get	two	noisy	signals	about	each	component	of	1071 
the	state,	𝑥09	and	𝑥07 ,	for	which	for	simplicity	we	assume	normally	distributed	noise:	1072 
	1073 

𝑥09 = 𝜔9 + 𝜖09	1074 
𝑥07 = 𝜔7 + 𝜖07 	1075 

	1076 
where	𝜖09 ∼ 𝑁(0, 𝜎09),	𝜖07 ∼ 𝑁(0, 𝜎07).	 For	 generality,	we	may	allow	 the	variances	 to	be	1077 
different,	 in	 case	 individuals	 follow	 an	 adaptive	 search	 procedure	 that	 leads	 to	1078 
asymmetric	 information	 acquisition.	 For	 simplicity,	we	 assume	here	 that	 they	 are	 the	1079 
same,	𝜎09 = 𝜎07 = 𝜎:.	1080 
	1081 
At	the	end	of	the	information	gathering	stage,	subjects	form	a	posterior	about	the	state	of	1082 
the	world,	𝜇0I = 𝐵𝑈(𝜇;|𝑥07 , 𝑥09).	They	are	then	asked	to	choose	an	action	𝑎0 ∈ {𝐿, 𝑅}	and	a	1083 
confidence	level	𝑐.	Following	standard	arguments,	they	choose	𝑎0 = 𝐿	if		𝜇0I(𝜔9 > 𝜔7) >1084 
0.5,	𝑎0 = 𝑅	if		𝜇0I(𝜔9 > 𝜔7) < 0.5,	and	randomize	with	equal	probability	between	𝐿	and	1085 
𝑅	if	𝜇0I(𝜔9 > 𝜔7) = 0.5	(a	probability	0	event).	1086 
	1087 
They	report	a	confidence	1088 

𝑐 = 2 ∗ T𝜇0I(𝜔9 > 𝜔7) −
1
2T.	1089 

	1090 
Note	that	𝑐 = 1	if	𝜇0I(𝜔9 > 𝜔7) ∈ {1, 0},	𝑐 = 0	if	𝜇0I(𝜔9 > 𝜔7) = 0.5.	1091 
	1092 
	1093 
Second	Stage:	The	key	departure	from	the	standard	normative	model	of	decision-making	1094 
is	that	the	beliefs	that	individuals	have	at	the	beginning	of	stage	2	are	not	the	posteriors	1095 
they	obtained	at	the	end	of	stage	1,	but	are	also	influenced	by	their	choice.	Denote		𝜇0I

#	1096 
the	belief	over	the	state	of	the	world	that	the	individual	would	obtain	if	she	only	observed	1097 
her	choice	–	given	the	decision	rule	above	–	but	did	not	take	into	account	the	signals	𝑥09	1098 
and	 𝑥07 ,	 i.e.,	 𝜇0I

# = 𝐵𝑈(𝜇;, 𝑎0).	 We	 posit	 that	 the	 belief	 used	 by	 the	 individual	 at	 the	1099 
beginning	of	the	second	stage,	𝜇:,	is	a	convex	combination	of	this	belief	and	the	posterior	1100 
at	the	end	of	period	1,	i.e.,		1101 
	1102 

𝜇: = 𝜃𝜇0I
# + (1 − 𝜃)𝜇0I	1103 

	1104 
where	𝜃 ∈ [0, 1]	indicates	the	degree	of	distortion:	when	𝜃 = 0	beliefs	are	not	distorted;	1105 
when	𝜃 = 1,	choices	in	the	second	stage	only	use	the	more	limited	information	contained	1106 
in	the	choice	of	stage	1,	and	not	the	full	information	coming	from	observed	signals.	The	1107 
use	of	the	linear	structure	is	not	relevant	but	simplifies	the	analysis.	1108 
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	1109 
In	 the	 second	 stage,	 subjects	 have	 to	 decide	 the	 sampling	 strategy.	We	 posit	 that	 the	1110 
fraction	of	time	spent	on	Left	is	determined	(with	noise)	as	a	strictly	increasing	function	1111 
of	the	belief	𝜇::	subjects	spend	more	time	on	average	on	the	area	where	they	believe	are	1112 
more	 dots.	 In	 Sepulveda	 et	 al.	 (2020)	 a	 model	 is	 described	 that	 generates	 a	 related	1113 
tendency.	 In	particular,	we	posit	 that	 the	 fraction	of	 time	spent	on	 the	 left	 circle,	𝑠,	 is	1114 
determined	by	a	standard	logistic	function	1115 
	1116 

𝑠 =
1

1 + 𝑒5<(=#(>%?>&)5;.A)
.	1117 

	1118 
Through	this	sampling,	individuals	receive	signals	1119 
	1120 

𝑥:9 = 𝜔9 + 𝜖:9	1121 
𝑥:7 = 𝜔7 + 𝜖:7 	1122 

	1123 

where	𝜖09 ∼ 𝑁(0, B
#

C
)),	𝜖07 ∼ 𝑁(0, B#

05C
),	so	that	better	information	is	obtained	about	each	1124 

dimension	the	more	 time	spent	contemplating	 it.	Using	 this,	 subjects	 form	a	posterior	1125 
𝜇:I = 𝐵𝑈(𝜇:, |𝑥:9 , 𝑥:7).	1126 
	1127 
Finally,	subjects	choose	an	action	𝑎: ∈ {𝐿, 𝑅}	and	a	confidence	level	𝑐.	Following	standard	1128 
arguments,	they	choose	𝑎0 = 𝐿	if		𝜇:I(𝜔9 > 𝜔7) > 0.5,	𝑎0 = 𝑅	if		𝜇:I(𝜔9 > 𝜔7) < 0.5,	and	1129 
randomize	with	 equal	 probability	 between	𝐿	 and	𝑅	 if	𝜇:I(𝜔9 > 𝜔7) = 0.5	 	 (again,	 a	 0	1130 
probability	event).	1131 
	1132 
This	model	 is	reminiscent	of	the	Second-Order	Model	of	Fleming	and	Daw	(2017),	but	1133 
with	the	difference	that	we	are	not	introducing	a	choice-affecting-beliefs	component	at	1134 
the	time	of	reporting	confidence,	but	only	at	the	beginning	of	the	second	stage.		1135 
	1136 
This	model	implies	that,	on	average,	subjects	will	sample	more	from	the	patch	they	had	1137 
previously	 chosen;	and	 that	 this	effect	 is	 stronger	 the	higher	 their	 confidence	 in	 their	1138 
choice—which	is	what	we	see	in	the	data.	1139 
	1140 
	When	 𝜃 > 0,	 the	 previous	 choice	 affects	 the	 sampling	 strategy	 even	 controlling	 for	1141 
confidence—which	 is	 also	 what	 we	 find.	 Whenever	 𝜇0I

#(𝜔9 > 𝜔7) > 𝜇0I	(𝜔9 > 𝜔7) >1142 
0.5,	the	presence	of	𝜃 > 0	will	lead	to	𝜇:(𝜔9 > 𝜔7) > 𝜇0I	(𝜔9 > 𝜔7) > 	0.5.	This,	in	turn,	1143 
will	distort	her	later	sampling	strategy	as	well	as	her	future	beliefs:	the	individual	will	1144 
require	 even	 stronger	 information	 to	 change	 her	 mind.	 The	 opposite	 happens	 when	1145 
𝜇0I	(𝜔9 > 𝜔7) > 	𝜇0I

#(𝜔9 > 𝜔7) > 0.5:	 in	 this	 case	𝜇0I	(𝜔9 > 𝜔7) > 𝜇:(𝜔9 > 𝜔7) > 0.5,	1146 
which	implies	that	the	individual	acts	as	if	she	were	less	confident	of	her	choice.	Previous	1147 
choice	will	affect	the	sampling	strategy,	but	now	less	so.	1148 
 1149 
	1150 
	 	1151 
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S7:	Model	Comparisons	1152 
	1153 
Sampling	Time	Models	1154 
To	 investigate	 the	 effects	 of	 choice,	 dot	 difference,	 confidence,	 and	 response	 time	 on	1155 
sampling	we	compared	6	hierarchical	 regression	models.	These	models	are	presented	1156 
below.	The	BIC	scores	for	each	model	in	each	experiment	are	plotted	in	Figure	S7.1.	The	1157 
best	fitting	models	according	to	BIC-scores	were	Model	5	in	experiment	1	and	Model	3	in	1158 
experiment	2.	We	chose	to	present	Model	5	for	both	experiments	as	we	were	interested	1159 
in	the	contribution	of	confidence	to	biased	sampling.		1160 
	1161 
	1162 
Sampling	Time	Models	1163 
	1164 
Models	 Formula	
1	 Sampling	Time	Difference	~	𝒩(β0	+	β1[Choice]	+	ε)	
2	 Sampling	Time	Difference	~	𝒩(β0	+	β1[Dot	Difference]	+	ε)	
3	 Sampling	Time	Difference	~	𝒩(β0	+	β1[Choice]	+	β2[Dot	Difference]	+	ε)	
4	 Sampling	 Time	 Difference	 ~	 𝒩(β0	 +	 β1[Choice]	 +	 β2[Confidence]	 +	

β3[Choice	*	Confidence]	+	ε)	
5	 Sampling	 Time	 Difference	 ~	𝒩(β0	 +	 β1[Choice]	 +	 β2[Dot	 Difference]	 +	

β3[Confidence]		+	β4[Choice	*	Confidence]	+	ε)	
6	 Sampling	 Time	 Difference	 ~	𝒩(β0	 +	 β1[Choice]	 +	 β2[Dot	 Difference]	 +	

β3[Confidence]		+	β4[Reaction	Time]	+	β5[Choice	*	Confidence]	+	β6[Choice	
*	Reaction	Time]	+		ε)	

	 1165 
	 	1166 
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	1167 
Figure	S7.1.	BIC	comparison	of	the	sampling	time	models	for	experiments	1	and	2.		1168 
Model	5	fit	the	data	from	experiment	1	the	best	(BIC	=	14340.8),	whereas	Model	3	was	the	best	fit	for	the	1169 
data	in	experiment	2	(BIC	=	6117.8).		1170 
	1171 
	1172 
Change	of	Mind	Models	1173 
To	investigate	the	effects	of	dot	difference,	sampling,	confidence,	and	response	time	on	1174 
change	 of	 mind	 we	 compared	 5	 hierarchical	 regression	 models.	 These	 models	 are	1175 
presented	below.	The	BIC	scores	for	each	model	in	each	experiment	are	plotted	in	Figure	1176 
S7.2.	Model	 5	 includes	 a	 dummy	 variable	 coding	whether	 or	 not	 the	 trial	was	 in	 the	1177 
control	 condition	 or	 not	 (in	 which	 sampling	 was	 fixed).	 As	 such,	 this	 model	 is	 only	1178 
applicable	to	experiment	2.	The	best	fitting	models	according	to	BIC-scores	were	Model	1179 
3	in	experiment	1	and	Model	5	in	experiment	2.		1180 
	1181 
	 	1182 

Sampling Time Models - Experiment 1 Sampling Time Models - Experiment 2
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Change	of	Mind	Models	1183 
	1184 
Models	 Formula	
1	 Change	of	Mind	~	logit-1(β0	+	β1[Dot	Difference]	+	ε)	
2	 Change	of	Mind	~	logit-1(β0	+	β1[Dot	Difference]	+	β2[Sampling	Bias]	+	ε)	
3	 Change	 of	Mind	~	 logit-1(β0	 +	 β1[Dot	 Difference]	 +	 β2[Sampling	 Bias]	 +	

β3[Confidence]	+	ε)	
4	 Change	 of	Mind	~	 logit-1(β0	 +	 β1[Dot	 Difference]	 +	 β2[Sampling	 Bias]	 +	

β3[Confidence]	+	β4[Reaction	Time]	+	ε)	
5	 Change	 of	Mind	~	 logit-1(β0	 +	 β1[Dot	 Difference]	 +	 β2[Sampling	 Bias]	 +	

β3[Confidence]	+	β4[Fixed	Sampling]	+	β5[Sampling	Bias	*	Fixed	Sampling]	
+	ε)	

	1185 
	1186 

	1187 
	1188 
Figure	S7.2.	BIC	comparison	of	the	change	of	mind	models	for	experiments	1	and	2.		1189 
Model	3	fit	the	data	from	experiment	1	the	best	(BIC	=	4760.8),	whereas	Model	5	was	the	best	fit	for	the	1190 
data	in	experiment	2	(BIC	=	4253.7).	1191 
	1192 
	1193 
	1194 
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