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Methods 1 

Animals and dissections  2 

Adult male Jonah Crabs, Cancer borealis, (N = 20) were obtained from Commercial 3 

Lobster (Boston, MA) from January to August 2020 and maintained in artificial 4 

seawater at 10-12˚C in a 12-hour light/dark cycle. On average, animals were acclimated 5 

in the laboratory for one week before use. Prior to dissection, animals were placed on ice 6 

for at least 30 minutes. Dissections were performed as previously described1. The 7 

stomach was dissected from the animal and the intact stomatogastric nervous system 8 

(STNS) was removed from the stomach including the commissural ganglia, esophageal 9 

ganglion and stomatogastric ganglion (STG) with connecting motor nerves. The STNS 10 

was pinned in a Sylgard-coated (Dow Corning) dish and continuously superfused with 11 

11˚C saline.   12 

 13 

Solutions  14 

Physiological (control) Cancer borealis saline was composed of 440 mM NaCl, 11 15 

mM KCl, 26 mM MgCl2, 13 mM CaCl2, 11 mM Trizma base, 5 mM maleic acid, pH 7.4-16 

7.5 at 23˚C (approximately 7.7-7.8 pH at 11˚C). High [K+] saline (2.5x[K+], 17 

27.5mM KCl) was prepared by adding more KCl salt to the normal saline.  18 

 19 

Electrophysiology   20 

Intracellular recordings from STG somata were made in the desheathed STG with 10–30 21 

MΩ sharp glass microelectrodes filled with internal solution: 10 mM MgCl2, 400 mM 22 

potassium gluconate, 10 mM HEPES buffer, 15 mM NaSO4, 20 mM NaCl2. Intracellular 23 

signals were amplified with an Axoclamp 900A amplifier (Molecular Devices, San Jose). 24 
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Extracellular nerve recordings were made by building wells around nerves using a 25 

mixture of Vaseline and mineral oil and placing stainless-steel pin electrodes within the 26 

wells to monitor spiking activity. Extracellular nerve recordings were amplified using 27 

model 3500 extracellular amplifiers (A-M Systems). Data were acquired using 28 

a Digidata 1440 digitizer (Molecular Devices, San Jose) and pClamp data acquisition 29 

software (Molecular Devices, San Jose, version 10.5). For identification of Pyloric 30 

Dilator (PD) neurons, somatic intracellular recordings were matched to extracellular 31 

action potentials on the pyloric dilator nerve (pdn) and/or the lateral ventricular nerve 32 

(lvn).   33 

 34 

Elevated [K+] saline application  35 

For all preparations, baseline activity of the PD neuron was first recorded for 30 36 

minutes in control saline. Following the baseline recording, the STNS 37 

was superfused with 2.5x[K+] saline for 20 minutes, followed by a 20-minute wash in 38 

control saline. This pattern was repeated, alternating between 20 minute 2.5x[K+] saline 39 

and physiological control saline three times. In some experiments, the preparation was 40 

then washed in physiological saline for three hours before a final fourth 20-minute 41 

2.5x[K+] saline application and a final 20-minute wash.  42 

 43 

Data acquisition and analysis  44 

Recordings were acquired using Clampex software (pClamp Suite by Molecular Devices, 45 

San Jose, version 10.5) and visualized and analyzed using custom MATLAB analysis 46 

scripts. These scripts were used to detect and measure voltage response amplitudes and 47 
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membrane potentials, plot raw recordings and processed data, generate raster plots, and 48 

perform some statistical analyses.  49 

 50 

Analysis of interspike interval distributions 51 

To extract spike times, we used a custom spike identification and sorting software 52 

(called “crabsort”) which uses a TensorFlow based machine-learning algorithm. 53 

Crabsort is freely available at https://github.com/sg-s/crabsort  and its use is described 54 

in Powell et al. (2021)3. Distributions of inter-spike intervals (ISIs) were calculated 55 

within 2-minute bins. Hartigan’s dip test of unimodality4 was used to obtain the dip 56 

statistic for each of these distributions. This dip statistic was compared to Table 1 57 

in Hartigan and Hartigan4 to find the probability of multi-modality. The test creates a 58 

unimodal distribution function that has the smallest value deviations from the 59 

experimental distribution function. The largest of these deviations is the dip statistic. 60 

The dip statistic shows the probability of the experimental distribution function being 61 

bimodal. Larger value dips indicate that the empirical data are more likely to have 62 

multiple modes4. For visualizing spiking activity in raster plots, if the dip statistic was 63 

0.05 or higher the neuron was considered to be bursting. If the dip statistic was lower 64 

than 0.05 the neuron was considered to be tonically firing. In neurons with less than 30 65 

action potentials per minute, there were too few spikes to calculate an accurate dip 66 

statistic and the neurons are labeled as tonically firing.  67 

 68 

Computational modeling of bursting neurons 69 

In this work we implemented modifications of the model by Liu et al. (1998). The model 70 

neuron has a sodium current, I!"; transient and slow calcium currents I#"$ and I#"%; a 71 
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transient potassium current, I&; a calcium dependent potassium current, I'#"; a delayed 72 

rectifier potassium current, I'(; a hyperpolarization-activated inward current, I); and a 73 

leak current I*+",. The model uses its calcium currents to modify its conductance 74 

densities to achieve a target activity. The model has three sensors that monitor the 75 

calcium currents over different time scales and are named accordingly as fast (F), slow 76 

(S) and dc (D). The activity of these sensors are used to drive changes in the maximal 77 

conductances using the following equation, 78 

𝜏-
𝑑𝑔.
𝑑𝑡

= [𝐴.(𝐹+ − 𝐹) + 𝐵.(𝑆̅ − 𝑆) + 𝐶.(𝐷4 − 𝐷)]𝑔. . (4) 79 

Here 𝐹+, 𝑆̅ and 𝐶̅ are target values for the average activity of the sensors and 𝜏- is the 80 

time scale of conductance evolution and index i specifies the current type. The 81 

coefficients Ai, Bi and Ci determine what the model will do with each conductance when 82 

the average activity of the corresponding sensor is off-target. Hereafter, we refer to these 83 

coefficients as the “control scheme” or “scheme”.  The scheme used by Liu et al. (1998) is 84 

reproduced in table IIIA. 85 

 86 

We can rewrite the equations in vector notation by introducing the maximal 87 

conductance vector 𝒈	 = 	 {𝑔.}	with 𝑔. the maximal conductance of channel type i and 88 

error vector 𝜹 as follows, 89 

𝜹 = [(𝐹+ − 𝐹), (𝑆̅ − 𝑆), (𝐷4 − 𝐷)] (5) 90 

𝜏-𝒈̇ = 𝐀𝛅𝐠.  91 
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In this notation the control scheme in table IIIA is represented by a matrix A and the 92 

distance between each sensor and its target is represented by vector 𝜹(𝒕). 93 

We added a cubic term in each component of 𝒈	̇ to prevent the model’s 94 

conductances from growing exponentially large. We found that there is a range of values 95 

of  𝛾 for which the model neuron always settles into a periodic bursting regime. For 96 

Figure 4b we used 𝛾. = 10/ for all currents except IA where we used 𝛾0 = 60	𝑥	101/ 97 

𝜏-𝒈̇ = 𝐀𝛅𝐠 − γ𝒈𝟑. (6) 98 

To modulate the timescale of conductance change, 𝜏-, we defined a feedback signal Sf as 99 

follows, 100 

𝑆3(𝑡) = 𝑒
1(567	1	69)!

; 	 × 𝑒
1(5<̅	1	<9)!

; × 𝑒
1(5>?	1	>9)!

; . (7) 101 

 102 

This quantity is the product of three gaussian functions that will take values close to 1 if 103 

the corresponding sensor is near its set point and values close to 0 otherwise. By 104 

definition, 𝑆3 takes values close to 1 if all three sensors are near their targets at the same 105 

time, and close to 0 otherwise. Parameter Δ determines how close the sensors need to be 106 

to their set points to produce a high feedback. In this work we set Δ = 0.001. 107 

The timescale for evolution of conductance densities is modulated by a state 108 

variable α as follows, 109 

𝜏-𝒈̇ = {𝐀𝛅𝐠 − γ𝒈𝟑}	𝛼  110 

𝜏@𝛼̇ = 𝛼AP𝑆3Q − 𝛼, (8) 111 

with 112 

𝛼AP𝑆3Q =
B

B	C	D"#$$	∗'"()	*	+#/!-
.   113 
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 114 

The parameters in function 𝛼A	were chosen so that 𝛼A 	≈ 	0	if 𝑆3 	> 	0.2 and 𝛼A(𝑆3) 	≈115 

	1	otherwise. In this way high feedback switches 𝛼(𝑡) → 0 over a timescale 𝜏@ 	=116 

	1000	𝑚𝑠𝑒𝑐. In this equation, 𝛼B/F is the half-maximal activation of 𝛼. We set 𝛼B/F 	=117 

	0.075 to allow gating of conductance regulation. Notice that using this parameter, we 118 

can switch between models with and without conductance regulation. If 	𝛼B/F 	= 	−1, 119 

𝛼	 → 0 and there is no gating. If 	𝛼B/F 	= 	10, then 𝛼	 → 1	and the regulation mechanism 120 

is always on.  121 

 We simulated the application of high potassium saline in the models by changing 122 

the equilibrium potential, EK, of the potassium currents from -80mV (control) to -40mV 123 

(high potassium). In addition, we changed the reversal potential of the leak conductance 124 

from -50mV (control) to -40mV (high potassium) because the leak current is a non-125 

specific cation current with a sizable potassium contribution.   126 

All the equations and parameters of the sensors, and the activation functions are 127 

identical to those in Liu et al. (1998). The models were simulated using an exponential-128 

Euler scheme with step 𝑑𝑡	 = 	0.1	msec	5. All simulations were performed in 129 

commercially available computers using python. Code to reproduce the simulations is 130 

available upon request.  131 

 132 

Generating multiple models 133 

We obtained multiple models by simulating equation (3) starting from small random 134 

initial conductances and allowing them to evolve under control conditions until they 135 

settled into their target bursting regimes.  136 
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 137 

Statistics 138 

Statistical analysis and plotting were carried out using MATLAB 2020b built in 139 

functions for all analyses as described above. All electrophysiology analysis scripts are 140 

available at the Marder lab GitHub (https://github.com/marderlab).  141 

 142 

 143 
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