Comprehensive evaluation of machine learning models and gene expression signatures for prostate cancer prognosis using large population cohorts
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Abstract

Overtreatment of prostate cancer (PCa) remains the pervasive problem in PCa management due to the highly variable outcomes of the disease and the lack of accurate clinical tools for patient stratification. Many gene expression signatures have been developed to improve the prognosis of PCa and some of them have already been used in clinical practice, however, no comprehensive evaluation was performed to compare the performances of the signatures. In this study, we conducted a systematic and unbiased evaluation of 15 machine learning algorithms and 30 published PCa gene expression-based prognostic signatures leveraging 10 transcriptomics datasets with 1,754 primary PCa patients from public data repositories. The results revealed that survival analysis models always outperformed binary classification models for risk assessment, and the performances of the survival analysis methods - Cox model regularized with ridge penalty (Cox-Ridge) and partial least squares regression for Cox model (Cox-PLS) – were generally more robust than the other methods. Based on the Cox-Ridge algorithm, some top prognostic signatures that performed equally well or even better than the commercial panels have been identified. The findings from the study can facilitate the identification of existing prognostic signatures that are promising for further validations in prospective studies before the clinical use and the selection of the optimal approaches for the development of new prognostic models. Moreover, the study provided a valuable resource with 10 transcriptomics datasets from large primary PCa cohorts and a comprehensive collection of 30 published gene expression-based signatures that can be used to develop, validate, and evaluate new signatures for PCa prognosis.
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Background

Prostate cancer (PCa) is the second most frequently diagnosed cancer in men worldwide, which accounts for 14.1% of new cancer cases in 2020 [1]. Localized PCa is a highly heterogeneous disease which may lead to variable clinical outcomes. The majority of patients with slow-growing low-risk PCa only require active surveillance, whereas patients with aggressive PCa require immediate local treatment. Radical prostatectomy (RP) is the primary treatment for localized PCa with good oncologic outcomes [2]. However, approximately 20-40% of patients experience biochemical recurrence (BCR), i.e., escalated prostate-specific antigen (PSA) levels within 10 years after RP [3–5]. Despite of decade’s effort, it remains challenging to predict the clinical outcomes at the time of diagnosis or following RP and identify patients needing additional treatments, such as chemotherapy, radiation or immunotherapy. Thus, overtreatment, which causes various side effects and impacts the quality of patients’ lives, continues to be an issue in PCa management.

In the past decades, many gene expression-based signatures have been developed for PCa prognosis based on various computational approaches or statistical methodologies. Some of these prognostic models compared patients in two risk groups, i.e., aggressive and indolent, to identify signature genes to develop a binary classifier [6,7], while other models selected prognostic genes based on their association with the time to BCR for the prediction of relapse-free survival (RFS) [8–10]. Unsupervised approaches were also used for biomarker identification and patient stratification [11,12]. Among those gene expression-based prognostic signatures for PCa, three commercial tests have already been applied to clinical practice, including Decipher [6], OncotypeDX [13], and Prolaris [8]. Decipher, a random-forest classifier consisting of 22 markers, was developed for predicting the risk of early PCa metastasis. The OncotypeDX Genomic Prostate Score (GPS) test, which consists of 17 genes (including 5 reference genes) representing multiple biological pathways, such as stromal response, androgen signaling, cellular organization, and proliferation, can be used to predict adverse
pathology at the time of diagnosis. Prolaris, a prognostic signature with 31 genes involved in cell cycle progression (CCP), was developed for the prediction of outcome following RP or transurethral resection of the prostate (TURP).

Although many gene expression-based prognostic signatures have been developed and some of them have already been utilized in clinical practice, no systematic and unbiased comparisons have been performed to evaluate their performances on PCa prognosis. To fill this void, we leveraged ten public transcriptomics datasets consisting of 1,754 primary PCa cases to comprehensively evaluate the performances of 15 machine learning algorithms and 30 published gene expression signatures for PCa prognosis. Generally, the survival models considering the time to BCR as response variable outperformed the binary classification models which dichotomizes patients into high-risk (BCR) group and low-risk (BCR-free) group with 5-year follow-up time. Overall, two survival analysis methods, i.e., Cox-Ridge and Cox-PLS, had better performance than the other methods or algorithms. Most of the 30 prognostic signatures showed certain prognostic powers, while a few signatures, including Penney [14], Wu [10], Li [15], and Sinnott [16], had comparable as or even superior performance than the commercial panels. These promising prognostic signatures, once validated with prospective trials, may be included in the disease management to further boost the potential of PCa prognosis in clinical practice. In addition, our study showed that prediction models using the whole transcriptome as predictor variables had lower rankings than the top signatures, indicating that it’s critical to identify signature genes associated with clinical outcomes from the transcriptome to achieve a high level of power for cancer prognostic models.

This is the first study that comprehensively evaluated the performances of machine learning models and published prognostic signatures using PCa population cohorts of large sizes. The results for the study are very useful to guide the selection of promising prognostic signatures for further validations and the adaption of the optimal machine learning algorithms for the development of improved prognostic models. Moreover, we have established a valuable data
resource, which consists of 10 transcriptomics datasets for a total of 1,745 PCa cases and a collection of 30 gene expression prognostic signatures, for the development, validation, and evaluation of new PCa prognostic models. The processed transcriptomics data and harmonized metadata have been deposited in the PCaDB database [17] and can be easily downloaded from the database.

**Methods**

**Collection of PCa transcriptomics data from public data repositories**

A comprehensive search for transcriptomics data of patients with primary PCa was performed in the public data repositories, including the National Cancer Institute (NCI) Genomic Data Commons (GDC) [18], cBioportal [19], National Center for Biotechnology Information (NCBI) Gene Expression Omnibus (GEO) [20], and ArrayExpress [21]. The following criteria were used for dataset selection: (i) the dataset must have a complete record of the time to BCR or the time to the last follow-up if no BCR is incurred after RP; (ii) the sample size should be greater than 80; and (iii) the dataset must be generated using a genome-wide gene expression profiling platform. A total of 10 datasets were selected in the study (Table 1).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample Size</th>
<th>Platform</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCGA-PRAD</td>
<td>495</td>
<td>Illumina RNA-seq</td>
<td>[22]</td>
</tr>
<tr>
<td>CPC-Gene</td>
<td>213</td>
<td>Affymetrix Human Gene 2.0 ST Array</td>
<td>[23]</td>
</tr>
<tr>
<td>Taylor</td>
<td>131</td>
<td>Affymetrix Human Exon 1.0 ST Array</td>
<td>[24]</td>
</tr>
<tr>
<td>DKFZ</td>
<td>118</td>
<td>Illumina RNA-seq</td>
<td>[25]</td>
</tr>
<tr>
<td>GSE54460</td>
<td>100</td>
<td>Illumina RNA-seq</td>
<td>[9]</td>
</tr>
<tr>
<td>Cambridge</td>
<td>125</td>
<td>Illumina HumanHT-12 V4.0</td>
<td>[12]</td>
</tr>
<tr>
<td>Stockholm</td>
<td>94</td>
<td>Illumina HumanHT-12 V4.0</td>
<td>[12]</td>
</tr>
<tr>
<td>CancerMap</td>
<td>129</td>
<td>Affymetrix Human Exon 1.0 ST Array</td>
<td>[11]</td>
</tr>
<tr>
<td>CIT</td>
<td>101</td>
<td>Affymetrix Human Gene 2.0 ST Array</td>
<td>[26]</td>
</tr>
<tr>
<td>Belfast</td>
<td>248</td>
<td>Almac Diagnostics Prostate Disease Specific Array</td>
<td>[27]</td>
</tr>
</tbody>
</table>
The HTSeq-Counts data from The Cancer Genome Atlas Prostate Adenocarcinoma (TCGA-PRAD) project were downloaded and preprocessed using the R package GDCRNATools [28]. The raw .CEL files of the four Affymetrix microarray datasets including CPC-Gene (GSE107299), Taylor (GSE21034), CancerMap (GSE94764), and CIT (E-MTAB-6128) were downloaded from GEO/ArrayExpress and normalized with the Robust Multichip Average (RMA) method implemented in the R package oligo [29]. The raw sequencing data for the GSE54460 dataset was downloaded from SRA (https://www.ncbi.nlm.nih.gov/sra) under the accession number SRP036848 using fasterq-dump in the SRA Toolkit (version 2.10.8). STAR (version 2.7.2a) [30] was used for sequence alignment and featureCounts (version 2.0.0) [31] was used for gene expression quantification. The count data was then normalized using the Trimmed Mean of M values (TMM) method implemented in the R package edgeR [32]. The reads per kilobase per million mapped reads (RPKM) values for the DFKZ dataset was downloaded from cBioPortal and log2 transformation was performed. The processed intensity data of the other datasets including Cambridge (GSE70768), Stockholm (GSE70769), and Belfast (GSE116918) were downloaded directly from GEO using the R package GEOquery [33]. The ExpressionSet objects of the processed data, including the normalized gene expression data and harmonized metadata, were deposited in the PCaDB database [17]. The gene expression values in each dataset were rescaled by z-score transformation for model evaluation.

Collection of published gene expression signatures for PCa prognosis

Gene expression-based signatures for PCa prognosis were collected by an inclusive literature screening. The keywords ‘prostate cancer’, ‘prognosis, and ‘gene expression signature’ were used to search the PubMed database. Some signatures were identified in recent review papers on prostate cancer prognostic signatures or in research papers with signature comparisons [34–36]. Different types of gene identifiers may be reported in the original papers, so the gene IDs were harmonized by searching against the Ensembl [37], the HUGO Gene Nomenclature Committee (HGNC) [38], and the NCBI Entrez Gene [39] databases.
A total of 30 gene expression signatures for PCa prognosis were collected and evaluated in the study (Table 2). The gene lists of the 30 published prognostic signatures were provided in Table S1.

**Table 2. Summary of the 30 gene expression signatures for PCa prognosis**

<table>
<thead>
<tr>
<th>Signature Name</th>
<th>Alternative Name</th>
<th>No. of Genes</th>
<th>Year</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agell</td>
<td></td>
<td>12</td>
<td>2012</td>
<td>[40]</td>
</tr>
<tr>
<td>Bibikova</td>
<td></td>
<td>16</td>
<td>2007</td>
<td>[41]</td>
</tr>
<tr>
<td>Bismar</td>
<td></td>
<td>12</td>
<td>2006</td>
<td>[42]</td>
</tr>
<tr>
<td>Cuzick</td>
<td>Prolaris</td>
<td>31</td>
<td>2011</td>
<td>[8]</td>
</tr>
<tr>
<td>Ding</td>
<td></td>
<td>4</td>
<td>2011</td>
<td>[43]</td>
</tr>
<tr>
<td>Erho</td>
<td>Decipher</td>
<td>19</td>
<td>2013</td>
<td>[6]</td>
</tr>
<tr>
<td>Glinsky</td>
<td></td>
<td>11</td>
<td>2005</td>
<td>[44]</td>
</tr>
<tr>
<td>Irshad</td>
<td></td>
<td>19</td>
<td>2013</td>
<td>[7]</td>
</tr>
<tr>
<td>Jia</td>
<td></td>
<td>15</td>
<td>2016</td>
<td>[45]</td>
</tr>
<tr>
<td>Kamoun</td>
<td>CIT36</td>
<td>36</td>
<td>2018</td>
<td>[26]</td>
</tr>
<tr>
<td>Klein</td>
<td>OncotypeDX</td>
<td>12</td>
<td>2014</td>
<td>[13]</td>
</tr>
<tr>
<td>Li</td>
<td></td>
<td>160</td>
<td>2020</td>
<td>[46]</td>
</tr>
<tr>
<td>Long</td>
<td></td>
<td>24</td>
<td>2014</td>
<td>[9]</td>
</tr>
<tr>
<td>Mo</td>
<td>SDMS</td>
<td>93</td>
<td>2018</td>
<td>[35]</td>
</tr>
<tr>
<td>Nakagawa</td>
<td></td>
<td>17</td>
<td>2008</td>
<td>[47]</td>
</tr>
<tr>
<td>Olmos</td>
<td>LPD1</td>
<td>9</td>
<td>2012</td>
<td>[48]</td>
</tr>
<tr>
<td>Penney</td>
<td></td>
<td>157</td>
<td>2011</td>
<td>[14]</td>
</tr>
<tr>
<td>Planche</td>
<td></td>
<td>36</td>
<td>2011</td>
<td>[49]</td>
</tr>
<tr>
<td>Ramaswamy</td>
<td></td>
<td>17</td>
<td>2003</td>
<td>[50]</td>
</tr>
<tr>
<td>Ramos-Montoyna</td>
<td></td>
<td>222</td>
<td>2014</td>
<td>[51]</td>
</tr>
<tr>
<td>Ross</td>
<td></td>
<td>6</td>
<td>2012</td>
<td>[52]</td>
</tr>
<tr>
<td>Ross-Adams</td>
<td></td>
<td>100</td>
<td>2015</td>
<td>[12]</td>
</tr>
<tr>
<td>Sharma</td>
<td></td>
<td>16</td>
<td>2013</td>
<td>[53]</td>
</tr>
<tr>
<td>Sinnott</td>
<td></td>
<td>30</td>
<td>2017</td>
<td>[16]</td>
</tr>
</tbody>
</table>
Binary classification algorithms

Nine binary classification algorithms were evaluated in the study, including Elastic Net, support vector machines (SVM) using the linear function (SVM-Linear), the polynomial kernel function (SVM-Poly), and the radial basis function (SVM-RBF), random forest (RF), partial least square (PLS), linear discriminant analysis (LDA), XGBoost using the linear booster (XGBoost-Linear), and the tree booster (XGBoost-Tree).

The R package caret [57], which has a set of functions to streamline the process for creating predictive models, was used for model training and parameter tuning. In each model, the predictor variables were the genes in a given signature and the response variable was the 5-year BCR status, where 0 represents non-BCR and 1 represents BCR incurred within 5 years after RP. The grid search with a tuning length of 10 was used for tuning parameters. The 10-fold cross validation resampling scheme and ROC metric were used to select the optimal model. A probability score for the BCR class was calculated for each patient, where a greater score indicates a higher probability to experience BCR.

Survival analysis methods

Six survival analysis methods were evaluated in the study, including Cox proportional hazards (CoxPH), Cox model regularized with ridge penalty (Cox-Ridge) and lasso penalty (Cox-Lasso), supervised principal components (SuperPC), partial least squares regression for Cox models (Cox-PLS), and random survival forest (RSF).
The CoxPH models were built using the R package survival (https://CRAN.R-project.org/package=survival). A linear combination of the expression values and coefficients of the signature genes were computed as the risk scores for the patients. Cox-Ridge and Cox-Lasso models were built using the R package glmnet [58] with the penalty $\alpha=0$ and $\alpha=1$, respectively. The R package superpc [59] was used to build the SuperPC models. A subset of genes in a signature with the univariate regression coefficients exceeding the threshold of 0.3 was used to calculate the principal components to build the model. Cox-PLS models were built using the R package plsRcox [60] and two components were included in the models. The R package randomForestSRC [61] was used to build the RSF models with 100 trees.

**Comparison of machine learning models and prognostic signatures**

*Intra-dataset comparison*

The 10-fold cross-validation (CV) was performed for any dataset to evaluate the performance of a signature using a predictive model. In a 10-fold CV, the patient cases were arbitrarily partitioned into ten portions with approximately equal size. In each iteration, nine portions were used as the training set to develop the model, and the remaining one portion was used as the test set for model evaluation. This process was repeated ten times with each portion having been used as the test data exactly once.

*Inter-dataset comparison*

For the inter-dataset comparisons, the models were trained with one dataset and then tested by the other nine independent datasets. Note we have selected ten datasets that met the three selection criteria for this study.

*Evaluation Metrics*

We used three metrics, i.e., concordance index (C-index), time-dependent receiver operating characteristics (ROC) curve, and hazard ratio (HR) estimated by the Kaplan Meier (KM) analysis, to evaluate the performances of the machine learning...
models and prognostic signatures. The C-index were calculated using the R package `survcomp` [62], the area under the ROC curves (AUC) were estimated using the R package `survivalROC` [63], and KM analyses were performed using the R package `survival` to estimate the HR and 95% confidence intervals (CIs). For the KM analyses, the median values of the risk scores were used to dichotomize the patients into low- and high-risk groups.

### Differential expression analysis, CoxPH survival analysis, and functional enrichment analysis for the signature genes

The R packages `limma` [64] was used to perform differential expression (DE) analysis and `survival` was used for CoxPH survival analysis to investigate whether the genes in the prognostic signatures were differentially expressed between tumor and normal samples, and if they were significantly associated with RFS outcomes based on the TCGA-PRAD data. Kyoto Encyclopedia of Genes and Genomes (KEGG) and Disease ontology (DO) enrichment analysis were performed using the R package `clusterProfiler` [65].

### Results

#### Overview of the study design

A total of 50 public transcriptomics datasets of patients with primary PCa were identified from the public data repositories, including GDC, cBioportal, GEO, and ArrayExpress, while only 14 of them have the record of BCR data. Eventually, 10 transcriptomics datasets (a total of 1,754 cases) which met three data selection criteria (see Methods) were included in the study. We gleaned 30 published gene expression prognostic signatures for PCa through a comprehensive literature search. Nine binary classification algorithms and six survival analysis methods were used to build the predictive models based on the expression data of genes in each PCa prognostic signature. The comprehensive comparisons included: (i) the predictive ability between binary classification models versus survival analysis models; (ii) the performances of different survival algorithms; and (iii) the prognostic powers of the 30 gene expression signatures based on the optimal
survival algorithm identified in (ii). Both intra-dataset comparison (10-fold CV within one dataset) and inter-dataset comparison (one dataset as a training set and the other independent datasets as test sets) were conducted, and three metrics including C-index, time-dependent AUC, and HR based on KM survival analysis were used to evaluate the models and signatures. The overall design of the study was presented in Figure 1.

**Figure 1.** Overview of the study design.

**Functional characterization of the signature genes**

In total, there were 1,032 unique genes in the 30 published prognostic signatures for PCa. Gene expression profiles were compared between the primary tumor samples versus the tumor-adjacent normal samples by leveraging the TCGA-PRAD data. The result showed that 223 among the 1,032 genes (21%) were differentially expressed with the absolute fold change (FC) > 2 and the false discovery rate (FDR) < 0.01 (Figure 2A). The CoxPH survival analysis based on the TCGA-PRAD data showed that 558 out of the 1,032 genes (54%) were
significantly associated with RFS with P values < 0.05 (Figure 2B). The 1,032 genes were significantly enriched in many important pathways in cancer, including the cell cycle pathway, apoptosis pathway, p53 signaling pathway, FoxO signaling pathway, PI3K-Akt signaling pathway, prostate cancer pathway, bladder cancer pathway, etc. (Figure 2C), indicating the biological importance of these signature genes. The genes involved in those pathways were usually included in many signatures (Figure S1).

Although some genes were commonly used by multiple signatures, in general, the prognostic signatures were largely distinct in terms of gene identity (Figure 2D). For example, nine signatures shared at least one gene with the Erho signature (Deciper), but only a maximum of three common genes were identified between the Erho signature (19 genes) and the other signature Penney (157 genes). Among the 1,032 genes, 142 genes (13.8%) were shared by more than two signatures and 40 genes (3.9%) were common in three or more signatures (Figure 2E). Based on the TCGA-PRAD data, 28 among the 40 common genes (70%) were significantly differentially expressed between the primary tumor samples versus the tumor-adjacent normal samples, and 36 out of the 40 common genes (90%) were significantly associated with RFS. The disease ontology analysis showed that these 40 genes were primarily associated with cancers, including prostate cancer (Figure 2F). Taken together, the results suggested that a lot of the signature genes were indeed relevant to PCa and disease outcomes, and the lack of overlap among these signatures indicated the potential of improvement in PCa prognosis by integrating these signature genes.
Figure 2. Functional characterization of the signature genes. (A) Differential expression analysis of the 1,042 genes between tumor vs normal samples based on the TCGA-PRAD data. Genes in more than 3 signatures were labeled. (B) CoxPH survival analysis of RFS for the 1,042 genes based on the TCGA-PRAD data. Genes in more than 3 signatures were labeled. (C) KEGG pathways that the 1,042 genes enriched in. (D) Overlap of genes among different prognostic signatures. (E) The 40 common genes that were used in three or more signatures. (F) DO enrichment analysis of the 40 common genes in three or more signatures.

Comparison of survival analysis models versus binary classification models

Two approaches were commonly used to analyze the survival data to develop cancer prognostic models, depending on how the response variable is defined: (i) binary classification (relapse vs. non-relapse): patients are dichotomized into two risk groups based on whether the outcome event is observed within a cutoff of follow-up time (eg., 5 years), and (ii) survival time: a patient either has definitive outcome (relapse and time to relapse) or the relapse-free follow-up time with right-censoring. We compared the prediction performances of nine binary classification algorithms and six survival analysis methods in risk assessment. The expression
levels of the genes in each signature were used as the predictor variables in these models, and the median values of the three metrics, i.e., C-index, AUC, and HR, were calculated across all the signatures and the datasets to evaluate these models. For the intra-dataset comparison, 10-fold CV was used for model evaluation, whereas for the inter-dataset comparison, one dataset was treated as the training set and the other datasets were used as the test datasets at a time. The results indicated that almost all the survival models were superior to binary classification models in the intra-dataset comparison (Figure 3). The median values of C-index, AUC, and HR across all the signatures and the datasets for the survival models were generally greater than those for the binary classification models. The results in the inter-dataset comparison were consistent with those in the intra-dataset comparison. Some of the top binary classification models such as PLS, elastic net, and RF performed equally well or slightly better than the CoxPH or SuperPC survival models, however, the top survival models including Cox-Ridge, RSF, and Cox-PLS always outperformed all the binary classification models in the inter-dataset comparison.

**Figure 3.** Comparison of survival analysis models versus binary classification models. (blue: survival models; red: classification models)
There are two possible reasons why the survival analysis models were superior to the binary classification models: (i) the sample size became smaller in binary classification models if the censored data were excluded, and (ii) the variability in survival time provides more information than binary outcome, leading to increased data resolution and therefore statistical power. To test these hypotheses, we compare the survival models with the binary classification models using the same data for which the patients with censored data were removed. The results indicated that the prediction performances for all the survival models increased as sample size (Figure S2), and the survival models generally outperformed the binary classification models (Figure S3), which supported our hypotheses.

**Performance evaluation of the survival analysis methods**

A comprehensive evaluation of the performances of the six algorithms for survival analysis were carried out (Figure 4). For the intra-dataset comparison based on 10-fold CV, Cox-Ridge and Cox-PLS models generally performed better than the other models. The performances of the SuperPC and RSF algorithms substantially varied and largely depended on the datasets that were used for analysis, while CoxPH usually ranked bottom among six survival analysis algorithms. For example, based on the C-index, the performances of RSF were very similar to the top 2 algorithms Cox-Ridge and Cox-PLS in the DKFZ, GSE54460, and Cambridge datasets, whereas the performances of RSF ranked the last or the second last in the CPC-Gene, Stockholm, CancerMap, CIT, and Belfast datasets. The performances of Cox-Lasso usually ranked higher than RSF, SuperPC, and CoxPH, but lower than Cox-Ridge and Cox-PLS. The result was slightly different for the inter-dataset comparison, where the performances of Cox-Ridge, RSF, and Cox-PLS were very similar and generally better than the other algorithms. The ranks of Cox-Lasso, CoxPH, and SuperPC were consistent with that in the intra-dataset comparison, where Cox-Lasso > SuperPC = CoxPH.

It was as expected that the survival analysis models usually performed better in the intra-dataset comparison than that in the inter-dataset comparison. This was
mainly because that in the intra-dataset comparison, the training and test data were generated in the same study using the same technology, whereas in the inter-dataset comparison, different technologies, different platforms, and even different bioinformatics pipelines may be used by the training set and test set. The cohorts may also be quite different between studies or datasets, yielding increased level of heterogeneity in inter-dataset analysis. These results in the study emphasized the importance of validation with independent cohorts when building and evaluating prognostic models.

**Figure 4.** Comparison of the survival analysis algorithms based on the three metrics (C-index, AUC, and HR) in the intra-dataset and inter-dataset comparisons. (The title of each panel refers to the training dataset)
Evaluation of the published gene expression signatures for PCa prognosis

Based on the comprehensive comparisons for different survival analysis algorithms, Cox-Ridge, which performed consistently well across all the datasets was selected to further evaluate the performances of various prognostic signatures for PCa. The median values of the three metrics were calculated across all the datasets and were used to evaluate these prognostic signatures. The results indicated that almost all the signatures had some prognostic powers with median C-indexes and median AUCs greater than 0.5 and median HRs greater than 1 both in the intra-dataset and in the inter-dataset comparisons. Some prognostic signatures, including Penny, Li, Klein, Sinnott, Wu, Erho, Kamoun, Planche, and Long, almost always ranked in the top 10 signatures based on the three metrics. Two of the three commercially applied prognostic signatures, i.e., Klein (OncotypeDX) and Erho (Decipher), performed consistently well across the datasets, especially that Klein always ranked in the top 5 signatures in the intra-dataset comparison and ranked the second in the inter-dataset comparison. The median values of C-index, AUC, and HR for the signature Penney usually ranked the first, which was the only signature performing better than the Klein signature in most comparisons. Some of the other top signatures including Li, Sinnott, and Wu always had higher rankings than the Erho signature in the intra-dataset comparison, and Wu also outperformed the Erho signature in the inter-dataset comparison.
We also did similar comparisons using the other well-performed algorithm Cox-PLS to investigate whether the performances of the signatures relied on the methods for model development. The results indicated that although the rankings may be slightly different based on different algorithms, the top signatures using the Cox-Ridge algorithm also ranked in the top list when Cox-PLS was used (Figure S4). The signature Ramaswamy performed slightly better using the Cox-PLS algorithm, which made it always ranked among the top 10 signatures.

Since the test characteristics, i.e., C-index, AUC, and HR, may vary when different datasets were used as training set and test set, we utilized the rankings of the median values of these three metrics across all possible combinations of training and test sets to reflect the overall performances of the signature being
evaluated. Figure 6 showed details about the HR-based performances of the signatures for each dataset in the intra-dataset comparison, while Figure 7 revealed such performances when each dataset was used as training set in the inter-dataset comparison. The rankings of the top signatures such as Penny, Li, Klein, Sinnott, Wu, Erho, etc. were generally high across multiple comparisons. For example, in the intra-dataset comparison, the signature Sinnott always ranked among the top five signatures in six datasets, including CPC-Gene, Taylor, DKFZ, GSE54460, CancerMap, and Belfast, whereas the signature Penney ranked among the top five signatures in five datasets, including GSE54460, Cambridge, Stockholm, CancerMap, and Belfast (Figure 6). In the inter-dataset comparison, the signature Penney and Klein can be independently validated in more than half of the nine test datasets no matter which training dataset was used when building the model (Figure 7). The signature Wu can also be validated by multiple independent cohorts when different training sets were used. We also observed that some signatures may perform well when certain datasets were used for model development and validation, but they could show very low or even no prognostic power when other datasets were tried. The results suggested the importance of leveraging data from multiple cohorts to develop and validate new prognostic models or to evaluate any existing prognostic model.
Figure 6. Performances of the signatures based on HRs from KM survival analysis for each dataset in the intra-dataset comparison. (The title of each panel refers to the training dataset.)
**Figure 7.** Performances of the signatures based on HRs from KM survival analysis for each training-test combination in the inter-dataset comparison. (The title in each panel refers to the training dataset; x-axis indicates the test datasets and the y-axis indicates the signatures; The signatures were ranked based on the number of datasets that successfully validated the predictive models)

**PCa prognostic model using the whole transcriptome**

In addition to the comparisons among the prognostic signatures, we also investigated the performance of prediction models leveraging the whole transcriptome for PCa prognosis. The performances of the survival models with the entire transcriptome were similar to that in the comparison of various prognostic signatures, i.e., Cox-Ridge, Cox-PLS and RSF generally performed better than Cox-Lasso and SuperPC (Figure S5). The CoxPH was not able to be evaluated because it cannot handle the data with $p >> n$, where $p$ is the number of parameters and $n$ is the sample size.

Similarly, the Cox-Ridge algorithm was used to evaluate the prognostic power when the whole transcriptome was factored in the models. The models using the whole transcriptome generally performed reasonably well with the median C-index, AUC, and HR ranked the 7th, 10th, and 11th, respectively, in the intra-dataset comparison, whereas these models ranked the 10th, 12th, and 13th, respectively, in the inter-dataset comparison (Figure S6). The results revealed that although the performance of the models using the whole transcriptome was better than two third of the signatures, prediction accuracy may be further boosted by well selected outcome-associated transcripts.

We also investigated the performances of the models with the whole transcriptome in each dataset and the conclusion is the same that although the models performed well in some datasets, they were generally not as good as the top signatures (Figure S7). The sum of the evidence indicated that it is desirable to develop PCa prognostic models using the most significant outcome-associated genes selected from transcriptome.
Discussion

A systematic and unbiased evaluation of the machine learning models and the gene expression signatures for cancer prognosis using large cohorts is very critical to select the optimal approaches for building the predictive models and identify the most promising signatures for further validations in prospective clinical studies before they can be applied to clinical practice. Although validations with independent cohorts and comparisons with some existing signatures were usually performed for most of the newly developed PCa signatures in the original studies, no comprehensive evaluation of these signatures and prognostic models has been conducted. In this study, we identified 30 gene expression signatures for PCa prognosis, collected the transcriptomics data for 1,754 patients (10 cohorts) with primary prostate cancer from public data repositories, compared the performances of nine binary classification algorithms and six survival analysis methods leveraging these datasets, and evaluated the performances of the 30 signatures based on the most robust machine learning algorithm.

Because different statistical approaches and different training datasets may be used to derive the signatures and develop the predictive models in the original papers, it would be very challenging to replicate these prognostic models. The focus of the study is not to reproduce the exact predictive models, but to evaluate the performances of the signatures based on the same machine learning algorithms and the same training and validation datasets in a systematic and unbiased manner. The results from our study revealed that the survival analysis algorithms which took both the status of the event (i.e., BCR) and the time to the event into consideration generally outperformed the binary classification algorithms. This is mainly because that the censored data were removed when building the binary classifiers which resulted in smaller sample size, and the binary classification algorithms themselves were not as good as the survival analysis algorithms for risk assessment. Among the six survival analysis methods, Cox-Ridge and Cox-PLS generally performed better than the other algorithms, whereas the widely used method CoxPH usually performed the worst or the second worst.
The performances of RSF were not good in the intra-dataset comparisons based on 10-fold CV, but were very robust in the inter-dataset comparison using one dataset as the training data and the other independent datasets as the test data. It is as expected that the survival analysis models usually performed worse in the inter-dataset comparison than that in the intra-dataset comparison because of the high heterogeneities between different cohorts. This emphasized the importance of clinical validations in independent cohorts for the development and evaluation of prognostic models.

Although there were not much overlaps of genes among the signatures, the comprehensive evaluation of the gene expression signatures showed that most of the signatures had some prognostic powers with median C-indexes and median AUCs greater than 0.5, and median HRs greater than 1. The two commercial tests, OncotypeDX and Deciper almost always ranked in the top signatures in the comparisons. Many other signatures such as Penney, Wu, Li, and Sinnott generally had equally well or even better performances than the commercial panels. These four signatures and some other top signatures including Kamoun, Planche, and Long could be promising for developing robust prognostic models to be incorporated into clinical practice with further prospective validations. The promising signatures were identified mainly based on the overall performances. It’s possible that a signature could perform well using a given machine learning algorithm and a given training data to develop the predictive model, while could have no prognostic power when other algorithms or training datasets were used. Multiple survival analysis algorithms and large PCa population cohorts were recommended when developing new prognostic signatures. We also evaluated the performances of prognostic models using the whole transcriptome data and found that the transcriptome models could outperform some of the signatures but were not comparable with the top signatures, indicating that it’s critical to derive gene signatures that are relevant to PCa outcomes from the transcriptome to further improve the PCa prognosis.
In summary, this is the first study that performed a comprehensive evaluation of the performances of the machine learning models and the published gene expression signatures using large PCa cohorts. The findings from the study can guide the selection of existing prognostic signatures for further validations and the selection of the optimal algorithms for the development of new signatures. In addition, our study also provided a valuable resource with 10 transcriptomics datasets from large primary PCa cohorts and a comprehensive collection of 30 gene expression prognostic signatures that can be used to develop, validate, and evaluate new signatures for PCa prognosis.

Data Access

The processed data including the normalized expression data and the harmonized metadata of all the 10 transcriptomics datasets were deposited in the PCaDB database (http://bioinfo.jialab-ucr.org/PCaDB/) and the ExpressionSet object of each dataset can be easily downloaded from this database. All the scripts used in this study, including data preprocessing, model comparison, and data visualization, are publicly available at https://github.com/rli012/PCaSignatures.
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**Figure S1.** The number of genes in the signatures that are involved in the KEGG pathways
**Figure S2.** Comparison of the survival analysis models based on different sample sizes. (blue: all the samples were used; yellow: censored data were removed)
Figure S3. Comparison of the survival analysis models versus the binary classification models using the same data for which the patients with censored data were removed. (blue: survival models; red: classification models)
Figure S4. Performance evaluation of the prognostic signatures based on the Cox-PLS method and the three metrics (C-index, AUC, and HR) in the intra-dataset and inter-dataset comparisons.
**Figure S5.** Comparison of the survival analysis algorithms based on the whole transcriptome data
**Figure S6.** Comparison of the whole transcriptome-based prognostic models with gene expression signature-based prognostic models
Figure S7. The rankings of the whole transcriptome-based models comparing with the gene expression signature-based models. (the rows are the training datasets and the columns are the test datasets; the rankings on the diagonals are from the intra-dataset comparison based on 10-fold CV, others are from the inter-dataset comparison)